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Abstract

Smoking remains one of the largest health con-
cerns worldwide, which is why eHealth applica-
tions with virtual coaches have been developed to
assist smokers with quitting. Providing additional
feedback from human coaches during such smok-
ing cessation programs can further improve the ef-
fectiveness of the intervention. However, due to
budgetary constraints and the limited availability of
human coaches, it is important to make informed
decisions about when someone gets human sup-
port to optimize the effectiveness. This research
investigates the use of reinforcement learning (RL)
to determine when to provide human feedback in
quitting smoking with a virtual coach. Using data
from a longitudinal study, we implemented an RL
model that decides when to involve a human coach
based on users’ appreciation for human support and
their self-efficacy, optimizing the effort that people
spend on preparatory activities and their likelihood
of returning to the program. Results show that the
model is effective in allocating human support, in-
creasing users’ effort and return likelihood while
considering the cost of human coaches. These find-
ings support using RL to help with determining
when to provide human support in smoking cessa-
tion programs.

1 Introduction

In the Netherlands, 19% of people aged 18 years or older in-
dicated to smoke and over a third of those people smoke ev-
ery day (13.5% of the whole population)[1]. More than half
of the people that smoke regularly, die from smoking-related
diseases, such as cancer or chronic lung disease. This comes
down to roughly 19.000 people in the Netherlands per year
[1] and 8 million people worldwide [2]. Smoking is highly
addictive and it may take 30 or more attempts to be success-
ful in quitting smoking [3]. Next to that, a study has shown
that smoking cessation with assistance leads to higher suc-
cess rates than without [4]. A popular way of assisting with
behavioral change therapies, such as quitting smoking, is us-
ing an eHealth application. Such applications utilize digital
technologies to support users in improving their health status.

In recent years, eHealth applications have become more
and more available to help people change unhealthy behav-
ior, such as smoking or obesity. Studies have shown that these
applications can have positive effects on users and help them
with achieving their goals (e.g. [5], [6]). Many eHealth ap-
plications use a virtual coach to ask patients questions about
their health status and then provide feedback or suggestions
to improve. However, these applications rely solely on a vir-
tual coach and do not also consider a human coach that can
intervene when needed. Chikersal et al. [7] showed that
human support can have positive effects on the outcome of
health interventions and Lee et al. [8] showed that users
who interacted with a system that also offered human support
showed more engagement and trust for the system compared

to users who did not get human support. Albers et al. [9]
also found that people appreciate the situational awareness,
empathy, and accountability that a human coach brings to a
smoking cessation program. Thus, integrating human support
with eHealth applications could be beneficial during behavior
change interventions. However, due to a limited amount of
money or time for human coaches, it might not be feasible to
provide human support for everyone. Therefore, it is crucial
to be able to make informed decisions on when to offer hu-
man support to maximize the effectiveness with the limited
amount of resources. While there is research on how to in-
corporate human support in eHealth interventions (e.g. [10]),
there is limited research on how to determine when to involve
a human coach.

There are multiple possible strategies to determine when to
give human feedback to a user. For example, it could be done
randomly or it could be provided to new users only. How-
ever, each person has different wants and needs, and the way
they feel can vary daily. Therefore, a personalized approach
is preferred, which is in line with behavior change theories
[11]. Factors such as how a person feels and their desires
can be considered as the state that they are in. Based on this
state, we would want to determine whether or not to provide
human feedback to make optimal tailored decisions. For ex-
ample, Albers et al. [12] showed the importance of consid-
ering users’ states when choosing a persuasion type to quit
smoking. On the other hand, receiving human support can
also influence the future state of a person. For example, their
motivation might increase if they receive human support [10].
Therefore, we also need to consider the consequences of pro-
viding human support in determining when to do it.

One framework that takes people’s current state and future
states into account when making decisions, is Reinforcement
Learning (RL). Several studies have already used RL to im-
prove the effectiveness of eHealth applications (e.g. [13],
[14]) and Weimann et al. [15] confirmed the potential and
effectiveness of using RL for behavior change interventions
by a systematic literature review. Piette et al. [16], [17] and
Forman et al. [18] have also shown that using Reinforcement
Learning to determine whether to provide a message from a
human coach or an automated message can be effective and
reduce the work for therapists. However, both of these studies
use reinforcement learning to select one of the two options,
human feedback or Al-generated feedback, and do not use
human support as an additional service. Furthermore, For-
man et al. [18] did not consider the state that a user is in, but
only their behavior (e.g. meeting physical activity goals and
weight loss) for the RL model. Therefore, this research paper
will explore the use of an RL model that considers both the
users’ state and behavior, to determine when to provide hu-
man feedback in addition to quitting smoking with a virtual
coach. The following research question will be answered in
this paper:

How effective is a reinforcement learning model in
determining when to provide human feedback that optimizes
the effort people spend on their activities and the chance that

they stay in the intervention?

This research uses data from a study by Albers et al. [19]



where 852 smokers/vapers interacted with a chatbot Kai in
up to five sessions to train a reinforcement model in deter-
mining when to provide human feedback. In each session,
Kai first asked questions to determine people’s state and then
suggested a preparatory activity for quitting smoking. At the
next session, the chatbot asked about the effort they spent on
the activity and the likelihood of returning to the intervention
if it was an unpaid smoking cessation program. In between
sessions, participants had a 20% chance of receiving feed-
back from a human coach. Using all this collected data, we
implemented a reinforcement model that optimizes the effort
that people spend on the activity and the likelihood of return-
ing to the intervention while considering the cost of a hu-
man coach. We then measured the effectiveness of predicting
users’ behavior (effort and likelihood of staying in the inter-
vention) and future states. We also used simulations to assess
the long-term effects of the RL model and to assess different
reward functions for the model.

This research contributes to the scientific understanding of
the effectiveness of using reinforcement learning in eHealth
applications for behavior change interventions. It demon-
strates the potential of RL for improving users’ behavior and
supports the use of RL to help with determining when to pro-
vide human feedback in smoking cessation programs. Us-
ing this, we can work towards more effective interventions
where the availability of digital technologies is combined
with knowledge, empathy, and accountability from human
coaches.

2 Methodology

To answer the research question, we developed a reinforce-
ment learning model that determines when to provide human
support in preparing to quit smoking. The model aims to op-
timize the effort that users spend on the preparatory activity
that the virtual coach suggests and the likelihood of returning
to the intervention. To develop the model, we used data col-
lected from a study by Albers et al. [19] and closely followed
the approach from Albers et al. [13] for a similar study. The
following section describes the virtual coach, the human sup-
port, the reinforcement model, and how the data is collected.

2.1 Virtual Coach

During the study, users interacted with a text-based virtual
coach Kai [20] that was implemented to help users prepare
for quitting smoking during five sessions. In each session,
Kai first asked users about their self-efficacy, the importance
of preparing for quitting smoking, how they viewed getting
human feedback, and their energy level. The virtual coach
then suggested a preparatory activity for quitting smoking
(e.g. tracking one’s smoking behavior). In the next session,
Kai inquired about users’ experience with the activity, how
much effort they spent on it, and how likely it is that they
would have returned to the sessions if it was an unpaid smok-
ing cessation program.

2.2 Human Support

Between the sessions with the virtual coach, participants
had a 20% chance of receiving personal feedback on their

progress from a human coach. Two human coaches with a
background in psychology wrote these messages and the par-
ticipants received them through Prolific. To help the coaches
write the feedback messages, each participant wrote a short
introduction text at the start of the study. In this introduc-
tion, users could mention matters like their motivation to
quit smoking, previous experiences with quitting, and areas
where they need help. In addition to the introduction text,
the coaches had access to users’ baseline smoking/vaping fre-
quency, baseline weekly exercise amount, and the informa-
tion from the virtual coach from the last session. The mes-
sages that the coaches wrote were based on a paper by Ghan-
tasala et al. [21] and consisted of feedback on their progress,
suggestions on how to improve, and the reasoning behind
these suggestions.

2.3 Data collection

Study. The data is gathered from a longitudinal study con-
ducted by Albers et al. [19] where participants interacted
with the virtual coach Kai in up to five sessions. The study
was approved by the Human Research Ethics Committee of
the Delft University of Technology (Letter of Approval num-
ber: 3683). The participants were recruited from the online
crowdsourcing platform Prolific. To be eligible for the study,
people had to smoke/vape daily, be over the age of 18, be flu-
ent in English, be contemplating or preparing to quit smok-
ing, not be in another smoking/vaping cessation program, and
provide informed consent.

Data. There were 852 eligible people who started with the
study and we collected 2323 (s, a,r, s’)-samples from 678
people, where s is the state, a the action, r the reward, and s’
the next state. These samples only contained data from people
who went to at least 2 sessions and answered all the relevant
questions. The characteristics, such as age and gender, of
these 678 people can be found in Table 2 in the Appendix.

2.4 Reinforcement learning model

To answer our research question, we implemented a rein-
forcement learning model that learns a policy to determine
when to provide human support such that the effort peo-
ple spend on their preparatory activities and their likelihood
of staying in the intervention are maximized. This can be
formally described as a Markov Decision Process (MDP)
(S, A, R, T,~), where:

* S'is the state space,
* A s the action space,

* R(s,a,s’) is the reward for transitioning from state s to
s’ by taking action a,

* T'(s,a,s') is the probability of transitioning from state s
to s’ by taking action a,

* and v is the discount factor.

In an MDP, the goal of the agent is to learn an optimal
policy 7* that maximizes the expected cumulative discounted
reward over time E[> .~ +'r;], where ¢ denotes the time step,
~* the discount factor at time step ¢ and r; the reward at time
step £. Such a policy describes the set of optimal actions to



take in each state. To compute the optimal policy, we used
policy iteration where we evaluated the policies with their Q-
value function.

States

The set of states S consists of a subset of the personal features
that the virtual coach Kai asked about. During each session,
users were asked about their self-efficacy (e.g. how confident
they are in preparing to quit smoking) based on McAuley’s
Exercise Eelf-Efficacy Scale [22], how important they think
it is to prepare to quit smoking based on a question by Rajani
et al. [23], how much energy they have and how they would
view getting human feedback after the session. All of these
were on a scale from O to 10, except for the last question
which was on a scale from -10 to 10.

To ensure we had enough state-action pairs in our data to
train the model, we first needed to shrink the state space by
converting the feature values in their original scales to a bi-
nary or tertiary representation. We also selected a subset of
the state features to further reduce the number of states. To
select the features that we wanted to use for our model and
how many possible values they could take, we adapted the
G-algorithm from Chapman and Kaelbling [24] in a way that
was inspired by the methods used by Albers et al. [13] and
Dierikx [14]. This algorithm iteratively selects the feature for
which the Q-values are most different for each of the possi-
ble values that the feature can take. We adapted it to use an
ANOVA test instead of a t-test to test for the differences in
Q-values to accommodate for possible tertiary features. The
selected features and their number of possible values were
1) appreciation of human support with three possible values,
and 2) self-efficacy with three possible values. To map the
original feature values to their corresponding representation,
we looked at the percentiles of each feature. For example,
for a binary representation, we calculated the 50th percentile
and mapped everything below or on the 50th percentile to 0
and everything above to 1. This resulted in a state space of
3% 3 = 9. States are denoted as strings such as 21, here the
first feature is a 2, denoting a relatively high want for human
support, and the second feature is a 1, which indicates a rela-
tively medium self-efficacy.

Actions

The actions that can be taken by the agent are either providing
human support or not. This is denoted by a 1 and 0 respec-
tively.

Reward

To compute the reward, we used the data from sessions 2-
5 where users were asked about the effort they spent on the
proposed preparatory activity on a scale from 0 to 10, adapted
from Hutchinson and Tenenbaum [25], and the likelihood of
returning to the intervention if it was an unpaid smoking ces-
sation program on a scale from -5 (’definitely would have
quit the program”) to 5 (“definitely would have returned to
this session”).

To calculate the reward, we first transformed the return re-
sponse scale from -5 to 5 into a 0 to 10 scale by adding 5 to
each value. Then, for both effort and return responses, we
computed the individual reward r € [—1, 1], by mapping the

mean response to 0 and linearly scaling the responses below
and above the mean to a range of -1 to 1. This follows the
approach by Albers et al. [13] and is done by the following
function:

-1+% ife<z
r= 1—%8:; ife >2 @))
0 otherwise

Here z is the mean of the responses and x is the to-be-
mapped value.

Now we have two separate reward values that represent the
two objectives. To combine these objectives, there are mul-
tiple possible strategies, such as using a linear scalarization
function to turn it into a single-objective problem, or using
more complex multi-policy approaches [26]. A simple linear
scalarization function seems to be the most used approach
for RL in behavior change interventions [15], which is why
we opted for the weighted sum method to combine our ob-
jectives. This also follows the approach used by Piette et
al. [16], who composed their reward of the two objectives in
equal proportions. We also used equal weights of 0.5 for our
effort and return rewards, such that they are equally impor-
tant. Next to weighing both the effort and return responses,
we also wanted to account for the cost of involving a human
coach. Therefore, we subtracted a cost factor of 0.21 if the
action of providing human support was chosen. This number
was chosen, because this results in providing human support
about 4% of the time, which is closest to the 20% chance in
the study. The final reward function was thus:

R(s,a,s') = 0.5r.(s,a,s’) + 0.5r.(s,a,s’) — 0.21a

Here s is the current state, a is the chosen action, s’ is
the next state, and r.(s, a, s’) and r,.(s, a, s') are the separate
rewards for the effort and the return ratings provided in state
s’, respectively.

Discount factor

The discount factor v was set to 0.85, following the approach
of Albers et al. [13] to favor rewards in the near future ver-
sus the distant future. This ensures that we prioritize actions
that have a positive effect early on in the intervention, which
might prevent people from dropping out. However, we also
still want to account for long-term success, so we set the dis-
count factor ~y to 0.85.

3 Evaluation Setup and Results

To answer the research question, we have five subquestions
that help analyze the effectiveness of our reinforcement learn-
ing model. This section will answer the subquestions by de-
scribing the evaluation setup followed by an overview of the
results.

Q1: How well can the states derived from the provided
user data predict users’ behavior after receiving human
support?

Setup. The state that a user is in might help with predict-
ing their behavior after receiving human support. The be-
havior is in our case the effort they spend on the preparatory



activity and the likelihood of returning to the intervention,
which is represented in the reward function of our reinforce-
ment model. To measure the effectiveness of predicting the
reward considering the states, we compared two different ap-
proaches of predicting the reward: 1) the mean reward per
action and 2) the mean reward per action and state. To com-
pare these approaches, we calculated the mean L;-error and
its Bayesian 95% credible interval (CI) per state using leave-
one-out cross-validation for the 678 participants with at least
one transition sample. With leave-one-out cross-validation,
we leave the data from one person out from the training data
and compare the prediction for the left-out person with the
actual value. If two 95% ClIs are not overlapping, we have
credible information that the two values are different.
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Figure 1: Left axis: Mean L -error with 95% Cls for reward predic-
tion based on 1) the mean reward per action, and 2) the mean reward
per action and state. Right axis: Mean reward overall and per state.

Results. Figure 1 shows that considering both action and
state tends to result in lower Lj-errors than only considering
the action for predicting the reward. This is especially the
case for the states where the reward is much higher or lower
than the overall mean reward (states 00, 12, and 22). In these
states, the 95% ClIs do not overlap, meaning it provides cred-
ible information that considering the states for reward pre-
diction performs better. For the other states, where the mean
reward is closer to the overall mean reward, the 95% ClIs do
overlap, so we cannot say that one approach performs better.

Q2: How well can the states derived from the provided
user data predict future states after receiving human sup-
port?

Setup. Ideally, we want the timing of providing human
support to have a positive impact on the state that a user is
in, i.e. we want them to get to a state where they spend more
effort on the activities and are more likely to continue with
the program. Therefore, we need to be able to predict the
future states of a user after receiving human feedback. With
the data from the transition samples, we used leave-one-out
cross-validation to compare three approaches of predicting
the next states: 1) equal probability of transitioning to each
state, 2) staying in the current state, and 3) using the transi-
tion function that was obtained from the training data. We
calculated the mean likelihood of transitioning to the correct
next state using each approach and its 95% CI per state.

N
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Figure 2: Mean likelihood of transitioning to the next state with their
95% ClIs based on three different approaches.

Results. As one can see in Figure 2, staying in the cur-
rent state or transitioning according to the estimated transi-
tion function leads to a higher mean likelihood of the next
state than assigning an equal probability to all states. It can
also be seen that for all states, predicting that people stay in
the current state leads to the highest mean likelihood, with
non-overlapping 95% Cls. This means that people tend to
stay in their current state if we were to provide human feed-
back at random like in the study. This is not ideal, since we
would want to move people from states with lower rewards to
states with higher rewards. However, considering the current
state works well for predicting future states and can thus help
with choosing the right action such that people are moved to
states where the expected reward is higher.

Q3: What is the effect of (multiple) optimal actions on
users’ states?

Setup. Following the optimal policy (see Table 1), we want
people to ultimately get to states where they spend a lot of
effort on their activities and where they are likely to stay in
the intervention. To see if the optimal policy 7* that the rein-
forcement learning model learned, has this desired effect, we
calculated the percentage of people in each state after follow-
ing 7w* for a various number of time steps. We started with an
equal distribution of people across the states.

Table 1: Optimal policy 7* for each state

State 00 01 02 10 11 12 20 21 22
" o o0 o0 o0 o o 1 0 0

Results. Table 1 shows that only people in state 20 get hu-
man support according to the optimal policy. In this state,
people have a high appreciation for human support and a low
self-efficacy. The transition diagram in Figure 3 displays that
following the optimal policy 7*, people in this state are likely
to be moved to states 21 and 22 where their self-efficacy and
the expected cumulative reward over time V'* is higher. How-
ever, they also have a probability of going to states 10 and 00,
where V* is lower. Nevertheless, the probability of going to
a worse state is lower than going to a better state, so provid-
ing human support in this state seems to be effective. The
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Figure 4: Percentage of people in each state after following 7* for
various numbers of time steps.

exact transition probabilities can be found in Table 3 in the
Appendix.

In the other states, the optimal policy 7* is to not provide
human support. Figure 3 shows that in every state there is
a probability of at least ﬁ to move to a better state, with
which we mean a state where V'* is higher (blue lines). Once
people get to the best state 22, they have a high probability
of 0.71 to stay there. However, it can also be seen that in
every state except for state 22, there is a probability of at least
Iiél to move to a worse state where V* is lower (red lines).
Especially in the worst state 00, there is a high probability of
0.64 to stay there.

Observing the effect of multiple optimal actions, Figure 4
shows that most people end up in state 22, where their appre-
ciation for human support and self-efficacy are above aver-
age, and the expected effort and return likelihood are highest.
It can also be seen that the percentage of people in state 20

is the lowest, indicating that receiving human support moves
them out of this state. However, it also shows that the per-
centage of people in states 00, 11, and 12 increases slightly
over time. In states 11 and 12, the mean reward is higher than
the overall mean reward (Figure 1), so being in these states is
relatively good. However, state 00 is the worst state, so we
would ideally want people to move out of this state. Over-
all, people tend to transition to states where their behavior
improves.

Q4: How do optimal and sub-optimal policies compare
in their effect on users’ behavior?

Setup. Now that we know the effect of the optimal pol-
icy on users’ behavior, we want to compare optimal and sub-
optimal policies to see whether the optimal policy actually
has the best effect on how much effort users spend on their
activities and on their likelihood of staying in the interven-
tion. To do this, we compared the mean reward without cost
per time step for two policies: 1) the optimal policy 7*, and
2) the worst policy m~. We used the mean reward without
cost because we only want to compare users’ behavior which
is described by the combined effort and return score of our
reward function. The optimal policy for each state is found
by taking the action which results in the highest Q-value. In
our case, this results in a policy that only provides human
support in state 20 (Table 1). To be able to make a good com-
parison, we wanted to provide a somewhat equal amount of
human support for the worst policy. Therefore, we created
this policy by assigning human support in the state where the
difference in Q-value for providing human support and not
providing human support is the smallest, i.e. the state where
providing human support is the most disadvantageous. This
was state 21. We simulated the different policies on the dis-
tribution of all people across the states for the first session of
our study to get a general representation of people.
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Figure 5: Mean reward per transition over time while following the
optimal policy " and the worst policy 7.

Results. As shown in Figure 5, the mean reward for the op-
timal policy 7* is highest at all time steps and increases over
time, starting at 0.21 after 1 time step and ending at 0.34 af-
ter 100 time steps. This indicates that users’ effort and return
likelihood improve over time following the optimal policy.
The mean reward for the worst policy also increases slightly,
with 0.1 after 1 time step and ending at 0.15 after 100 time



steps. However, the difference in mean reward increases and
the optimal policy always results in a higher reward, which
suggests that the optimal policy is the most successful in in-
creasing users’ effort and return likelihood over time.

QS5: How does the cost factor of a human coach in the
reward function influence the reinforcement model?

Setup. Providing human support in addition to the vir-
tual coach in a behavior change program will be more costly
since the coach has to be paid. Therefore, we introduced a
cost factor in our reward function to penalize the involvement
of a human coach. However, this cost factor can affect the
reinforcement learning model since a different reward func-
tion can lead to different optimal policies and we might want
to adapt it depending on the availability of human coaches.
Therefore we compared different cost factors for our reward
function on four aspects: 1) the percentage of people in the
best state, 2) the percentage of people in the worst state, 3)
the percentage of people who received human feedback, and
4) the mean reward without cost per transition. With best and
worst state we mean the states where the expected cumula-
tive reward over time is highest and lowest, respectively. We
compared these by simulating the optimal policy of the differ-
ent reward functions for 20 time steps on an initial population
of 500, where 10 random people left the intervention every
day and 10 new people joined every day. The number of time
steps was chosen, because the change in the amount of people
in the best and worst states, and the percentage of people re-
ceiving human feedback stabilizes after 20 steps (see Figure 8
in the Appendix). The notion of 10 people leaving and join-
ing each day was chosen arbitrarily to mimic the dynamics of
a real-life intervention program. The states of the initial pop-
ulation and the states of the new people joining were based
on the state distribution of the first session of our study. This
simulation was run multiple times to account for the random-
ness of people joining/stopping. Additionally, we also ana-
lyzed the effect of following the optimal policy for varying
numbers of time steps, following the approach for Q3, for a
few different cost factors.
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Figure 6: Right axis: Percentage of people after 20 time steps: 1) in
the best state, 2) in the worst state, and 3) received human feedback
for different cost factors. Left axis: Mean reward per transition after
20 time steps for different cost factors.

Results. Figure 6 shows that a lower cost factor in our re-
ward function leads to a higher mean reward per transition,
meaning that people are more likely to spend a high amount
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Figure 7: Optimal policy 7 and percentage of people in each state
after following 7 for various numbers of time steps with different
costs.

of effort on their activities and return to the program. This is
also reflected in the fact that the percentage of people that are
in the best state after 20 time steps is higher for a lower cost
factor. Figure 7 shows simulations and the optimal policies
for different cost factors and it can be seen that lower cost
factors indeed lead to more success in moving people to the
best state and away from the worst state. A larger version
of this figure can be found in the Appendix (Figure 9). How-
ever, a lower cost factor will also result in a higher percentage
of people receiving human support since the optimal policies
will assign human support in more states. It will specifically
result in providing human support in state 22, where people
have a relatively high appreciation of human support and high
self-efficacy. This is the best state where the expected re-
ward is already the highest. Since the desired effect is that
the amount of people in this state grows over time, it also
means that the amount of people receiving human support
will grow over time. This will make the intervention program
more costly due to the increased need for human coaches,
while the improvement in users’ behavior may not increase
as much since people in this state already have a relatively
high effort and return likelihood. Figure 6 also shows that for
lower cost factors, the ratio of the percentage of people in the
best state to the amount of human support provided is much
lower compared to higher cost factors above 0.21. This sug-
gests that the benefits of human support are more pronounced
at lower cost factors, as relatively much less human support is
required to achieve an improvement in users’ behavior. The
cost factor in the reward function thus significantly influences
the RL model and a higher cost factor results in a more cost-
effective RL model.



4 Responsible Research

This study works with human data and implements a rein-
forcement learning model that can potentially be used in the
health sector. Therefore, it is important to keep the ethical as-
pects and reproducibility of the research in mind for several
reasons, such as ensuring participants’ privacy, avoiding bias,
enhancing transparency and maintaining scientific integrity.
This section highlights the measures that have been taken to
ensure this, as well as the possible limitations and recommen-
dations.

4.1 Data collection

As mentioned in subsection 2.3, this research utilizes data
from a study by Albers et al. [19]. The study was approved
by the Human Research Ethics Committee of the Delft Uni-
versity of Technology (Letter of Approval number: 3683).
Participation was voluntary and participants were asked for
their informed consent multiple times during the experiments.
To ensure user privacy, the data was fully anonymized before
we could work with it and therefore, the participants cannot
be traced back to.

To get a representative pool of participants for the study,
the crowdsourcing platform Prolific was used. This also al-
lowed for the assurance of participants who were fully vetted
and verified to be real and unique people. The study aimed
to get at least 40% male and at least 40% female participants,
which was reached (Table 2). The distribution of the highest
education level completed is also representative if we com-
pare it to the educational attainment statistics from the US
[27]. However, one downside of Prolific is that the users are
paid to participate in the study. This could lead to selection
bias, where we might not have a good representation of the
whole population since the financial motivation could have
caused people to behave differently. For example, the partic-
ipants could have had more motivation to follow the smok-
ing cessation program and therefore create a positive bias in
the data. While it is difficult to fully account for this bias,
we tried to mitigate some of it by analyzing the responses in
relative terms. For calculating the state values, we used the
percentiles, and for calculating the separate effort and return
rewards we looked at the deviation from the mean of those
responses. These approaches help with normalizing the data
and reducing the impact of the possible bias.

4.2 Reproducibility

The reinforcement learning model that we have implemented
can be reproduced by following the methods described in sec-
tion 2 and the experiments to analyze the effectiveness of the
model can be reproduced by following section 3. The analysis
code for this research is also published on 4TU.ResearchData
[28] and the data will also be published and linked to the OSF
form [19]. Therefore, the results of this research can be re-
produced and verified. To enhance the reproducibility, the
code has been written in Jupyter notebooks and is well doc-
umented. To ensure that the code and documentation are of
good quality, it has also been checked by a second person
using a checklist provided by the TU Delft.

4.3 Ethical considerations

Using the RL model that we have implemented, we can deter-
mine when to provide human feedback with the limited avail-
ability of human coaches. However, this model solely bases
its decisions on maximizing the effort that people spend on
activities and their likelihood of staying in the program. No
other principles, such as the ones mentioned by Persad [29],
are considered when determining who to give human support
to. However, there may be other principles, such as provid-
ing human feedback to the ones who are in the worst health
conditions, that can help with determining when to involve a
human coach. Thus, when integrating this RL model into an
intervention program, one should also consider other princi-
ples of allocating human support to take all moral values into
account.

Another ethical concern is the lack of transparency towards
users of how it is decided who gets human support. Most
people are unlikely to understand how reinforcement learning
works and it is thus unclear to them how the model determines
when to involve a human coach. This could lead to a decrease
in trust in the intervention program [30]. Therefore, if this
model is to be used, users should receive information and an
explanation of the RL model’s decision-making process to
enhance their trust in the program.

5 Discussion

This research explored the use of reinforcement learning to
determine when to involve a human coach in quitting smok-
ing with a virtual coach. The results show that considering
states can help with predicting the effort that people spend
on preparatory activities and the likelihood of returning to the
intervention (Q1). Furthermore, considering the current state
also results in better predictions for the next states (Q2). This
can help with choosing the action such that people are moved
to future states where they are likely to spend more effort on
the activities and to stay in the program. In the optimal pol-
icy, only people in state 20 receive human support. This is
the state where people have a relatively high appreciation of
human support and a relatively low self-efficacy. If we pro-
vide human support according to the optimal policy multiple
times, people tend to move to states where their effort and
return likelihood are expected to be higher. However, some
people remain in state 00, where the expected effort and re-
turn likelihood is the lowest (Q3). The results also show that
users’ effort and return likelihood increase more over time
when following the optimal policy compared to the worst pol-
icy (Q4). We also found that the cost factor in our reward
function significantly impacts the RL model. A lower cost
factor is more successful in moving people to better states but
also results in providing significantly more human support. A
higher cost factor substantially reduces the amount of human
support while still improving users’ behavior, making it more
cost-effective (Q5).

Limitations and future work. While the results are promis-
ing, there are some limitations to this study. The first and
foremost limitation is that the model was tested using leave-
one-out cross-validation and simulations, and not on actual
human subjects. This allowed us to test and fine-tune the



model while staying within budget and the restricted time
frame. However, we made some assumptions such as an ini-
tial population of 500 people and 10 people dropping out and
joining every day for Q5, which might not be the most accu-
rate representation of real-world scenarios. Therefore, future
work should include a trial on human subjects to confirm the
effectiveness of our RL model.

We also considered our transition function and reward
function to be stationary as they did not change over time.
However, it could be beneficial to make these dynamic to in-
crease adaptability. For example, the cost factor could be ad-
justed according to the availability of human coaches. Piette
et al. [17] also showed that an RL model that learns from
patient interactions over time is effective and decreases the
needed therapist time. For further research, one could look
into dynamic transition and reward functions to further im-
prove the model.

Next to that, our combined reward function was a simple
linear combination of several objectives: effort, return likeli-
hood, and cost factor of a human coach. We used a weighted
sum for the effort and return responses, where we assumed
equal importance of both objectives. This is the first limita-
tion of our reward function because we do not know for sure
if both objectives are equally important for quitting smok-
ing. Further research could thus be done to investigate how
important those factors are for quitting smoking. Secondly,
using a weighted sum transformed our multi-objective prob-
lem into a single-objective one, which made it easier to work
with but might not fully capture the dynamic between these
objectives and oversimplify the problem. Therefore, a more
complex approach to multi-objective reinforcement learning
could potentially lead to better solutions. Due to the mul-
tiple objectives, there can be multiple possible optimal so-
Iutions. This set of optimal solutions is also known as the
Pareto front. Instead of learning a single optimal policy, one
could try to find this Pareto front by learning multiple opti-
mal policies for different weights and costs and selecting the
one that is the most suitable. This is called a multi-policy
approach and there are several ways to implement this, such
as Pareto Q-Learning [31] or Tree-based Fitted Q-Iteration
[32]. Hayes et al. [26] also evaluated multiple multi-objective
RL algorithms and encouraged the use of such algorithms for
multi-objective optimization problems. Future work could in-
vestigate if such algorithms are indeed more effective for our
problem and explore their use to possibly find better solu-
tions.

Another limitation is that we only considered four possi-
ble user features for the states: appreciation of human sup-
port, self-efficacy, importance of quitting smoking, and en-
ergy level. While these features allowed us to derive efficient
states for our reinforcement learning model, there could be
other features that can influence a person’s behavior. For ex-
ample, having support from friends and family can increase
the motivation to quit smoking [33]. Therefore, considering
additional features in future work could help improve the ac-
curacy of the RL model.

Lastly, the number of samples that we obtained from our
study was unbalanced for each state-action pair. Table 4 in the
Appendix shows the number of samples for each state-action

pair and as one can see, some pairs have very few samples
(e.g. 20 samples for state 21 and action 1), while others have a
lot (e.g. 326 for state 00 and action 0). It makes sense that we
have fewer samples for action 1 (providing human support)
since a human coach was only involved for 20% of the time
during the study. However, an unbalanced number of samples
might lead to some skewness in our reinforcement learning
model, so for further work it can be balanced by injecting
some mean samples, following the approach by Dierikx [14].

6 Conclusion

The aim of this research was to analyze the effectiveness of
reinforcement learning in determining when to provide hu-
man support in quitting smoking with a virtual coach. By an-
alyzing the different components of the RL model, we have
found that such a model is indeed effective and increases the
effort that people spend on their activities and the likelihood
of returning to the intervention. The model specifically as-
signs human support to people with a relatively high appre-
ciation of human feedback and low self-efficacy. Receiving
human support in this state tends to move people to a state
with a higher self-efficacy, where their effort and return like-
lihood are higher. We also found that a higher cost factor in
the reward function results in a more cost-effective allocation
of human support, requiring relatively less work from human
coaches to achieve an improvement in users’ behavior. The
insights from this study can further be used to make informed
decisions about when to provide human support in smoking
cessation programs.
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A Participant Characteristics

Table 2: Characteristics of the 678 people with at least one transition sample

Characteristic Value
Age

-18-20,n (%) 12 (1.77%)
-21-30,n (%) 235 (34.66%)
-31-40,n (%) 213 (31.42%)
-41 -50,n (%) 128 (18.88%)
-51-60,n (%) 73 (10.77%)
-61-70,n (%) 16 (2.36%)
-71-80,n (%) 1(0.15%)
Gender

- Man (including Trans Male/Trans Man), n (%) 334 (49.26%)
- Woman (including Trans Female/Trans Woman), n (%) 330 (48.67%)
- Non-binary (would like to give more detail), n (%) 14 (2.06%)
- Rather not say, n (%) 0(0.0%)
Highest education level completed

- No formal qualifications, n (%) 5 (0.74%)
- Secondary education (e.g. GED/GCSE), n (%) 61 (9.0%)
- High school diploma/A-levels, n (%) 139 (20.5%)
- Technical/community college, n (%) 89 (13.13%)
- Undergraduate degree (BA/BSc/other), n (%) 263 (38.79%)
- Graduate degree (MA/MSc/MPhil/other), n (%) 107 (15.78%)
- Doctorate degree (PhD/other), n (%) 9 (1.33%)
- Don’t know / not applicable, n (%) 5 (0.74%)

B Transition probabilities

Table 3: Transition probabilities T (s, s") from state s to state s” following optimal policy *. Only probabilities higher than Tl‘?l are shown.

s s T*s,s') | s s T*s,s') | s s T*(s,s)
00 00 0.64 10 00 0.17 20 00 0.12
00 01 0.16 10 10 0.42 20 10 0.12
01 00 0.18 10 11 0.19 20 20 0.29
01 01 0.47 11 10 0.12 20 21 0.21
01 02 0.16 11 11 0.44 20 22 0.17
02 01 0.17 11 12 0.16 21 11 0.16
02 02 0.55 12 11 0.21 21 20 0.17
02 12 0.12 12 12 0.47 21 21 0.31
12 22 0.21 21 22 0.27
22 22 0.71




C Simulation of the RL model
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Figure 8: Percentage of people 1) who received human feedback, 2) in the worst state, and 3) in the best state following 7*.

D Sample sizes

Table 4: Number of samples for each state-action pair

State Action Number of samples

00 0 326
00 1 86
01 o 216
01 1 51
02 0 139
02 1 32
10 0 194
10 1 56
11 0 295
11 1 76
12 0 191
12 1 44
20 0 121
20 1 24
21 0 118
21 1 20
22 0 259
22 1 75




E Simulations and optimal policies for different costs
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Figure 9: Optimal policy 7* and percentage of people in each state after following 7 for various numbers of time steps with different costs.
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