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discussions. I enjoyed our weekly team meetings immensely. Finally, I would like to thank my family for
their support, and in particular my mother for tirelessly producing advice and feedback on my writing.
I especially want to thank my girlfriend Rosalie for her unconditional support and comfort through both
the ups and downs of this project.

In this thesis, I report on all findings that I made during this project and I describe the methods used to
find them. In addition to that, I also explain the choices I made during the project and why I made them.
Furthermore, I did my utmost to properly describe all that I understand about the properties of the mod-
els and methods and why they behave the way they do. This last part is meant to help future generations
working on membrane mediated interactions and is what I consider to be the most valuable parts of this
thesis. Now all that remains is to wish you as much enjoyment reading this thesis as I had while writing it.



Abstract

In this thesis, we investigate interactions between conical inclusions in a lipid bilayer membrane and
make predictions about the patterns they form. To find these patterns, we derive an expression for the
energy of a membrane as a function of the inclusion locations and search numerically for the pattern
that gives minimum energy.

The energy of a membrane with conical inclusions can be derived using the point particles model with
corresponding formalism developed by Dommersnes and Fournier [1]. In this thesis, we apply this for-
malism to the finite size particles model described by Weikl et al. [2]. We compare the results of both
models for a system of three inclusions, to validate the point particles model’s ability to accurately
predict equilibrium patterns for conical inclusions. For most non-conical inclusions, however, the point
particles model proves inadequate, leaving only the computationally intensive finite size particles model
to be used for more complex inclusions.

We develop a new numerical method for finding equilibrium patterns: the gradient descent method. This
method is several hundred times faster than the standard Metropolis algorithm, and gives acceptable
results. For large systems of inclusions, the method is very sensitive to local minima and has difficulties
merging small groups. The addition of noise in the Brownian motion method proves to be unable to
resolve the local minima sensitivity, but we speculate that small bursts of high noise or grouping stable
inclusions structures and moving the groups as a whole may be more effective.

Using the point particles model, we found that four-inclusion square-shaped structures and six-inclusion
butterfly-shaped structures are favored in all systems with more than six inclusions.
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1 Introduction

All living beings are made out of cells. Many parts of these cells contain the lipid bilayer sheets that we
call membranes. In recent decades there has been an increasing interest in the properties of these mem-
branes. As the understanding of the behavior of lipid bilayer membranes deepens, research is starting to
shift towards the effect of inclusions that deform the membrane shape. One very important type of inclu-
sion is the great variety of membrane proteins that are embedded in virtually all biological membranes.
Membrane proteins are of vital importance to the cell because they mediate a multitude of essential
tasks, like transport, signaling and shaping of the membrane itself. Many membrane proteins are mobile
and can drift around in the fluid bilayer that is the membrane. Combined with the interactions that
exist between these membrane proteins, spontaneous behavior is achieved that is often of considerable
functional influence [3] as cited by [4].

The interaction between membrane proteins comes in two forms: direct interactions, that consist of van
der Waals and electrostatic forces, and indirect interactions, which are mediated by the membrane. In
this study we will focus on the indirect interactions. The indirect interactions are mediated by the mem-
brane which seeks to minimize the deformations imposed by the proteins. This mechanism can result
in intricate interactions involving large numbers of proteins, which can give rise to complex patterns
that can be important to the functioning of a membrane protein. Examples include alamethycin channel
activity which depends on clustering; clustering at the junctions between cells of gap-junction adhesion
proteins; clustering of bacteriorhodopsin into trimes which in turn cluster to form a crystalline lattice;
and lipid segregation that influences membrane shape [3] as cited by [4]. Because of their importance,
a variety of models has been developed to predict the interactions and the pattern formation of these
membrane proteins, like for example [1,2,4-6]. Direct interactions, which consist of electrostatic and van
der Waals interactions between the proteins, are beyond the scope of this study.

One approach to model membrane inclusions is a purely numerical one that discretizes the membrane
and uses a Metropolis algorithm to find the membrane shape and the inclusion configuration that has
minimal deformations and is therefore the minimum energy state. These models can go to as much detail
as atomic scale, leading to highly accurate simulations that are very computationally expensive [7-10].
As such, for most simulations, the membrane is discretized more coarsely to decrease computation time,
like for example [6,11,12].

Alternatively, one could take a much more analytical approach by using a continuous model. In such
a model, the membrane is described as a continuous surface whose shape is determined by minimizing
the energy functional. The inclusions are then moved around in an attempt to find the configuration
where the lowest membrane energy is achieved. In these models, the inclusions are usually modeled by
imposing boundary conditions on the membrane shape [1,2,13]. An alternative approach is to apply a
force field to the membrane that simulates the effect of an inclusion on the membrane shape [5,14].

In this project we will be exploring two different continuous models to predict the patterns formed by the
spontaneous aggregation of conical inclusions. The first model is based upon the formalism developed
by Dommersnes and Fournier (2002) [1]. In this model, membrane inclusions are approximated as point
particles which allows for relatively low computation times. The second model was described by Weikl
et al. (1998) [2]. In this model, particles have finite size which sacrifices computation speed for better
accuracy and realism.



Both models are based upon the energy functional developed by Helfrich [15], in which we will add a
term for surface tension. Also, we will investigate the influence of a harmonic coupling between the
membrane and a flat surface using the finite size particles model. Furthermore, we will develop a new
numerical method, the gradient descent method, that speeds up simulations up several hundred times
beyond the standard Metropolis algorithm simulations. The main research questions we will answer in
this thesis are:

1) Is the point particles approximation proposed by Dommersnes and Fournier [1] accurate enough to
predict equilibrium configurations with similar accuracy to the finite size particles model?

2) Which is the best numerical method to find the equilibrium configuration for inclusions in the point
particles model?

3) What patterns will the inclusions form at equilibrium?

In chapter 2 we give detailed mathematical derivations of the membrane shape for both the point particles
and the finite size particles model. In chapter 3 we discuss several numerical methods applied to the point
particles model that were used to find the inclusion configuration for which the energy was minimized.
In chapter 4 we first evaluate the quality of the point particles model by comparing its results for systems
of 3 inclusions or less to those of the finite size particles model. We then continue chapter 4 by giving
the results for larger systems obtained with the point particles model and we compare the numerical
methods that were used to obtain them. Lastly, in chapter 5, we will discuss the results and gives some
possible directions for future research.



2 Shape and bending energy for membranes with conical inclu-
sions

In this chapter, we will first give a derivation of the energy functional of a membrane and a description
of conical inclusions embedded in the membrane. After that, we will give a detailed derivation of the
formalism used to describe the energy state of a membrane with conical inclusions for the point particles
model as derived by Dommersnes and Fournier [1]. Finally we will extend this formalism to make it
possible to apply it to the finite size particles model as described by Weikl et al. [2].

2.1 Bending energy of a membrane with conical inclusions
2.1.1 The energy functional of a membrane

The goal of this project is to predict the patterns that are formed by inclusions on a membrane. To
do so, we need a way to predict the equilibrium shape of the the membrane as well at the equilibrium
configuration of the inclusions embedded in it. The equilibrium is defined as the state with the lowest
energy. Therefore, in order to predict the equilibrium, we need to be able to calculate the energy of the
system for any membrane shape. In this case, the energy consists of the bending energy of the membrane.
Helfrich developed an energy functional that describes this bending energy as a function of the principal
curvatures of the membrane [15]. This energy functional is given by:

E= / (g(QH)2 + a) ds (2.1)

where £ (Nm) is the bending modulus, H (1/m) is the mean curvature, o (N/m) is the surface tension
and dS (m?) is an infinitely small area element. We assume that the membrane is infinitely large and flat
in isolation, and that deviations from its equilibrium state can be described as a function z = u(z,y) (m).
For |Vu| << 1, H can be approximated by (for an example of the derivation, see [16]):

1 1
H~ §(ULL + Uyy) = §(V2u) (2.2)

Furthermore, expressing dS in terms of dr and dy results in:

Vu 1 1
dS = /1 +u2 +uldrdy = \/1+ [Vu|?drdy velss <1 + 2|Vu|2> dxdy (2.3)

Substituting equations (2.2) and (2.3) into equation (2.1) then yields:
1
E = 3 // (k(V?u)? + o|Vul?) dedy (2.4)

2.1.2 Conical inclusions on a membrane

A membrane in isolation is boring and flat. Therefore, we will add inclusions to the membrane to spice
things up a bit. We will be using the relatively simple conical inclusion as depicted in figure la. 2a; (-)
is the angle at the point of the cone, and the radius of the inclusion a (m) is defined as the radius in
the middle of the lipid bilayer membrane. The membrane sticks to the sides of the inclusion, forcing its
orientation in the direction perpendicular to the tilted surface of the inclusion.

We will be using the idealized rotationally symmetric description of this inclusion as depicted in figure 1b.
The thickness of the membrane is neglected, approximating it as an infinitely thin sheet. The membrane
is forced to be perpendicular to the surface of the inclusion, and therefore it makes a contact angle «;
with the inclusion on all sides. The conical inclusion is assumed to be a rigid disc tilted at an angle §;
(-) with respect to the z-axis, and an angle 7; (-) with respect to the y-axis. The center of the inclusion
is at a distance h; (m) to the u = 0 plane.

This inclusion has two possible orientations: point down like in figure 1, which will be called the negative
orientation, and point up, which will be called the positive orientation. By definition, a negatively ori-
ented inclusion has angle a; < 0 and a positively oriented inclusion has angle a;; > 0. In the models that



we will describe in the next two sections, the main aim is to model the conical inclusions we described
here. However, with some adjustments, these models can also be applied to some differently shaped
inclusions.

We will be using the expression for the bending energy of a membrane given by equation (2.4). Without
inclusions, a membrane will be flat at v = 0. In the next two sections, we will model the effect of
inclusions by imposing constraints to the membrane shape u. The challenge is to derive an expression
for u that minimizes the energy functional while obeying these boundary conditions. We will first present
this derivation for the point particles model in section 2.2. After that we will expand the model to the
more accurate finite size particles model in section 2.3.

(a) (b)

Figure 1: A conical inclusion with point angle 2a; embedded in a membrane. The inclusion is pointed
downwards, which will be called the negative orientation. (a) The radius a (m) of the inclusion is defined
as the radius in the middle of the lipid bilayer. Modified after [2] (b) The cone inclusion is approrimated
as a rotationally symmetric rigid disc and the membrane thickness is neglected. The inclusion is tilted
at an angle 8; to the the z-axis and v; to the y-axis (perpendicular to the paper). It makes a contact
angle o with the membrane and h; (m) is the distance between the center of the inclusion and the u =0
plane. Modified after [2].

2.2 The point particles model

In this section we will apply the formalism developed by Dommersnes and Fournier [1]. In this formalism,
the inclusions are approximated as point particles (a = 0) which will result in an analytical expression
for the minimum energy shape of the membrane given any set of inclusion locations.

2.2.1 Minimizing the energy

One may postulate that for long range interactions, conical inclusions can be approximated as point
particles. That is to say, a =~ 0. If we do this, the curvature imposed by the inclusion needs to be
described by a point constraint.

From the left to the right of an inclusion, the inclination of the membrane shifts a total of 2«; over a
distance 2a cos(f;) =~ 2a for small 3;. Thus, the second derivative u,, of u should integrate to 2a; over
this interval. We can approximate this by imposing the boundary condition wu,, = «;/a at the center of
the inclusion. A similar argument can be made for all other directions, so we get u,, = «;/a and ug, = 0.

If there are N inclusions on the membrane at positions r; (m), the imposed curvature on the membrane
can be described as the 3V vector:



Uz (1'1)

Uy (r1)
U= uyy(ri) (2.5)

where the three components should be repeated for ro, r3,...,r5. The constraints are therefore:

Uy = K, (2.6)
where K, (1/m) are the prescribed curvature components, or in the case of conical inclusions:
a/a
0

K=1a/a (2.7)

To minimize the energy in equation (2.4) while obeying these boundary conditions, we introduce 3N
Lagrange Multipliers A:

E* = 1// (k(V?u)? + 0| Vul?) dedy — AoUs,
: (28)

%// (5(V?)? + o|Vul®> — AguDy) dzdy

where summation over & = 1,2, ..., 3N is implied. D, are the elements of the vector D which is defined as:

Ozz(r —11)
Ogy(r —11)
D=154,,@r-r) (2.9)
A small change in the membrane shape du will lead to a small change dE* in equation (2.8):
1
E* +6E* = 3 // (K(V*(u+ 6u))® + o V(u+ 6u)|* — Aq(u+ 0u)Dy) dedy
(2.10)

1
=FE" + 3 // (2&V2uv26u 4+ 20Vu - Viu — Aa5uDa) dzdy

Canceling out the E* on both sides and using integration by parts twice on the first term and once on
the second term yields:

1
SE* = // (/{V‘luéu — oV2udu — 2Aa5UDa> dxdy

= // </{V4u —oViu— ;AQDQ) dudzxdy

In the minimum energy state, d E* has to be zero for all changes du. Therefore, the integrand has to be
zero everywhere. This yields:

(2.11)

1
kViu — oV3iu = iAaDa (2.12)

Dividing by &, substituting A\ = \/Z (1/m) and absorbing the i term into the Lagrange multipliers A,
results in:

(V= X2V?)u = A, D, (2.13)



2.2.2 Green’s function

To solve the differential equation (2.13) we follow an approach similar to the one used by Evans et al. [5].
We first derive the related Green’s function:

(V= X2V?)G(r) = §(r) (2.14)
Taking the Fourier transform of both sides yields:
(¢" + X2¢2)F{G} =1 (2.15)

and therefore

1 gar
60 = o | et (210)

Using partial fraction decomposition we obtain:

o) = o | 3 (g ) <
- b (e [P ks [ o)

Note that although the second integral diverges near ¢ = 0, the related differential equation still has a
solution. The divergence is caused by the Fourier transform of the Laplacian in equation (2.15), which
only holds for ¢ # 0. We can rewrite these integrals as the solutions to the related differential equations.
We then get:

(2.17)

G(I‘) = G1 — Gg) (218)

1
2zl
where G1 and G4 are the solutions to the differential equations:

(VZ = M\)Gi(r) =
V2G2 (I‘)

i(r) (2.19)

(r)

These are known to have solutions:

G () = 5= Ko(W)

. ] (2.20)
Ga(r) = o log(Br) = o log(Ar)

where Ko (Ar) is the zeroth order modified Bessel function of the first kind. The other linearly independent
solution of G'1, the modified Bessel function of the second kind Iy(Ar), has been left out as it diverges as
r — oo. Also, we have chosen B = )\ for convenience. Thus we get:

Gr) = —F&Q (Ko(Ar) + log(Ar)) (2.21)

2.2.3 Membrane shape and energy
Using the properties of the Green’s function, equation (2.13) yields:

u(r) = AyGo(r) (2.22)

where



Guz(r —17)
Gay(r — 1)
G

G(r) = yy(r —11)

(2.23)

To find the Lagrange multipliers, we apply the constraints imposed by the inclusions. To that end we
define the vector of operators L as:
82

5 |,

92 |
L=|%gm (2.24)
7 e,

The constraints can then be written as:
LBU, = Lg(AaGa) = (LBGQ)A(X = MBQAQ = KB (225)
where the 3N x 3N matrix M is defined by:
Mg, = LGy (2.26)
From equation (2.25), we can then determine the Lagrange multipliers:
Ao = My Kp (2.27)
The membrane shape is then given by:
u(r) = My KgGo(r) (2.28)

Given the positions of the inclusions, M and G(r) can be calculated. Then, using prescribed curvatures
K, the membrane shape can be obtained. Next, we want to calculate the bending energy E. Integrating
equation (2.4) by parts yields:

1
E= 3 // (kV*u — oV?u) udzdy (2.29)
Substituting equation (2.13) into this expression, then integrating by parts results in:
E= gAa / / Doudzdy = gAQKQ = gM[;;KBKa (2.30)

2.2.4 The interaction matrix and the wave-vector cutoff

From the definition in equation (2.26) we derive:

mi1 mi2 . minN
mai ma2 manN

M= | . , (2.31)
my1 N ... MNN

where

Gaaze(ti = Tj)  Guaay(ti —1j)  Gaayy(ri —15)
Mij = | Graay(ti = Tj)  Guayy(ti —15)  Gayyy(ri —15) (2.32)
Grayy(ri —15)  Guyyy(ri —15)  Gyyyy(ri —15)

m;; diverges when ¢ = j. To prevent this we apply a high wave-vector cutoff A to these parts of the
matrix. Taking the fourth derivative of equation (2.16), we get:



27 4 zq r
Gazral —2———dqdf 2.
/ / (2m)2 q(¢% + N\2) ¢ (2.33)

Introducing the high wave-vector cutoff A and plugging in r = 0 yields:

27
’I"I"I"I' d d9
/ / (2m)? +A2) K

1S fi(?%

A 3

(27r) A (cos(#))*df ; ((1217)\2)(&] (2.34)

3 A @
167 0 (q2 + AZ)

3 9 \92 A?
o (A A log (1 + 2

This works similarly for the other derivatives. We then find:

1 A2 3 01

mis = 5o <A2 A210g<1+)\2>) 010 (2.35)
1 0 3

2.2.5 Higher order symmetrical inclusions (monkey saddles)

To increase the variety of shapes an inclusion can impose, one might change the constraints in equa-
tion (2.6) to ones that impose higher order derivatives. For third order constraints (monkey saddles) the
vector U describing the constraints (equation (2.5)) then changes to:

(2.36)

where, once again,

U, = Kq (2.37)

The differential equation from equation (2.13) does not change, and therefore the Green’s function in
equation (2.21) also remains the same. The 3N x 3N matrix from equation (2.31) changes to the 4N x 4N
matrix:

mi1r M2 ... MIN
mo1 M2 maonN
M= | . . . (2.38)
mni [N ... MNN
where
Ga:armmcx (rz rj) Garwmcacy (rz rj) Gm.mcacyy (rz rj) Gzzmyyy (rz I‘])
s = Groveay(Ti = T5)  Grozaeyy(Ti — ) Guaayyy(ti = T5)  Gurayyyy(ri —15) (2.39)
v Grrzayy(Ti = T5)  Guooyyy(Ti = Tj)  Gaayyyy(ti —T5)  Gayyyyy(ri —15) '
Guraayyy(Ti = T5)  Grayyyy(Ti = 15)  Gayyyyy(ti —15)  Gyyyyyy(ri —15)



Once again m;; diverges when ¢ = j. Thus we apply a high wave vector cutoff A. Immediately generalizing
this to the N*" order derivative in = and the M order derivative in y (where N + M is assumed to be
even) results in:

>

-
2
=

27 q:c qy
Govnn® = [ || Gy
TN T N (cos(0)Y (sin(6))M
‘/o / )2 Az adb

1 2m JW N+M 1
:(277)2/0 (cos(#))N (sin(6 d@/ EN dq

1 QF(T-H)F )/ N+JVI 1
o (

%N+%M 2 (71)n/\2nAN+M7272n
2.4
7;) N+M-2-2n (2.40)

2.2.6 Force on the inclusions

Algorithms searching for the minimum energy state can be sped up with knowledge of the derivatives
of the energy; the force. Therefore, it would be useful to derive an explicit formula for the derivatives
of the energy with respect to the inclusion locations. Taking the derivative of equation (2.27) to the x
coordinate of particle n yields:

dE 1 dA

da:n — 3 da:n
Taking the derivative of equation (2.31) yields:

YK (2.41)

dMg dAg
Ag aﬂ d =0

Tn
dA, dM

- _M— 1 af
dx,, 7Y da,,

(2.42)

Ag
Substituting this into equation (2.41) results in:

dE 1 dM,
= — _ZgM! a
dr, 2" e T

S <M 1dMA> K

—BNsK,

2 dz,

(2.43)
1 AT@

2 dz,
1 ATIM dM

- _QK dx,

M 'K
A

where we used that due to the symmetry of M, both M~ and are symmetrical. dM an be expressed
as:



me
dM n—1,n
=|m:, ... m¥, 4 0 my o1 - ME N (2.44)
dmn ’ ’ T ’ ’
mn+1,n
My n
where for i # n:
dm/ ) sza:m:v (rn - ri) Gzzxmy (rn - ri) Gzzzyy (rn - ri)
m: =ms,; = ; = | Goazay(tn —Ti)  Gazayy(tn — i) Gaayyy(tn —135) (2.45)
Ty

Gmwyy(rn —r;) Gmyyy(rn —r;) Gayyyy (ry, —1;)

It will only take O(N) iterations to calculate %, so once A has been calculated (which is necessary to
calculate the energy), also calculating the force does not take a significant amount of calculation time.

2.3 The finite size particles model

In the previous section we have discussed the point particles model as described by Dommersnes and
Fournier [1]. One may question the realism of this model as the point particles approximation and the
wave-vector cutoff (paragraph 2.2.4) are of limited accuracy. As such, we will use the model described
by Weikl et al. [2] that uses finite size particles to validate Dommersnes’ model. In this section, we will
follow the same approach as in section 2.2 to minimize the energy functional for the membrane shape
while obeying the constraints of finite size particles as described by Weikl et al. [2].

The energy functional of equation (2.4) will be slightly modified by adding a spring term to simulate the
effect of the membrane sticking to a flat surface at u = 0. We will explain why this is useful in paragraph
2.3.3. The energy functional becomes:

E= %/ / (5(V2u)? + 0| Vul? + ku?) dzdy (2.46)

where k (N/ m3) is the spring constant per squared meter attaching the membrane to the surface at
u = 0. The original energy functional is obtained by setting k to zero.

2.3.1 Boundary conditions and Lagrange multipliers

The curvature imposed by the conical particles we described in paragraph 2.1.2 can be accurately modeled
by imposing a first derivative at the circle of contact between the inclusion and the membrane. In
addition, the inclusions are rigid discs, so we will also impose a condition to maintain the circular shape
of the inclusion. These conditions amount to the following boundary conditions [2]:

rima = hi + aB; cos(¢;) + ay; sin(¢;)

ou = o + i cos(¢;) + ; sin(¢;) (2.47)

u

6/ri Ti=a

in coordinate system (r;, ¢;), which is centered at the center of the inclusion, and oriented in the same
way as all other coordinate systems. Furthermore, a (m) is the inclusion radius, «; (-) the cone angle,
h; (m) is the height of the center of the inclusion, f; (-) is the tilt in the z direction and ~; (-) is the
tilt in the y direction (see figure 1b). Here we assumed that «; << 1, 8; << 1 and ; << 1 so that
tan(;) = ay, tan(B;) ~ B; and tan(v;) = ;.

In this problem, the membrane shape should not only minimize F while obeying these boundary con-
ditions, but should also be minimized for h;,7; and 8;. Weikl et al. [2] proposed additional boundary
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conditions for zero net force and zero torque that can be used for minimizing for h;, 5; and ;. However,
we will be doing the last part numerically, which will make it easier to minimize the energy for these
variables. The boundary conditions can be rewritten as:

/ / (u(r) — hi — afs cos(d) — ays sin(:))3(x — 1 — as(8))dady = 0
(2.48)

// (;S;t(r) —a; — Bicos(di) — i sin(aﬁi)) O(r —r; —as(f))dzdy =0

which has to hold for all 0 < @ < 27 and where s(6) = (Z?ﬁéz))), r= <9yc) andr; = <xz) is the location
(2

of inclusion i. Note that ¢; is the angle between the line going through r and r; and the x-axis. Thus,

we can write cos(¢;) = oy = o and sin(¢;) = ﬁ = ¥4 where |r — ;| = |as(0)| = a because

of the delta function. Furthermore, the derivative %(r) is in the direction away from inclusion ¢ and

can therefore be written as %(r) = =X . Vu(r). We then get:

//(u(r) —h; — Bi(x —x;) —vi(y — yi))0(r —r; — as(f))dxzdy =0
(2.49)

// é ((r —r;) - Vu(r) —ac; — Bi(z — ;) —vi(y — yi)) 0(r —r; — as(f))dzdy = 0

To minimize the energy in equation (2.46) we introduce 2N Lagrange multipliers AE?’)(G) and A§4)(0) L
Adding these to the energy functional results in:

B = %/ / (5(V?u)? + 0| Vul® + ku?) dedy—
e 1 r—r;) - Vu(r) —ac; — Bi(z — x;) —vi(y — y:)) 6(r —r; — as x —
/O Ai (0)//(1 (( i) - Vu(r) i — Bi( i) =iy — i) o( i (0))dxdydd (2_50)

” ) u(r) —h; — Bi(x —x;) —vi(y —vi))d(r —r; —as x
Ao / /<<> hi — Bl — ) — 7y — v:))S(x — vi — as(8))dadydd

then switching the order of integration gives:

E* = %// ((V?u)? + o|Vul® + ku?) dedy—
J [ = x0 - Vut) = a0 = i =) =ty =) [ AP @50 xs — as(@)bdady (251

2w
// (u(r) — hi = Bi(x — i) —vi(y — vi)) /0 AD(0)6(r — r; — as(0))dOdzdy

Combining the integrals gives:

IThere used to be a Agl) and A§2) as well, but they were deemed unnecessary and removed later on
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//l u)? + o|Vul® + ku?) —

Liw=—r) Vur ))/ AD (0)5(r — 11 — as(6))do—

a 0

X . (2.52)

- (a0 = il — i) = %ily — 1)) i AP (0)6(r — r; — as(0))do—

27
(u(r) — hi — Bilx —xi) — vy — yi))/o A§4) (0)o(r —r; — as(@))d@] dxdy
Integrating by parts then results in:
//[ u)? + o|Vul® + ku®) +
2T

w(r)V - AP (0)s(0)8(r — 1; — as(6))d6 ) —

</° ) (2.53)

27
L Caas = Bilw — 25) — iy — u1)) / AP (0)6(r — r; — as(8))do—
a 0
27
(u(r) — hi — Bl — xi) — vy — yi))/o A,L(-4) (0)5(r —r; — as(é)))d@] dzdy

where we have moved %(r —r;) into the integral and used the properties of the delta function to replace
it by s(0).

2.3.2 Minimizing the energy

A small change du in the membrane shape results in a small change J E* in the energy:

E* +0E* = //[ (K(VZ(u+ 6u))? + 0|V (u+ 6u) > + k(u+ du)?) +

wtsnw. ([ a® e a _
(1 + 6u)V ( /0 AD (6)s(6)5(x — s(e))da) -

: (—ac; = Bi(w —z;) — iy — yz))/ ' AP (0)d(r — r; — as(0))do—
0

a

((u+du) — hy — Bi(x — ;) —vi(y — yi))/o ' AE4)(9)6(1‘ —r; —as(f d91 dxdy

for small du we may assume (V2 (u + 6u))? + o|V(u + 6u)|? + k(u + 6u)? ~ k(V?u)? + 26V2uV25u +
o|Vu|? + 20Vu - Véu + ku? + 2kudu. Substituting this and then applying formula (2 53) results in:

E*+6E*=FE* + // l(w%v%u +oVu-Véu+ kuéu) +
27
SuV - ( / AP (0)s(6)5(x —1; — as(e))de) - (2.55)
0

2m
6u/ AZ(-4) (0)6(r —r; — as(é)))d@] dxdy
0
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Using integration by parts we get:

- f

SuV - ( / 7 AP ()s(6)5(x —1; — as(@))d@) - (2.56)

0

(/{V‘luéu — oV2udu + kuéu) +

2m
ou A§4)(0)6(r —r; — as(@))d@} dxdy
0

and thus:

SE* = // [(ﬁv‘lu —oV?u + ku) +
v. ( /0 A (0)s(0)5(r — 11 as(e))da) - (2.57)

2m
/ A (0)5(r — 1 — as(ﬂ))d9] Ou dzdy
0

In the minimum energy state, §E* has to be zero for all changes du. Therefore, the integrand of
equation (2.57) has to be zero everywhere. This yields:

(kV*u — oV?u+ ku) = =V QW AE—S)(Q)S<9)6<I' —r; —as(0))do | +
U AR

u can then be expressed as:

u(r') = / Gr' —r)|-V- ( O% AP(0)s(0)5(r —1; — as(9))d9> +

o (2.59)
/ AP 0)5(r — 1, — as(e))da] dr?
0

where G is the Green’s function of the differential equation from equation (2.58). Integrating by parts

yields:
u(r') = / ~ VG —r1)- < / % AP (0)s(6)5(r —1; — as(9))d9> +

0

(2.60)

(2

G(r' —r) /027r A(4)(9)5(r —r; — as(@))dﬁ] dr?

where V is the gradient of r and not r’, so using the chain rule we get V(G(r' —r)) = —VG(r' —r).
Note that another minus appears due to the partial integration, making a total of three minuses with
the one that was already there. Changing the order of integration and using the properties of the Dirac
delta function we get:

u(r') = /0 " [ ~ AP O\VGE —1; —as(9)) -s(0) + AD(O)GE —1; — as(9))] do (2.61)
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and thus:

~APO)VG-s0) + APV ()G do (2.62)
(z,y)=(r'—r;—as(0))

u(r’) = /027r

2.3.3 Green’s function

For k = 0 N/m? we get the same Green’s function as the one given in equation (2.21):

G(r) = Ko(Ar) +log(Ar)) (2.63)

1
S 2rA? (
(4)

%

(9)G term in equation (2.62). This results in a logarithmic
term, which means that u(r’) diverges as r’ — oo, unless A§4)(9) integrates to zero. This might cause
problems because in many of the partial integration steps we assumed that u(r’) converges to zero as
r’ — oco. In addition, a diverging membrane is not very realistic. This problem is caused by the as-
sumption of steady-state, which breaks down for a diverging membrane as it would take infinitely long

to achieve this equilibrium membrane shape.

which gives us a problem because of the A

Several solutions have been considered and found to be inaccurate. One was to include f02 " AZ(-4) (0)dd =0
as a boundary condition for h;, 8; and ~;, but that would result in a suboptimal solution. Alternatively,
one could try adding lim,s_,, u(r’) = 0 as a boundary condition from the start and adding a Lagrange
multiplier for it. However, as this is a boundary condition for u(r’) and not its derivatives, it would
simply add another term of the form AE5)(9)G in equation (2.62) that will cancel out the A§4)(9)G ev-
erywhere. Therefore, this will result in a problem with no solutions.

Instead, we add the spring term to our energy functional to penalize deviations from equilibrium. This
serves both as an alternative and a check for the £ = 0 case. To derive the Green’s function related to
equation (2.58) we have to solve:

(V= X2V + k2)G(r) = d(r) (2.64)
where k = /k/x (N/m?) and A\ = \/o/k (Nm™!). Taking the Fourier transform of both sides yields:

(* + NP+ ) F{G} =1 (2.65)
1 ¢l )
60 = o | EreE T (269

where

2 2\ 2
2= <A) — k2 (2.67)

2 2
2 2\ 2 _
b = % + @) — k2 (2.68)

Note that this only holds for 4k < A*. We are mostly interested in the problem for small k, so this is
not a limitation in practical cases. Using partial fraction decomposition we obtain:

1 1 1 1 :
G — _ zq-rd2
(x) (277)2/192—(12 ( @+ b +q2+a2>6 ¢

1 1 elar 1 elar
= d2 — d2
b2 — g2 ((Qﬁ)2 / 7q2 — b2 q (27T)2 / 7q2 — a2 q>

which can be rewritten as:

(2.69)
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1
b2 — g2

G(r) = (G1—G2) (2.70)

where G; and G4 are the solutions to the differential equations:

° 2.71
} (.11)

These are known to have solutions:

(2.72)
Ga(r) = —EK()(CL’I’)

where the other linearly independent solution, Ip(Ar), has been left out as it diverges as r — co. Thus
we get:

1

G(r):m(

Ky(ar) — Ko(br)) (2.73)

which nicely goes to zero as r — oc.

2.3.4 Numerical application of the boundary conditions

We can find the Lagrange multipliers by applying the boundary conditions. Combining equation (2.47)
and (2.62) gives:

u(r; + as(¢)) = /0 T AP oywva - s0) + AP 0)G o

(2:9)=(r; +as($) —ri —as(8)) (2.74)
= hj + afj cos(¢) + av; sin()
and
ou
5, (T +as(9)) = s(9) - Vulr; + as(¢))
27
= / ls((ﬁ) .V (ng‘”(o)va -s(6) + A,E‘”(@)G) ] do  (2.75)
0 (@,y)=(r;+as(¢)—r;—as(6))

= a; + f; cos(¢) + v, sin(o)
which has to be solved for AZ(-?’) (0) and A§4)(9) so that both equations hold for all ¢. The Green’s function
of either equation (2.63) or (2.73) can be inserted in these equations. Unfortunately, we are not able to

solve this system of integral equations analytically. Therefore, we will solve it numerically.

The integrals of equations (2.74) and (2.75) can be approximated as sums over n values of 6:

I [AEP” (2’””) VG~S(2p7T7T>+
n ) n n

A (W—W) G
(l':y):(l‘j-i-as(m”‘;ﬂ)_ri_as(zpﬂ%))

2qm — 37/2 2qm — 2
= h;j+ap; cos <q7r 3/ > + avy; sin (q7T S/ )
n n

(2.76)

15



and

%2[5(26177—3#/2) _V<_A§3) <2p7r—7r) VG.S(2p7T—7T>+
n n n n

p=1
A (21’”—”) G) -
n
(1ay)z(rj+as(2q”+?”‘/2)_ri_as(2p7r%))
= a;+P; cos (M> +7; sin (M>
n n
which must hold for all ¢, and where we replaced the integral by a sum and replaced all § by (M)

and all ¢ by (20727/2).

Because of the replacement of the continuous variable 6 by a set of discrete values, Az(-g) and A§4) have
now essentially become a finite set of variables instead of functions. Therefore, it is no longer possible
to find a solution that holds for all ¢ as there are only a finite set of unknowns while there is an infinite
set of values of ¢. As such, we also replaced ¢ by a set of n discrete values. Notice that the values of ¢
and 6 are different. This is necessary because if ¢ = 6, the second derivatives of G (the first term in the
sum of equation (2.77)) diverge when r; =r;.

Equations (2.76) and (2.77) are a set of 2nN equations with 2nN unknowns. Furthermore, all equations
are linear for all unknowns.Therefore, this system can be solved by a simple matrix inversion to obtain

the for 2nN values of AZ(»S) and A§4). Once A§3) and AE4) have been calculated, the energy of the system
can be very simply obtained by rewriting the energy functional of equation (2.46). Integrating by parts
results in:

FE = % // (K)V4u —oV2u + ku) udzxdy (2.78)

Substituting equation (2.58) into this expression and integrating by parts results in:

-3 (s o) |

Finally using the boundary conditions we get:

2m

A @) u(r; + as(a))) dadydd — (2.79)

2

27
o /0 AL s+ 5y cos(8) + 3 sin(@)] o+ | AL(0) b+ o cos(9) + s sin(0)] do

o — 2qm — 37/2 2qm — 37/2 2qm — 37/2
Dt (qﬂ ™/ ) |:ai + B cos (q7r utl ) +7; sin (qﬂ ™/ )} + (2.80)
n =1 n n n .

QIZAEA) <2q7r37r/2) |:hz' 4 af; cos <2q7r37r/2> + ayisin <2q7r37r/2>}
n n n n

p=1

16



3 Numerical methods for finding inclusion patterns at equilibrium

Using equation (2.30) or equation (2.80), it is possible to calculate the membrane energy when given the
locations and the prescribed curvatures of any number of inclusions. Our goal is to use this to find the
inclusion configuration for which the energy is at its global minimum. Unfortunately, due to the high
dimensionality of the problem, it is not easy to find the global minimum of the energy for systems with
large numbers of inclusions. This is especially the case for the finite size particles model of equation (2.80),
because calculating even one data point is already considerably computationally expensive. Therefore,
we will only be applying the point particles model to systems with a large number of inclusions. In
this chapter we will discuss three numerical methods that we will use to look for global minima in these
systems: the Metropolis algorithm, the gradient descent method and the Brownian motion method.

3.1 Metropolis algorithm

The most common method that is applied to a high dimensional minimization problem like this one is
the Metropolis algorithm. We implemented this method by moving a random inclusion in a random
direction at every timestep. Then, the energy of the new state is calculated and the move is accepted
if the energy decreases. If the energy increases, the move is accepted with a chance depending on the
magnitude of the energy increase.

For this method, a step size of 0.1 times the size of the inclusions was used for all simulations. Higher
accuracy was never necessary as we were only interested in the pattern that gives the global minimum.
On the other hand, we empirically determined that the algorithm has difficulties converging to a mini-
mum when working with lower accuracy.

We also need to choose the function relating the magnitude of energy increase to the chance of accepting
the move. In most literature, like for example [1], as well as in the work of both my predecessors [17,18],
this was implemented according to the standard Metropolis algorithm [19]. In this algorithm, the chance
of accepting a move is given by:

P = PAE (3.1)

where 8 = ,CE%T (1/J), kp (J/K) the Boltzmann constant, T' (K) the temperature, and AE (J) is the
increase in energy of the proposed move. kpT and the bending modulus k are typically related by
Kk =20kpT [20].

This algorithm has several advantages. Firstly, it is a rather accurate reflection of reality because it mim-
ics the Boltzmann distribution. Secondly, this algorithm is step size independent: an energy increasing
move from A to B has an equal chance of being accepted whether it is taken in one step, or in two smaller
steps (assuming both these steps are energy increasing). Thirdly, it can be applied to any system that
is either bounded or has diverging energy as it approaches infinity. Unfortunately, our system meets
neither of those criteria. However, this can be simply solved by introducing either periodic or random
boundary conditions, i.e. draw a box around the inclusions and reintroduce any inclusion that leaves the
box either on the opposite side or at a random location along the edge. Therefore, this algorithm can
be quite effectively applied to our problem, as long as the global minimum does not involve one of the
inclusions being ejected to infinity.

Yet, despite these advantages of the Metropolis algorithm we will not be using it. After all, my prede-
cessor, Rachel Los [17], has already applied the Metropolis algorithm to this problem, and found that it
is incapable of solving the system with 10 inclusions within 107 time steps. As such, there is no point in
retrying this using the same method. So instead, we will be using the following formula:

p_ Ey — Enin NRej

50AE + Eo — Enin NAce

where Ey — Enin is the difference between the initial energy Ey (J) and the lowest energy Ep, (J)
obtained so far, AE (J) is the increase in energy of the proposed move, and ngrej (-) and nac (-) are

(3.2)
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respectively the number of rejected and accepted energy increasing moves so far.

An advantage of using this formula is that the chance of accepting a move is dependent on the rejec-
tion/acceptance ratio of energy increasing moves so far. This prevents the simulation from getting stuck
in local minima. In addition, due to dependency on Eg— Fi,, the simulation will work well even without
a priori knowledge of the magnitude of the variations in the energy for different inclusion configurations.
Furthermore, small increases in energy are more heavily penalized than in the Metropolis algorithm. As a
result, it is no longer necessary to keep the particles contained using boundary conditions; the inclusions
will not diverge unless their minimum energy state is at infinity.

The downside of this algorithm is that it is not step size independent as it is not exponential. This
means that we cannot simply decrease the step size to get the same results with higher accuracy at the
cost of longer calculation time. However, since we are keeping the step size fixed at 0.1 anyway, this will
not be an issue. In addition, a non-exponential algorithm like equation (3.2) has much more difficulty
overcoming wide energy barriers, although it is better at overcoming narrow ones.

3.2 Gradient descent method

The Metropolis algorithm does not make use of the force on the inclusions, even though they can be
simply calculated (see paragraph 2.2.6). Therefore, we will develop a new method that does use this
force. Finding an equilibrium for a system of N inclusions on a membrane is equivalent to finding a root
for all 2NV equations of the force on these inclusions. Unfortunately, most root finding algorithms rely
either on knowledge of the topology of the function or the derivative, both of which are hard to come by
for more than a few inclusions.

Thus, instead of an efficient, effective, fancy method we will use the very crude gradient descent method.
At every timestep every inclusion will simply move one stepsize in the direction of the force. Note that
all inclusions move the same distance every timestep. We have tried to scale the stepsize of each inclusion
with the magnitude of the force it experiences. However, inclusions oscillating near an equilibrium expe-
rience much greater force than inclusions that are some distance away from other inclusions. This results
in isolated inclusions moving towards the other inclusions very slowly, greatly increasing computation
time.

At some point, the algorithm will be approaching equilibrium, after which it should decrease the step-
size. We have tried two different methods for determining whether the algorithm was oscillating near an
equilibrium. The first one tests whether all of the inclusions moved in opposite directions two sequential
steps (Fgf ) Fgf)_l < 0) at least 60 times during 100 timesteps. When this happens, the step size is halved
and the process repeats. This continues until the stepsize is below a certain threshold stepsize (which

will be the accuracy of the result).

The second method, instead of looking at the characteristic oscillation of inclusions near equilibrium,
looks at whether there has been significant movement during the past 100 timetsteps. That is to say,
it checks whether any inclusion has moved more than 2 stepsizes during these 100 timesteps. We have
empirically determined that the oscillation based method works slightly better.

The gradient descent method has the advantage that it very quickly converges towards a minimum.
However, there is no guarantee that this will be the global minimum, as it would similarly get stuck in
any stable local minimum. Therefore, this method only works well when there are no local minima in the
system. Even with local minima, a good estimation of the equilibrium can still be obtained by running
the algorithm repeatedly for many different initial configurations and looking for the lowest minimum
that can be found this way.

3.3 Brownian Motion method

In order to reduce the local minimum sensitivity of the gradient descent method, noise can be added to
the system. This will effectively make it a Brownian Motion simulation. For this problem, the Brownian
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Motion method will be implemented by simply adding a noise term to the movement of the inclusions
at every timestep of the gradient descent method. The displacement Argz) (m) of particle ¢ at timestep
t is given by:

F@

Argz) =ds- FO]

+ds-gqN (3.3)

where ds (m) is the stepsize, % (-) is the normalized force on inclusion i, N = (-) is a vector of two

random variables uniformly distributed between 0 and 1, and ¢ (-) is a constant that determines the
magnitude of the noise.

When the algorithm determines that it is close to an equilibrium, both the stepsize ds and the noise ¢

are halved. As a result the magnitude of ds- ¢IN decreases by a factor four. The initial magnitude of the
noise will be labeled ¢g (-).
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4 Results

Armed with the theory described in the previous two chapters, we can now set out to obtain actual
results. We programmed an implementation of all three numerical methods of the point particles model
in Matlab and the finite size model in Mathematica. Unless otherwise mentioned, all results use the
following values for the variables: cone angle a; = £75 for all inclusions, Aa = 0.4, high wave-vector
cutoff Aa = 4 (when using the point particles model) and ka? = 0.02 (when it is not 0).

4.1 Validation of the models using results for small systems
4.1.1 Membrane shape

An obvious sanity check for the formalism described in chapter 2 is to plot the membrane shape and see
if it makes sense. In the point particles model, we can use equation (2.28) to plot this membrane shape
for any configuration of inclusions. For a single negatively oriented inclusion (i.e. point down, o < 0) the
membrane shape has been plotted in figure 2a. Strikingly enough, near 0 (the location of the inclusion)
the membrane diverges, so obviously the second derivatives of u diverge as well, meaning that there is
no way it can meet the boundary conditions of equation (2.6).

So how is it possible that we used the boundary conditions to solve for A in equation (2.27)7 In fact, we
did encounter a divergence in paragraph 2.2.4. We solved this problem by applying a high wave-vector
cutoff to the self-interaction term. This essentially means that every inclusion exists on its own unique
membrane where its own influence on the membrane has received this wave-vector cutoff while all others
have not. This unique membrane is the only membrane where the inclusion meets its boundary con-
ditions. In figure 2b we plotted the membrane shape for a single inclusion where the high wave-vector
cutoff has been applied. The figure shows that the membrane no longer diverges at 0 but instead has
a nice peak with a well-defined second derivative. This membrane does meet the boundary conditions,
but it is actually not a solution to the differential equation of equation (2.13).

As a result of the high wave-vector cutoff, this membrane shows some strange oscillations further away
from the center (see figure 2b). This is caused by the low frequencies of the membrane shape, whose
oscillations are normally compensated by the high frequencies that have been removed by the cutoff.
Another way to understand this is as follows: the application of the high wave vector cutoff is equivalent
to applying a low pass filter. In other words, the membrane shape is convoluted with a sinc function.
As a result, the oscillations in the sinc function are carried over into the membrane shape.

So, the model actually describes two different membrane shapes. The first one, depicted in figure 2a, is a
solution to equation (2.13), but it does not meet the boundary conditions. The second one, depicted in
figure 2b, is not a solution to equation (2.13), but it does meet the boundary conditions. Unfortunately,
equation (2.30), that we use to calculate the membrane energy, is derived assuming that the membrane
shape is both a solution to equation (2.13) and meets the boundary conditions.

Similarly, we can plot the membrane shape for the finite size particles model using equation (2.62).
Figure 2c shows the membrane for a single negatively oriented inclusion for ka? = 0 and similarly in
figure 2d for ka? = 0.02. Notice that the shape of both plots is almost identical, but that all values of u
are lower for the system with ka? = 0.02. This is to be expected, since the harmonic coupling makes it
more difficult for the membrane to leave the v = 0 plane.

Comparing figure 2a and 2b with figure 2¢ and 2d, we notice that close to = y = 0, the finite size model
resembles the membrane with high wave-vector cutoff of figure 2b. On the other hand, further away from
the origin, the finite size model resembles the membrane without cutoff of figure 2a more. This is quite
interesting as it gives a hint that perhaps using the wave-vector cutoff of paragraph 2.2.4 will not give
us problems at the end. After all, the point particles model basically assumes that the membrane looks
like figure 2b near an inclusion while it looks like figure 2a far away from one. This assumption has now
been confirmed by the finite size model through the plots of figure 2¢ and 2d.
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Figure 2: Side view of the membrane shape with one conical inclusion with Aa = 0.4. All plots are
rotationally symmetric. Note that the z-axis is not on the same scale as the other axes. (a) and (b) were
calculated using the point particles model, (a) without a wave-vector cutoff and (b) with a wave-vector
cutoff. (a) is a solution to equation (2.13), but it does not meet the boundary conditions as it diverges
at x =y = 0. (b) does meet the boundary conditions, but it is not a solution of equation (2.13).
(c) and (d) were calculated using the finite size particles model with A\a = 0.4 and (c) ka®> = 0 and
(d) ka? = 0.02.

4.1.2 Two conical inclusions

Figure 3 shows four graphs that all show the membrane energy as a function of the distance between two
inclusions on a membrane. We used the finite size particles model for figure 3a and figure 3d and the
point particles model for figure 3b and figure 3e. Results of both models were plotted together in figure 3c.

Figure 3a shows the finite size particles model plot of the energy as a function of the distance between two
inclusions for two positively oriented inclusions, for one positively and one negatively oriented inclusion,
and for ka? = 0 and ka? = 0.02. All four curves diverge at R/a = 2 where the inclusions start touching.

For the systems with two identical inclusions, the graphs appear to be strictly decreasing, indicating
a purely repulsive interaction. Upon closer scrutiny, we discover that this is not the case for one of
them. In figure 3d, we made a rescaling of the y-axis for the system with two identical inclusions and
ka? = 0.02. Clearly, this system actually does have a very shallow minimum at R/a = 26.4 after which
the energy starts increasing for increasing distance. This can be understood as follows. Two identical
inclusions deform the membrane in the same direction. If these membrane deviations overlap, the total
deviation from zero is reduced. Because of the harmonic coupling to the surface u = 0, the reduced total
deformation becomes energetically favorable. This leads to an attractive force for large values of R/a
until the curvature starts dominating for smaller values of R/a.
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Figure 3: Membrane energy as a function of the distance between two inclusions on a membrane. ++
marks systems with two positive (point up), and +- marks systems with one positive and one negative
inclusion. All curves in (a) diverge at R/a = 2 while the curves in (b) diverge at R/a = 0.829 for +-
and R/a = 0.444 for ++. To compare the shapes of the curves, in figure (c) we shifted the x — axis for
the curves in (b) so that their location of divergence is at R/a = 2. Next we normalized the energy by
shifting and rescaling the y-azis for the curves of (a) and (b), so that they go to zero at infinity and that
the minimum of the +- curves is at y = —1. All curves with two identical inclusions (++) are strictly
decreasing, except ka® = 0.02 in (a), which has a very shallow minimum at R/a = 26.4. This becomes
apparent after rescaling the y-axis as depicted in (d). The black line in (c¢) and (e) is a system with a
positive in inclusion at (—R/2a,0) and a negative inclusion at (R/2a,0) and diverges at R/a = 0.829.
The red line is the same system, but with Aa = 2, it diverges at R/a = 1.67. The green line is the same
system in the presence of 4 other inclusions located at (0.9,1.2), (-0.9,1.2), (0.9,-1.2) and (-0.9,-1.2) and

it diverges at R/a = 1.02.
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Figure 3b shows the point particles model plot of the energy as a function of the distance between two
inclusions for two positively oriented inclusions and for one positively and one negatively oriented in-
clusion. For one positive and one negative inclusion, the energy diverges at R/a = 0.829, while for two
positive inclusions, the energy diverges at R/a = 0.444.

To compare the shapes of the curves in figure 3a and figure 3b, we plotted them together in figure 3c.
In this plot, the two curves of the point particles model were shifted so that their location of divergence
was at R/a = 2. Next, we normalized the energy. First, we shifted the y-axis of all six curves so that
they converge to zero at infinity. Next, we rescaled the y-axis so that the minimum of the +- curves was
at y = —1. Note that the two curves from figure 3a overlap so well that they are not distinguishable. As
shown by the figure, the shape of the point particles curves are a good match for the curves obtained
using the finite size particles model. In addition, they also agree well with the findings of many other
researchers, see for example [1,2,4,5].

These results highlight an important limitation of the point particles model: distances are not well de-
fined. The location of divergence is usually interpreted as the diameter of the particles. However, in the
point particles model, the location of divergence is different for a system with two positive inclusions
and for a system with one negative and one positive inclusion.

In the point particles model, inclusions do not have a radius and the definition of the length scale is
therefore reliant on the high wave-vector cutoff A. As expected, the location of divergence is mostly
linearly dependent on 1/A. This is demonstrated by the red and black lines in figure 3e where halving A
results in doubling of the location of divergence. Therefore, it seems like we can properly renormalize the
length scale by choosing the value of A. However, the fact that two positive inclusions have a different
location of divergence than a positive and a negative inclusion makes this normalization difficult. Fur-
thermore, things become even more problematic as we discover that the location of divergence changes
when we put it in the presence of other inclusions. The green line in figure 3e depicts the membrane
energy as a function of the distance between two inclusions when there are four other inclusions present.
Clearly, the location of divergence has shifted to the right.

4.1.3 Three conical inclusions

When two positively oriented inclusions are
placed on a membrane together with a nega-

tively oriented inclusion, they do not form a R, .,
straight line as one might expect. Instead, A
they form a trianglular formation depicted in ‘ /
figure 4. This somewhat counter intuitive re- \"'*"/9

sult is a consequence of the fact that mem-
brane mediated interactions do not add up lin-
early, i.e. the interaction between two inclu-
sions changes in the presence of a third inclu-
sion.

To demonstrate this, we have plotted the energy
landscape for three inclusions calculated using the
point particles model in figure 5e.f, the finite size
particles model and ka? = 0 in figure 5a,b and
the finite size particles model and ka? = 0.02 in
figure 5c,d. All plots show a similar shape, and
strikingly, the finite particle model predicts an en-
ergy minimum at (R/a, ) = (3.9,1.88) for both ka? = 0 and ka? = 0.02. On the other hand, the point
particle model predicts a minimum at (R/a,0) = (2.33,1.90). The angles 6 match really well for both
models, but the distance R/a at equilibrium differs a bit more due to the faulty length scale of the point
particles model, as explained in paragraph 4.1.2.

Figure 4: Schematic drawing of the minimum energy
configuration for 3 inclusions where one inclusion
(middle) has a negative orientation (point down) and
the other two (sides) have a positive orientation. For
most purposes we assume Ry = Ry = R
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(d) (¢) f)

Figure 5: Two different views of the membrane energy plot for two identical and one opposite inclusion
as a function of the distance R = Ry = Ry and the angle 0 as depicted in figure 4. Here we used Aa = 0.4
and (a),(d) the point particles model, (b),(e) the finite size particles model with ka®> =0 and (c),(f) the
finite size particles model with ka® = 0.02. For the point particle model, the global minimum energy is at
R/a = 2.33 and 0 = 1.90. For both the finite size particle models, the minimum energy is at R/a = 3.9
and 0 = 1.88.

We can calculate the location of the equilibrium for different values of A. In figure 6a and figure 6b we
plotted the angle 6§ and the distance R at equilibrium as calculated using 3 different numerical methods
in the point particles model. The Metropolis algorithm and Gradient descent method are as described in
chapter 3, and the R — 6 grid method looks for the minimum by simply calculating the energy for a large
grid of R = R1 = R2 and 6 values. The kink at approximately A = 0.5 is the result of the inclusions
being kept at a minimum distance of R/a = 2 to prevent them from passing the point where the energy
diverges. At A = 0.5 the inclusions touch, after which they start pushing against each other, changing
their behavior. Note that the inclusions were not kept apart for the gradient descent method as this was
not necessary.

The Gradient descent method seems to perform better as it is more stable for extreme values of A. This
is because numerical errors are less of a problem when looking for the location where the force is zero
than when trying to calculate the difference between two values of the energy. After all, the energy
is usually several orders of magnitude higher than its difference between two neighboring points, thus
resulting in large errors when subtracting.

Figure 6¢ and figure 6d show the minimum energy configuration for the finite size model for both k& = 0
and k = A\?/8. These values were obtained using a Metropolis algorithm with zero temperature, i.e. re-
ject all moves that increase the energy. This works well, because we already know from figure 5 that the
energy has no local minima and smoothly leads to the global minimum. The minimum energy configura-
tion for the point particles model obtained with the gradient descent method has been added for reference.

The curves for k = 0 and k = A\?/8 of the finite size model almost perfectly overlap, meaning that the
harmonic coupling has little or no impact on the equilibrium state. In addition, the angle 6 at equilibrium
is very close to what was obtained with the point particles model. Also, the distance R for the finite
size model is consistently around a factor 1.416 above the point particles model, until it flattens out
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near R/a = 2. One can try to renormalize the point particles model by multiplying all distances by this
factor of 1.416. Unfortunately, we saw in figure 3a and 3a that the location of divergence in the point
particles model is a factor 2/0.829 = 2.41 or 2/0.444 = 4.50 away from that of the finite size particles
model. Therefore, the renormalization is limited in its ability to align definitions of distance in both

models.

Even though the point particles model has some problems with both the prediction of the membrane
shape and the energy curves of two inclusion systems as we demonstrated in paragraphs 4.1.1 and 4.1.2,
the results for three inclusions are a very good match for those of the finite size particles model. As
such, we can conclude that the point particles model should be able to accurately predict the equilibrium
configurations of inclusions on a membrane. In the end, what matters is not that the membrane shape
is correctly predicted, or that the energy curves have the shape we want, but only that the equilibrium
configuration is predicted correctly. Therefore, from this point on, all results will be produced using the
point particles model.
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Figure 6: The minimum energy configuration for two identical inclusions and one opposite inclusion on
a membrane. Notice the logarithmic scales. See figure 4 for an explanation of 8 and R = Ry = Rs.
(a) and (b) depict the results for three different numerical methods of finding the minimum energy using
the point particles model. (c) and (d) show the results for the finite size particles model for k = 0 and
k = \2/8 together with the gradient descent method for the point particles model. The finite size particle
model was plagued by large numerical errors for higher A than plotted here, producing no useful results.
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4.2 Systems with one negative and multiple positive inclusions

In paragraph 4.1.3, we saw that 3 inclusions on a membrane have a rather interesting behavior: they
form triangular structures instead of the straight line we had expected. In this section, we will use
the point particles model to look at some similar systems, to see how they behave. First, we will vary
the curvature imposed by the negatively oriented inclusion while the two positively oriented inclusions
remain the same. Next, we will add more positive inclusions to the system to see how it behaves with
one negatively and three, four or five positively oriented inclusions.

4.2.1 Four conical inclusions imposing different curvatures
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Figure 7: Angle 0 and distance R/a at equilibrium for three inclusions (see figure 4) as a function of
Aa = ay/o/k and relative curvature ay/a (see figure 1) imposed by the negatively oriented inclusion.

By changing some of the values of the imposed curvatures «; of the curvature vector K of equation (2.7),
we can decrease or increase the curvature imposed by some inclusions. For the same system with three
inclusions described in paragraph 4.1.3, we varied the curvature a; of the one negatively oriented inclu-
sion while keeping the curvature of the two positive oriented inclusions fixed at o = 7/12. We used the
Metropolis algorithm to find the equilibrium configuration as a function of Aa for seven different values
of ay/a, as shown in figures 7a and 7b.

Most remarkable is that the a;/a = 1 curve is consistently at the bottom for both the equilibrium

values of # and R/a. The inclusions move further apart both for increasing and for decreasing values
of ap. In addition, the angle between the inclusions also increases. This means that not only do the pos-
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itive particles drift further away from the negative inclusion, they also drift further away from each other.
To further study this phenomenon, we also plotted both the angle @ and the distance R/a as functions

of @1/« in figures 7c and 7d. As expected, the minimum of both 6 and R/a is consistently at a1/ = 1,
as long as Aa is low enough that the inclusions do not touch.

4.2.2 Four,five and six conical inclusions
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Figure 8: Schematic drawing of the minimum energy configuration for (a) 4 inclusions and (b) 5 inclu-
sions where one inclusion (middle) has a negative orientation (point down) and the others (sides) have
a positive orientation

Instead of changing the curvature of the negative inclusion, we can also introduce more positively ori-
ented inclusions to the system. A schematic for the system with four and five inclusions is shown in
figures 8a and 8b respectively. Definitions of distances and angles are similar for a system with six or
more inclusions.

Figure 9 shows the angles 6; and distances R; at equilibrium for four, five and six inclusions, as calcu-
lated using the Metropolis algorithm. All three systems eject all positive inclusions except for two for
Aa < 10714 ~ 0.0398, after which all particles suddenly get close to the negative inclusion. Furthermore,
at this point, one of the angles is very large, meaning that all positive inclusions are very close to each
other, at one side of the negative inclusion. This continues until approximately Aa = 10796 =~ 0.251.
At this point, the positive inclusions start to be distributed more evenly around the negative inclusion.
Finally, at approximately Aa = 10°! ~ 1.25, the positive inclusions are almost completely evenly dis-
tributed around the negative one. At this point, the positive inclusions have started touching and are
pushing against the negative inclusion, thus changing the behavior of the system. This is a result of
the point particles model’s necessity to keep the inclusions apart and is probably not a reflection of reality.

The main conclusions we can draw from this is that we can distinguish three types of inclusion patterns,
depending on the value of Aa:

1. For low values of A\a, the negative inclusion will keep only 2 positive inclusions close while ejecting
all others.
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For medium values of Aa, all positive inclusions are close to the negative one, and are surprisingly

2.
all on the same side of the negative inclusion.
3. For high values of Aa, the positive inclusions touch the negative inclusion, resulting in them sur-
rounding the negative inclusion evenly.
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Figure 9: Angles 0; and distance R;/a at equilibrium for four, five and six inclusions (see figure 8) as a

function of \a.
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4.3 Differently shaped inclusions

So far, we have only looked at cone shaped inclusions. Unfortunately, not all inclusions are cone shaped,
in fact, most are not. As such, it would be useful if our models were capable of describing a greater
variety of inclusion shapes. In this section, we will discuss two kinds of non-conical inclusions in the
point particles model: inclusions with 180 degrees rotational symmetry and ones with higher orders of
rotational symmetry.

4.3.1 180 degrees rotational symmetry

The easiest way to manipulate the shape of the inclusions in the point particles model is by changing
the vector of prescribed curvature K of equation (2.7). Here we will describe saddle points which can be
modeled by:

1 /a % cos(in)
a1 /a xsin(iy)
K =1 _—a;/axcos(i) (4.1)

where v; is the counterclockwise rotation in the xy-plane of inclusion i. v); is defined so that when ¢; = 0,
a peak of the saddle shape (hill) is aligned with the z-axis. A membrane plot for two inclusions with
11 = g = 0 is shown in figure 10a. Both inclusions have orientation 1; = 1y = 0 and therefore there
is a hill for both directions along the z-axis while there is a valley (lowest point of the saddle shape) for
both directions along the y-axis. For increasing 1; the hill will rotate counter clockwise in the direction
of the y-axis. When 1; = 7/2 the hill will be on the y-axis.

Figure 10b shows a plot of the energy as a function of the orientation ; of the second inclusion and
the distance R/a between the inclusions (¢ = 0). The minimum energy state for the system is when
11 = 0, at which point two hills are aligned (see figure 10a).
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Figure 10: Two saddle shaped inclusions on a membrane. (a) Plot of the membrane shape for the case
Y1 =19 =0 and R/a = 2. Note that two hills are aligned. (b) Energy for distance R between the two
inclusions and rotation angle vy of the first saddle point (the rotation 1o of the second saddle point is
fized at 0). Notice that due to the symmetry of the saddle points, 11 = 0 is the same as 11 = 180.

4.3.2 Higher orders of rotational symmetry

In paragraph 2.2.5, we have shown how the point particles model can be extended to allow higher order
derivatives to act as constraints to model inclusions. We will apply this to both inclusions with 120
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degree rotational symmetry, described by third order constraints, and to inclusions with 90 degrees of
rotational symmetry, described by fourth order constraints. These are essentially the third and fourth
order analogues of the saddle shaped inclusions described in the previous paragraph. The third order
shapes are called monkey saddles and we will call the fourth order shape fourth order monkey saddles.
The vector of prescribed curvature for the third order monkey saddles that models these inclusions is
given by:

ay/a * cos(thy)
a1 /a xsin(vr)

K= —oq/a * COS(1/11) (4.2)
—a1/a *sin(i)

For fourth order monkey saddles the vector of prescribed curvature is given by:

a1/a *x cos(1)
al//cz * sin(@(biz))

K= —ai/a * sin(z/Jll) (4.3)
aq/a* cos(t)

We can now make the same energy calculations as in figure 10b for third and fourth order symmetrical
inclusions, as shown in figure 11b and 12b. Notice that in both figure 10b and 12b ¢y = 0 and R/a = 2
corresponds to the lowest energy state, and that this state corresponds to two hills being aligned (see
figure 10a and 12a). On the other hand, in figure 11b the lowest energy state is also ¥ = 0 and R/a = 2,
however this state corresponds to the alignment of a hill and a valley (see figure 11a).

This seemingly contradicting outcome is caused by the difference in nature between derivatives of an odd
order and those of an even order. Rather than getting two hills or two valleys to align, the minimum
energy configuration for two derivatives is of the same orientation to align. Due to the symmetry of even
order polynomials this means that two hills align when an even order derivative is imposed. On the other
hand, uneven order polynomials are antisymmetric, thus when an uneven order derivative is imposed, a
valley and a hill will align.

The third order monkey saddles do not behave like we would expect from the results of saddle shaped
inclusions. The fundamental difference in nature between second order and higher order polynomials
means that the third order derivatives are not capable of accurately modeling the inclusions they are
supposed to describe. As such, we recommend abandoning this direction of research.
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Figure 11: Two monkey saddles on a membrane. (a) Plot of the membrane shape for the case 1 = g =0
and R = 2. Note that a hill and a valley are aligned. (b) Energy for distance R/a between the two
inclusions and rotation angle 11 of the first inclusion (the rotation 1o of the second inclusion is fixed
at 0). Notice that due to the symmetry of the monkey saddles, 11 = 0 is the same as ¥ = 120 and
P = 240.
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Figure 12: Two fourth order monkey saddles on a membrane. (a) Plot of the membrane shape for the
case Y1 = Py = 0 and R = 2. Note that two hills are aligned. (b) Energy for distance R/a between
the two inclusions and rotation angle 11 of the first inclusion (the rotation s of the second inclusion is
fized at 0). Notice that due to the symmetry of the fourth order monkey saddles, 11 = 0 is the same as
’lbl = 90, wl = 180 and ’(/)1 = 270.

4.4 Systems with N/2 positive and N/2 negative inclusions

In this section, we will be discussing large systems with an equal number of positive and negative inclu-
sions. We will first show the equilibrium configuration for 6 inclusions as calculated using a Metropolis
simulation, after which we will analyze its limitations for larger systems. Next, we will use the gradient
descent method to find the equilibrium for systems with six and ten inclusions and compare its speed
to the Metropolis algorithm for six inclusions. Also, we will evaluate the results of the Gradient descent
method for systems of eight or more inclusions. Lastly, we will apply the Brownian motion method and
evaluate its ability to find the equilibrium for large systems of inclusions.
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4.4.1 Metropolis simulations
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Figure 13: Lowest energy states for (a) 6 and (b) 10 inclusions that were found by a Metropolis simulation
with 10% and 107 timesteps respectively. The blue dots represent negative inclusions and the red dots
represent positive inclusions. (a) was found after 81428 timesteps and has energy E/x = 1.32631. (b)
was found after 738711 timesteps and has energy E/k = 2.21776.

Figure 13a shows the lowest energy state for 6 inclusions that was found by a Metropolis simulation with
10% timesteps. The butterfly-like shape matches the lowest energy state found by [17]. This shape was
obtained after 81428 timesteps, but additional steps are still necessary to ascertain (to a certain extent)
that no lower energy state is attainable.

Figure 13b shows the lowest energy state for 10 inclusions that was found by a Metropolis simulation with
107 timesteps. This shape was obtained after only 738711 timesteps (7.4% of the total). The pattern
has a nice rectangle containing 8 inclusions, but the other two inclusions seem to be positioned rather
randomly. As such, we expect that this is not actually the globally minimal energy state. In the next
paragraph we will show several configurations with a lower energy to confirm this.

This clearly sub-optimal configuration was obtained with only 738711 timesteps, so it seems logical that
the algorithm simulation should be able to find lower energy states if it was kept running for more
timesteps. However, in the more than 9 - 10® timesteps that followed, no lower energy state was found.
As such, it appears to be infeasible to find the global minimum for 10 inclusions using the Metropolis
algorithm.

The system with 10 inclusions required almost 10 times more timesteps to find the minimum compared
to the system with 6 inclusions. Even then, the minimum obtained was not the global one. Obviously,
the timesteps required to find the global minimum scales either with a very high order polynomial, or,
more likely, exponentially with the number of inclusions. Therefore, finding the global minimum may
still be somewhat feasible for 10 inclusions, but it will very quickly become intractable for problems with
larger numbers of inclusions.
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4.4.2 Gradient descent simulations

Figure 14 shows the equilibrium configuration
for 6 inclusions that results from a gradient de-
scent simulation. Every time the gradient de-
scent method is applied to this system with 6 in-
clusions, the simulation converges to this exact
same pattern. The butterfly-like shape is a good
match for what we found using the Metropolis al-
gorithm (figure 13a). This pattern was obtained
after 800 timesteps. However, the approximate
butterfly shape was actually already attained af-
ter 200 timesteps, after which the algorithm used
600 timesteps to ascertain that it was close to
the minimum and to converge closer to the ac-
tual minimum by gradually reducing the stepsize.
The resulting high precision of Ar < 0.001 is
the reason that the configuration has an energy
E/k = 1.32293, which is somewhat lower than
the energy E/k = 1.32631 that was obtained with
the Metropolis algorithm in the previous para-
graph.
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Figure 14: Equilibrium configuration for 6 inclusions
calculated using the gradient descent method. It was
calculated using 800 timesteps and has energy E/k =
1.32293. The blue dots represent negative inclusions
and the red dots represent positive inclusions.

In summary, the gradient descent method needed only 200 timesteps to find the approximate butterfly
shape which is approximately 400 times faster than the Metropolis algorithm. In addition, after another
600 timesteps, the algorithm not only ascertained that it was actually at the minimum but it also con-
verged considerably closer to this minimum than the Metropolis algorithm could.

In figures 15, 16, 17 and 18 we will give several examples of equilibrium configurations for systems with
more than 6 inclusions. For each of these cases, between 20 and 30 simulations have been run to estimate
the frequency at which some of the patterns appear.
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Figure 15: Several equilibrium configurations found with the gradient descent method for a system of 8
inclusions. The blue dots represent negative inclusions and the red dots represent positive inclusions.
(a) Lowest energy state of the pattern found in 59% of the cases, with E/k = 1.76861. This pattern
is characterized by one group of six in the butterfly shape from figure 14 and a group of two inclusions
attached at one corner of this butterfly. (b) Lowest energy state of the pattern found in 32% of the cases,
with E/k = 1.76511. This pattern is characterized by two groups of four organized in squares, which are
linked together at an angle to form a bent rectangle. (c) Lowest energy state of the pattern found in 9%
of the cases, with E/k = 1.76817. This pattern is characterized by 7 inclusions in a triangle formation
and one attached to one corner. (d) Pattern found when starting with the inclusions in an evenly spaced
2 by 4 rectangular structure. This pattern has energy E/k = 1.76666, which is lower than found in (a)
and (c), but higher than the energy of (b). It is therefore not the global minimum for 8 inclusions.

Figure 15 shows four equilibrium configurations found with the gradient descent method for a system of
8 inclusions. Most of these simulations take 1000-5000 steps to converge. Figures 15a, 15b and 15¢c were
obtained from random initial conditions. Of the three, figure 15c has the lowest energy and is therefore
our best guess at the global minimum.

From the results of 6 inclusions in figure 14, we may speculate that the equilibrium for 8 inclusions is a
similar rectangle. We can test this by simply setting the initial configuration to a 2 by 4 rectangle and
subsequently letting the gradient descent algorithm converge. Figure 15d shows the result, which is a
2 by 4 rectangle, implying that this structure is at least stable. However, the energy E/x = 1.76666 of
this structure is slightly higher than that of the structure of figure 15b, and it is therefore just a local
minimum. Thus, our best guess at the global minimum is the configuration in figure 15b, but it is likely
that the true global minimum continues to elude us.
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Figure 16: Several equilibrium configurations found with the gradient descent method for a system of 10
inclusions. Each image shows the lowest energy case if the pattern was found multiple times. The blue
dots represent megative inclusions and the red dots represent positive inclusions. The pattern with the
lowest energy we obtained for 10 inclusions is shown in (a). It was found only once in 24 simulations,
and has energy E/rk = 2.20389. The pattern in (b) was obtained 17% of the simulations, has energy
E/k =2.21005, and is characterized by a single rectangle of 8 inclusions, while the remaining two seem
randomly attached to one of the corners. The pattern in (c) was obtained 17% of the simulations, has
energy E/k = 2.21232, and is characterized by 6 inclusions forming a butterfly shape, with the remaining
4 attached at one corner in a zigzag pattern. The pattern in (d) was obtained 13% of the simulations, has
energy E/k = 2.20671, and is characterized by 6 inclusions forming a butterfly shape, with the remaining
4 attached at one corner in a square shape. The pattern in (e) was obtained 8% of the cases, has energy
E/k = 2.21355, and always looks exactly like the one in the figure. The pattern in (f) is found both in
17% of the simulations, and when starting with the inclusions in an evenly spaced 2 by 5 rectangular
structure. It has energy E/k = 2.20570, which is higher than the energy of (a). It is therefore not the
global minimum for 10 inclusions.
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Figure 16 shows six equilibrium configurations for the gradient descent method for a system of 10 in-
clusions. Most of these simulations take 1000-8000 steps to converge. Figures 16a-e were obtained from
random initial conditions. Of the five, figure 16a has the lowest energy and is therefore our best guess
at the global minimum.

Figure 16f shows the pattern obtained both in 17% of the simulations from random initial configuration,
and also when the simulation is started from an evenly spaced 2 by 5 rectangle. The configuration in
the figure was obtained by starting from an evenly spaced rectangle, and it has energy E/x = 2.2057.
This energy is higher than the energy of the configuration in figure 16a, and it is therefore not the global
minimum.

In 13% of the simulations, eight inclusions formed one of the patterns in figure 15, while the other two
inclusions were ejected. The remaining 13% of the simulations found unique patterns that did not re-
semble any of the others.

All the patterns obtained here have a considerably lower energy than the one obtained with the Metropo-
lis algorithm in figure 13b. Not only are the results better than those obtained with Metropolis algorithm,
the simulations are also much faster. The algorithm needs on average about 3000 timesteps to find one
of these configurations. That is approximately 250 times less timesteps than the Metropolis algorithm
needed to find the suboptimal configuration shown in figure 13b.
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Figure 17: Several equilibrium configurations found with the gradient descent method for a system of 12
inclusions. The blue dots represent negative inclusions and the red dots represent positive inclusions.
(a) Pattern found in 36% of the simulations. This configuration has energy E/x = 2.64399, which is
the lowest of any of the configurations found with this pattern. This pattern is characterized by two
groups of six in the butterfly shape from figure 14. The other 64% of the simulations resulted in greatly
varying patterns at equilibrium, all with higher energies than the configurations with a pattern similar to
(a). Two examples are shown in (b) with E/k = 2.65290 and in (c) with E/k = 2.66001. (d) Pattern
found when starting with the inclusions in an evenly spaced 2 by 6 rectangular structure. It has energy
E/k = 2.64526, which lower than found in (b) and (c), but higher than the energy found in (a). It
therefore not the global minimum for 12 inclusions.

Figure 17 shows four equilibrium configurations for the gradient descent method for a system of 12 in-
clusions. Most of these simulations take 1000-8000 steps to converge. Figures 17a, 17b and 17c were
obtained from random initial conditions. Of the three, figure 17a has the lowest energy and is therefore
our best guess at the global minimum.

Figure 17d shows the pattern obtained when the simulation is started from an evenly spaced 2 by 6

rectangle. This configuration has energy E/k = 2.64526. This energy is higher than the energy of the
configuration in figure 16a, and it is therefore not the global minimum.
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Figure 18: Several equilibrium configurations found with the gradient descent method for a system of 16
inclusions. The blue dots represent negative inclusions and the red dots represent positive inclusions.
When starting with a random initial configuration, the resulting equilibrium patterns greatly vary. (a)
Lowest energy state found from random initial configuration, E/x = 3.53230. (b), (¢) and (d) show
three example equilibrium configurations with E/k = 3.53903, E/k = 3.54460 and E/k = 3.55121
respectively. (e) Pattern found when starting with an evenly spaced 4 by 4 square structure. It has
energy E/k = 3.53453, which is better than (b), (c) and (d), but worse than that of (a). (f) Pattern
found when starting starting with the inclusions in an evenly spaced 2 by 8 rectangular structure. It has
energy E/k = 3.52454 and is our best guess for the global minimum for 16 inclusions.

38



In all simulations of a system with 16 inclusions, the equilibrium configuration formed a unique pattern
that did not resemble the pattern of any other simulation. Figure 18 shows six equilibrium configura-
tions. Most of these simulations take 1000-8000 steps to converge.

Figure 18a shows a configuration with energy F/k = 3.53230, which is the lowest energy found with
the gradient descent method for a system with 16 inclusions when starting from a random initial con-
figuration. Note that this pattern consists of six inclusions forming a butterfly shape at the top, and
two sets of 5 inclusions (a square with one inclusion attached to one side) on the left and right. The
butterfly shape is extremely commonly seen in the equilibrium configurations of these systems. This is
not surprising as we already saw it quite regularly in the earlier simulations with less inclusions. On
the other hand, we did not see the 5 inclusion structure in any of the earlier simulations (except maybe
figure 16a depending on how you interpret it). However, it actually appeared in 24% of these simulations.

Figures 18b,18c and 18d show three example equilibrium configurations with F/x = 3.53903, E/x =
3.54460 and E/x = 3.55121 respectively. The 6-inclusion butterfly shapes of figure 18b and the 4-
inclusion square shapes of figure 18c were both common in these simulations. On the other hand,
figure 18d is an example of an equilibrium configuration that does not have any structures resembling
something found by another simulation.

Figure 18e shows the pattern obtained when the simulation is started from an evenly spaced 4 by 4
square. This configuration has energy FE/k = 3.53453, which is worse than that of the configuration
shown in figure 18a.

Figure 18f shows the pattern obtained when the simulation is started from an evenly spaced 2 by 8 rect-

angle. This configuration has energy E/xk = 3.52454, which is the lowest energy we found for a system
with 16 inclusions. Thus this is our best guess at the global minimum for this system.
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Figure 19: Equilibrium configuration for the gradient descent method for a system of 50 inclusions,
calculated using 27400 timesteps. The blue dots represent negative inclusions and the red dots represent
positive inclusions. Notice that there are several 6-inclusion butterfly structures like the one in figure 14,
as well as several 4-inclusion squares.

We ran a single simulation for a system of 50 inclusions. Even though it only took 27400 timesteps to
find an equilibrium, the simulation still took several hours due to the sheer size of the matrix that needed
to be inverted at every timestep. The resulting configuration is shown in figure 19. Obviously, this is not
the global minimum configuration. However, nature is usually not in the global minimum either, thus it
might still be possible to see some of the structures that we see in this figure.

There are two structures that appear multiple times in this configuration: the 6-inclusion butterfly-shape
and the 4-inclusion square-shape. We also saw these structures regularly in the earlier simulations with
less inclusions. Obviously both structures are very stable, and it is therefore quite likely that they appear
in nature also.

While the algorithm stopped here, this is not actually a minimum. This is because the energy will
decrease if some of the smaller groups move closer to each other. However, the force they experience
that pulls them towards each other is several orders of magnitude smaller than the force the individual
inclusions experience from being slightly out of equilibrium within their group. As such, the inclusions
oscillate around their equilibrium, with virtually no net movement towards the other group.
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4.4.3 Brownian motion simulations
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Figure 20: Several equilibrium configurations found with the Brownian motion method for a system of
6 inclusions. The blue dots represent negative inclusions and the red dots represent positive inclusions.
The noise qo in the system was (a) 0.2, (b) 0.4, (c) 0.6, (d) 0.8, (e) 1.0 and (f) 1.2. The configurations
have energy (a) E/k = 1.32227, (b) E/k = 1.32648, (¢) E/x = 1.32519, (d) E/x = 1.32652, (e)
E/k =1.34803 and (f) E/x = 1.3504.

Figure 20 shows the configurations obtained for 6 inclusions obtained with the Brownian motion method
for six different values of the noise gg (defined in paragraph 3.3). Figures 20a-d are a good match for
the butterfly shapes we obtained with the Metropolis algorithm and the gradient descent method in
figures 13a and 14. As expected, the energies of these configurations are close to those found with the
other two methods.
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On the other hand, figure 20e and especially figure 20f do not resemble these butterfly shapes, and
correspondingly have a considerably higher energy than the configuration with the butterfly shape. We
can conclude that Brownian motion method only yields good results when the noise gy < 0.8. For noise
qo > 1.0, the simulation becomes so noisy that the algorithm is unable to converge to a minimum.
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Figure 21: Several equilibrium configurations found with the Brownian motion method for a system of
8 inclusions. The blue dots represent negative inclusions and the red dots represent positive inclusions.
The noise in the system was (a) 0.2, (b) 0.4, (c¢) 0.6, (d) 0.8, (e) 1.0 and (f) 1.2. The configurations
have energy (a) E/xk = 1.78925, (b) E/k = 1.76853, (¢) E/x = 1.77119, (d) E/x = 1.77022, (e)
E/k =1.79512 and (f) E/kx = 1.79857
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Figure 21 shows the configurations obtained for 8 inclusions with the Brownian motion method for six
different values of the noise ¢g. The configurations shown in figures 21b-d are similar to the patterns we
obtained with the gradient descent method in figure 15. As a result, the energies of these configurations
are close to many of the configurations found with the gradient descent method. 21a has a rather strange
pattern that we did not encounter with the gradient descent method and the energy E/x = 1.78925 is
considerably higher than the configurations obtained there. This is likely a coincidence where the algo-
rithm got stuck in a local minimum somehow.

On the other hand, figure 21e and especially figure 21f seem to be almost pure chaos. As a result, the
energies of these systems, E/k = 1.79512 and E/k = 1.79857, are even higher than that of the config-
uration in figure 21a. Just as we concluded before, The simulations are so noisy for gg > 1.0 that the
algorithm is unable to converge to a minimum.

However, even with gy < 0.8, the Brownian motion method is not able to find any lower energy configu-
rations than the gradient descent method could. This is because these systems are not noisy enough to
pull the simulation out of local minima, unless they are very shallow. As a result, the patterns obtained
with this method are somewhat more uniform than those obtained with the gradient descent method,
but they are not much better. In addition, these simulations took 100000 timesteps to produce, instead
of the 1000-8000 timesteps of the gradient descent method. As such, better results can be obtained by
simply running multiple gradient descent simulations.
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Figure 22: Several equilibrium configurations found with the Brownian motion method for a system of 10
inclusions. The blue dots represent negative inclusions and the red dots represent positive inclusions. The
noise in the system was (a) 0.2, (b) 0.4, (c) 0.6, (d) 0.8, (e) 1.0 and (f) 1.2. The configurations have
energy (a) E/k =2.2111, (b) E/k = 2.21639, (c¢) E/xk = 2.20532, (d) E/x = 2.22160, (e) E/xk = 2.24258
and (f) E/x = 2.24967

Figure 22 shows the configurations obtained for 10 inclusions with the Brownian motion method for six
different values of the noise gy. The configurations shown in figures 22a-d are similar to the patterns we
obtained with the gradient descent method in figure 16 and as result, their energies are also similar. The
configuration in figure 22c¢ is actually the rectangular shape that was the pattern with the second lowest
energy that we obtained in only 17% of the gradient descent simulations. However, the simulations
needed 100000 timesteps to produce these results, so it is still more effective to run the gradient descent
method multiple times as it only needs 1000-8000 timesteps.
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Again, for gg > 1.0, the configurations obtained seem to be mostly chaos, as shown in figure 21e and
figure 21f. As a result, the energies of these systems, E/x = 2.24258 and E/x = 2.24967, are even higher
than that of the configuration in figure 21a. Obviously, simulations with gy > 1.0 are too noisy to obtain
useful results. As such, we will not be trying this again for the system with 16 inclusions.
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Figure 23: Several equilibrium configurations found with the Brownian motion method for a system of
16 inclustons. The blue dots represent negative inclusions and the red dots represent positive inclusions.
The noise in the system was (a) 0.2, (b) 0.4, (c¢) 0.6, (d) 0.8. The configurations have energy (a)
E/k = 3.54008, (b) E/x = 3.52718, (¢) E/k = 3.54798, (d) E/x = 3.54339

Figure 23 shows the configurations obtained for 16 inclusions with the Brownian motion method for four
different values of the noise gg. All four configurations are similar to the patterns we obtained with
the gradient descent method in figure 18 and as result, their energies are also similar. In addition, we
once again used 100000 timesteps to obtain these configurations, way more than the 1000-8000 required
for the gradient descent method. Therefore, we can conclude that the Brownian motion method is in
no way better at obtaining low energy states for the 16 inclusion system than the gradient descent method.

In none of the systems with 6, 8, 10 or 16 inclusions did the Brownian motion method find any configu-
ration that had a lower energy than what we found with the gradient descent method. When the noise
go > 1.0, the simulations became to noisy to converge to any minimum. When the noise gy < 0.8, the
resulting configurations were not very different from those obtained with the gradient descent method.
Most patterns that were found with the Brownian motion method were also found with the gradient
descent method. Those that were not either had similar or considerably higher energy compared to the
configurations found with the gradient descent method. In addition, the Brownian motion simulations
needed many more timesteps to converge to an equilibrium due to the noise. We conclude that the
Brownian motion method does not add any real value when compared to the gradient descent method.
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5 Discussion

5.1 Point particles model

The point particles model has the large advantage that it is not computationally intensive. Simulations
up to 107 time steps are easily feasible. However, this advantage comes at a price. Due to the point
particle approximation as well as the wave-vector cutoff we applied in paragraph 2.2.4, the model has
some strange characteristics.

Firstly, the point particles model is supposed to approximate the influence of a cone-shaped inclusion on
the membrane shape. The influence of such an inclusion is characterized by the imposition of an angle
on the membrane along the contour of the inclusion (basically what Weikl et al. [2] described). The
point particles model approximates this by a second derivative imposed at the center of the inclusion.
However, the membrane flattens out so quickly (as can be seen in figure 2a) that the first derivative is
several orders of magnitude smaller than it should be at the location of the inclusion’s edge.

Secondly, the membrane diverges at the location of any inclusion (see figure 2a). This is not only unre-
alistic, but it also causes problems for the boundary conditions imposed by the inclusions. After all, the
second derivative is not well-defined at the location of a divergence. As a result, we did not actually solve
for the Lagrange multipliers by applying the boundary conditions to the expression of the membrane
shape itself as the divergences would have caused problems.

Instead, each boundary condition was applied to the expression of the membrane shape that has a high
wave-vector cutoff applied to the term corresponding to that boundary condition. The wave-vector cutoff
prevents the divergence and results in a solvable set of equations. As a result, however, the membrane
shape as calculated with the point particles model does not actually match the boundary conditions
imposed by the inclusions.

Thirdly, the energy of two inclusions on a membrane diverges at some non-zero distance (see figures 3b
and 3e). This distance can be interpreted as an analogue for the diameter of the particles, which would
make a divergence at that point logical. Furthermore, we found that the location of divergence is mostly
linearly dependent on the wave-vector cutoff 1/A, which serves as the length scale in this model. How-
ever, a system with two positive inclusions has a different location of divergence compared to a system
with one positive and one negative inclusion. In addition, the location of this divergence also changes
when two inclusions are in the presence of another inclusion (see figure 3e). These problems makes
the interpretation of the divergence location being the diameter of the particles difficult. In addition, it
greatly complicates simulations for large numbers of inclusions because it is difficult to say with certainty
that a configuration is not within the ill-defined regime beyond the divergence. This area usually has
considerably lower, and often strongly negative energies, and is therefore likely to be picked out as being
the global minimum.

The cause of this divergence at some non-zero distance has to do with the high wave-vector cutoff. Nor-
mally, the self-interaction (the m;; terms on the diagonal of the matrix in equation (2.31)) should always
be able to compensate for outside influences. This allows the membrane to meet the boundary condition
of each inclusion under any circumstance. However, due to the wave-vector cutoff, this ability of the
self-interaction becomes limited. As a result of the cutoff, the self-interaction can only have finite influ-
ence on the membrane shape at the location of the inclusion. On the other hand, another inclusion can
have unbounded influence, as the membrane diverges near it. This divergence means that if this other
inclusion gets close enough, its influence on the first inclusion can get larger than the first inclusion’s
influence on itself. At this point, the solutions quickly diverge.

And yet, despite these problems, the patterns formed at equilibrium may still be correctly predicted
by the point particles model. For that reason we employed the finite size particles model to validate
the results of point particles model for three inclusions. And indeed, we saw that the finite size model
predicts the same triangle structure with the same characterizing angle as the point particles model for
three inclusions. This can be understood as follows: the influence of the wave vector cutoff only becomes
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problematic at short range, as can be seen by divergence of the energy. Though this still influences
distances between inclusions at equilibrium, relative distances and angles are clearly not affected. As
such, we can conclude that the point particles model, despite its faults, is likely still able to correctly
predict the equilibrium patterns formed by inclusions on the flat membrane.

5.2 Finite size particles model

The finite size particles model describes the influence of inclusions a lot more accurately than Dommer-
snes’ model. As such, the results obtained with this model should be more accurate and are therefore
a good way to validate the results obtained with Dommersnes’ model. However, the formalism is cor-
respondingly a lot more difficult to solve. We were not able to solve the membrane shape for three
inclusions fully analytically and were therefore forced to numerically approximate the Lagrange multi-
pliers.

As a result, the numerical part of the finite size particles model is a lot more computationally expensive
than the point particles model. In our simulations, we approximated the circular contour of an inclusions
with n points (n = 21 for most of our simulations). We subsequently had to solve a linear system in-
volving a 2nN by 2n/N matrix instead of the 3N by 3N matrix of the point particles model. For n = 21
this is approximately 14% = 2744 times slower for a naive implementation (though it may be somewhat
fast if a better algoritm is used).

As a result, it is infeasible to do simulations with large numbers of inclusions and many time steps with
the finite size particles model. However, it is still possible to use this model to calculate the membrane
energy for a small set of inclusion configurations. As such, it can be used as a control for the point par-
ticles model by calculating the energy for several inclusion configurations around a predicted minimum
to check if it really is a minimum in the finite size particles model also. However, to do so, one would
need to overcome the problem of the differing length scales first.

Another application of the finite size particles model are for simulations involving inclusions with more
complicated shapes. The point particles model can only be used to simulate inclusions with second order
symmetries (like the saddle points we briefly discussed in paragraph 4.3.1). We have sought to extend
the model accommodate higher order symmetrical inclusions (monkey saddles), but we have come to
conclude that they do not describe the effects they were intended to (see paragraph 4.3.2). As such, the
point particles model is very limited in the variety of shapes it can describe.

The finite size particle model, on the other hand, can describe virtually any shape of inclusion. In this
project we only worked with conical inclusions. However, this model can describe differently shaped
inclusions by simply changing the boundary conditions of equation (2.47). In the current application of
the model, the boundary conditions impose a constant value for the magnitude of the gradient (though it
changes direction) over a circle. An inclusion which is not rotationally symmetrical, like a saddle-shaped
inclusion, can be modeled by simply making the magnitude of the derivative constraint a function of
the location on the inclusion. Similarly, an inclusion that is not circular can be modeled by imposing
the constraints around some other shape that is not a circle. Of course, the applications will be rather
limited as systems with large numbers of inclusions require terrifying computation power to solve.

When applying the finite size model one may want to use a better numerical method than the Metropolis
algorithm. Before it is possible to use the gradient descent method, however, one will first need to find
an expression for the derivative of the energy in equation (2.80). This may prove somewhat more difficult
than it was for the point particles method. To make it easier, one can try to neglect the influence of
hi, B; and ~;, so ﬁhi =~ ﬁn B; =~ ﬁnm ~ 0. However this may have a considerable influence on the
simulations. Alternatively, one can use the Metropolis algorithm with zero temperature, i.e. reject all
moves that increase the energy, like we did for a system with three inclusions. After all, we saw that for
many systems, there was a smooth path to the global minimum without any local minima in between.
As such, there is no need for any noise.
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5.3 Numerical methods

One of the challenges for future research is to predict the patterns formed by systems with a large
number of inclusions. For these systems, only the point particles model is feasible, given the current
calculation power. Even then, a good numerical method to minimize the membrane energy for inclusion
configurations is essential. In this project, we have investigated three numerical methods: the standard
Metropolis algorithm, the gradient descent method and Brownian motion method.

5.3.1 Metropolis algorithm

The widely used Metropolis algorithm has the obvious advantage of being applicable to practically any
system. However, the number of states (a finite value due to numerical precision) scales exponentially
with the number of inclusions. In addition, in the limit of infinitely many timesteps, the chance of being
in globally minimal state at any given timestep is inversely proportional to the number of states [19].
As a result, the steps required to find the global minimum also scales exponentially with the number of
inclusions. Using gradual reduction of temperature might make the method sub-exponential, but it is
still definitely some high order polynomial. It is still able to find the global minimum for six inclusions.
However, it already gets stumped on 10 inclusions, even with 107 timesteps. So obviously, using this
method to find the global minimum quickly becomes infeasible for even larger number of inclusions.

Interestingly, the lowest energy configuration that was obtained in a Metropolis simulation, was found
after only 7.3% of the 107 timesteps in the simulation for 10 inclusions. In other words, the last 92.7%
of the simulation was not able to find any better configurations, even though there are a great variety
of configurations with a lower energy, as we discovered with the gradient descent method. A cause of its
inability to find better configurations might be the requirement to keep the inclusions a certain minimum
distance apart. This makes certain tightly-packed configurations difficult to reach, because it requires
inclusions move to the exact spot between two others. Any small deviation from this spot is not allowed
because it would come too close to another inclusion.

In addition, for some low-energy patterns, the inclusions actually lie closer together than the minimum
allowed distance, even though the energy is not within the divergence region (see figure 3b). As a result,
the Metropolis algorithm is not able to find them. However, decreasing the minimum required distance
will not necessarily work, because other configurations with the same or even higher inclusions distances
might be within the divergence region (see figure 3e). Therefore, the Metropolis algorithm might not
even be able to reach the global minimum energy configuration.

5.3.2 Gradient descent

We developed the gradient descent method for this study. It is several hundred times faster than the
Metropolis algorithm. In addition, it does not have much trouble with inclusions getting too close. After
all, the force diverges as the energy does, and therefore the inclusions are repelled very strongly before
being able to get past this divergence. Thus, if the step size is small enough, the region within the
divergence cannot cause problems.

Another advantage is that for very large systems, the gradient descent method is still able to predict
structures that will form. For 50 inclusions, it takes approximately 27400 timesteps to find a local mini-
mum. Though this minimum is undoubtedly not the global one, it still demonstrates some small patterns
that are very stable, like the four inclusion square-shaped structure and the six inclusion butterfly-shaped
structure. These patterns appear in most simulations with many inclusions, and it might therefore be
possible to find such patterns in nature also.

The gradient descent method is currently still limited in that it is unable to find the global minimum for
systems with 8 inclusions or more. For these systems, the algorithm quickly gets stuck in local minima or
in configurations with several smaller groups. In the last case, the system is not actually in a minimum.
However, the force applied to an inclusion for being slightly out of equilibrium within its own group is
far larger than the force that pulls the groups together (typically as much as 20 orders of magnitude
larger). As a result, the inclusions will quickly oscillate within their groups while the center of mass of
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each group stays mostly in place. There are two ways that could potentially resolve this issue.

The first way is by grouping inclusions together and keeping the internal distances fixed while moving
the group as a whole. This way, the strong forces resulting from slight deviations from equilibrium for
the individual inclusions in a group will no longer cause problems as the net force on the whole group
is used to move them. To implement this, one would need a good way to group inclusions together. A
simple method would be single-linkage hierarchical clustering where one cuts at a distance around the
typical inclusion distance in a stable group.

In the second method one should move all inclusions normally using gradient descent during two
timesteps. Next, calculate the net displacement during these two time steps for all inclusions. If all
inclusions are in stable groups, the total net displacement will be small. Rescale this movement so that
the total displacement is comparable to that over one normal time step and repeat the process. This
essentially filters out all 2-step oscillations, functioning as a low pass filter.

5.3.3 Brownian motion

To counter the local minima problem of the gradient descent method, a logical choice would be to add
noise to the system. We have tried this in the form of the Brownian motion method. However, as
we saw in paragraph 4.4.3, Brownian motion simulations do not add any real value when compared to
the gradient descent method. For low values of the noise, the force dominated and it was therefore
similarly unable to get out of local minima. For high values of the noise, the simulations did not get
stuck in local minima as much, but were instead so noisy that they were unable to find any minima at all.

This was made even more difficult by the taboo divergence regions. For stochastic simulations like Brow-
nian motion and Metropolis, it would be most effective to keep track of the minimum energy found so
far during the simulation. However, in this system, it is very difficult to discern whether the low energy
is the result of two inclusions being too close, i.e. within the area beyond the divergence of figure 3b.
In the Metropolis algorithm this can still be somewhat resolved by keeping the inclusions a minimum
distance apart. However, this does not work well with the Brownian motion method, because it is a
dynamic simulation were all inclusions move at once. If an inclusion is fixed in place due to it wanting
to move onto another inclusion, it disrupts the dynamics of the system and introduces certain biases
(i.e. moving apart is more favored than it should be). As a result, we can only hope that the simulation
will at some point converge to the global minimum after which we stop the simulation. This, however,
greatly limits the methods performance

So instead of the Brownian motion methods as described here, it might be more effective to apply another
method to reduce local minima sensitivity. For example, instead of consistent noise, it will probably be
more effective to apply short periods of high noise once the gradient descent method has converged to
a minimum. This way we can avoid the problem of simulations becoming so noisy that no minima can
be found, while simultaneously ensuring it can’t get stuck in a local minimum. In addition, there is no
need to keep track of the minimum energy during the noisy periods, while the gradient descent method
is not very sensitive to inclusions getting too close.

5.4 Alternative models

In addition to the two models we discussed in this thesis, there are several other models that describe
interactions between inclusions on the membrane. We briefly looked at two of these models before
determining that they were not suitable for our applications.

5.4.1 Kahraman’s model

Kahraman et al. (2016) [21] developed a model to predict the spontaneous pattern formation by bac-
terial mechanosensitive channel of large conductance. This model describes inclusions that change the
thickness of the membrane by separating or compressing the two layers of lipid molecules. It models
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these inclusions by imposing the membrane thickness along a closed line that can be any shape.

This model has the advantage that it can be applied to inclusions of any closed shape. However, their
model describes inclusions that change the thickness of the membrane. Our models, on the other hand,
seek to describe inclusions that bend the membrane. Therefore, the model of Kahraman et al. is not a
suitable alternative for our models.

5.4.2 Evans’ model

Evans et al. [5] described a method of modeling inclusions by applying a force field to the membrane.
The energy of the membrane is then given by:

B~ [ [577u@) + JVa) - fe)u) (5.1)

where f(r) is a force field that attempts to mimic the effect of a set of inclusions. The problem with this
model for our applications is that there are no fixed boundary conditions. This means that inclusions can
only interact through the energy functional. In addition, the highest order term in the energy functional
is quadratic. This means that in this model, any curvature that is already present on the membrane has
no influence on the interaction between two inclusions. This becomes especially clear when following the
same methodology as Evans et al. to solve the system for three inclusions. One will see that there is
an interaction term for any two inclusions, but not three-point interaction between all three. Thus, this
model has been deemed unsuitable for our applications.
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6 Conclusion

In this thesis, we investigated interactions between conical inclusions on a lipid bilayer membrane and
made predictions about the patterns they form. We applied the formalism developed for the point par-
ticles model by Dommersnes and Fournier [1] to the finite size particles model developed by Weikl et
al. [2]. We compare the results of both models for a system of three inclusions, to validate the point
particles model’s ability to accurately predict equilibrium patterns for conical inclusions. We attempted
to describe a greater variety of non-conical inclusions by extending the point particles model to higher
order constraints, but this proved inadequate, leaving only the computationally intensive finite size par-
ticles model to be used for these more complex inclusions.

The gradient descent method, a new numerical method for finding equilibrium patterns that we devel-
oped, turned out to be several hundred times faster than the standard Metropolis algorithm. Applying
the gradient descent method to the point particles model, we found that four-inclusion square-shaped
structures and six-inclusion butterfly-shaped structures are favored in all systems with more than six
inclusions. For these large systems of inclusions, the new method is very sensitive to local minima and
has difficulties merging small groups. The addition of noise in the Brownian motion method proved to be
unable to resolve the local minima sensitivity. In future research, the local minima sensitivity can poten-
tially be resolved by applying small bursts of high noise, instead of the consistent noise in the Brownian
motion simulations. The difficulties of merging small groups can be resolved using a pattern recognition
to recognize such groups, then moving the group as a whole, instead of the individual particles separately.
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