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Abstract

Of the global energy demand, 20% can be allocated to residential energy demand. Most of this energy is pro-
duced by fossil fuels, which raises the importance of energy production in a more sustainable way. In order
to do this on the level of residential heating applications, the Dutch government aims to make its residential
neighborhoods natural gas-free.

An often considered solution is making residential areas all-electric. However, when considering the heating
of these households based on electricity, high peaks may occur in the electricity grid due to simultaneous
heating at times of high demand. This could cause problems regarding the capacity of the electricity grid.
Subsequently, the generation of electricity is nowadays associated with relatively high CO2 emissions, raising
the awareness for alternative methods of heating. One of these methods is district heating coupled to (more)
sustainable energy sources. A problem occurring with this combination is a possible discrepancy between
the supply and demand of energy. Therefore, it could be beneficial to implement thermal energy storage in
district heating.

This research assesses the feasibility of different configurations of thermal energy storage integrated into
district heating. For this research, a case study is conducted in which district heating for a residential area
coupled with thermal energy storage is modeled. The model is based on the thermodynamic equilibrium of
the network and is able to compute the required characteristics and key performance indicators of the district
heating network. For the case study, multiple scenarios have been created which assess different distribution
characteristics and heat sources. For reference, an all-electric scenario has been designed as well.

The results of the case study show that the implementation of thermal energy storage in district heating is
able to lower peak loads on the heat source by two-thirds. This implementation goes paired with an increase
in levelized cost of energy of 10-16% and 8-73% higher CO2 emissions, compared to district heating without
storage and depending on the characteristics of the district heating net and its heat source. However, for
certain heat sources, the advantages of thermal energy storage outweigh the drawbacks or thermal energy
storage might even be considered to be inevitable. This is especially the case for renewable heat sources, of
which its share in the future energy market is considered to be substantial. Also, the results show that every
scenario considering district heating performs better on levelized cost of energy and CO2 emissions than the
all-electric scenario. When designing new DH projects, it is key that different available heat sources will be
considered and that an accurate trade-off is made between the advantages and drawbacks of thermal energy
storage.

This research is based on the comparison of various scenarios for a case study. Therefore, it does not focus on
finding the optimal parameters for either district heating or thermal energy storage. For finding these optimal
parameters, future research must be conducted.
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�
Introduction

1.1. Background
One of the biggest challenges of this century is addressing climate change. Due to strong economic growth,
urbanization and rapid population growth, the global energy demand is ever-growing. This demand can be
distinguished into four sectors: industrial, transportation, commercial and residential. In 2017 the global
residential energy demand accounted for 20% of the total global energy demand. The major share of the
global residential energy demand is taken up by district heating and cooling systems (DHC), which accounted
for 52% [34]. Because of this high contribution, DHC is a most promising field where a lot of improvement
can be gained regarding sustainability.

Figure 1.1: The role and cycle of a seasonal thermal energy storage in a solar-assisted district heating system with exemplary load
duration curves [20]

As the global energy demand is growing and most of the energy is produced by fossil fuels, it is of utmost im-
portance that energy production is performed in a more sustainable way. A way to do this, is by implementing
renewable energy sources such as solar, wind and tidal energy. An issue that accompanies these renewable
energy sources, is a discrepancy between the demand and supply of energy, particularly when district heating
(DH) is considered. An example in which the disparities on a seasonal basis are clearly illustrated is shown in
Figure 1.1. Here, solar energy is used for the production of heat for DH. During summer, a lot of solar energy
can be obtained, but the demand for heat is low. During winter, the opposite occurs and there is a lot of de-

1



2 1. Introduction

mand for heat but not enough solar energy. The same kind of discrepancy occurs on a daily basis. An energy
storage system could align these disparities in time and could be the key to the efficient usage of renewable
energy. Such a storage system could consist of a short and long (seasonal) term storage, depending on the sit-
uation. Well known types of storing energy are mechanical, electrical, (electro)chemical and thermal energy
storage (TES). For DHC applications, TES, which temporarily stores energy in the form of heat, is particularly
advantageous due to its high storage capacity, (dis)charging flexibility and relatively easy conversion of en-
ergy [27]. If storage is done in a sufficient way, the surplus and deficit problem can be averted due to charging
and discharging the storage system at the right time, as can be seen for seasonal thermal energy storage in
Figure 1.1.

1.2. Relevance
In order to comply to the Paris Agreement, the Dutch government aims to make its residential neighbour-
hoods natural gas free. An often considered solution is making residential areas all-electric. However, when
considering the heating of these households based on electricity, high peaks may occur in the electricity grid
due to simultaneous heating and/or cooling at certain times. This could cause problems regarding the ca-
pacity of the electricity grid. Therefore, it is favourable to consider an alternative energy source for DHC.

A possible solution to this problem could be DH with integrated TES. Guelpa and Verda [27] assess the im-
plementation of TES in DHC. They argue that it is not possible to identify unique best solutions for thermal
storage related to DHC, because DHC may be characterized by a variety of configurations. Therefore, they
advise that further research activities should be conducted in different directions for various storage tech-
nologies. They also state that future studies should focus on making long-term (seasonal) TES more suited
for installations in residential areas in order to increase the feasibility of installing them combined with DHC.

1.3. Research objectives
The aim of this research is to asses the feasibility of different configurations of a TES system integrated in
DH. For this research, a case study will be done, in which a model will be designed, capable of computing
the required characteristics and key performance indicators of TES integrated DH for (semi)detached houses
and apartment buildings in an area of the municipality Heerhugowaard in the Netherlands. A visualisation
of the case study area is shown on the cover page, adapted from Kuiper Compagnons [39]. This residential
area is going to be connected to medium and/or ultra low temperature heat networks and may have several
HPs installed. To find out what setup is most feasible for specific situations, the model has to be capable
of defining pros and cons of various configurations of the implementation of a TES system in DH. With the
outcome of the case study, a conclusion can be drawn for the implementation of TES systems for the use of
DH. For comparison, a reference solution will be used where no DH is present in the case study, but where
the heat demand of the households will be met by individual HPs.

The main objective of this research, which covers the scope for the case study and its model, is formulated as
follows:

"What is the influence of TES systems on the feasibility of new DH projects for residential heating

applications?"

To answer the main research objective, above mentioned case study will be conducted. During this case study,
various sub-research objectives must be accounted for to ensure a coherent framework. These sub-research
objectives are:

• What are important characteristics of DH and how can this be modeled?
• What are important characteristics of TES and how can this be modeled?
• How can TES be implemented in DH in dense urban areas, and what influences can this have?
• What is the influence of TES integrated DH on the levelized cost of energy, CO2 emissions and the

surrounding infrastructure of residential heating applications, and how does it compare to other solu-
tions?



1.4. Methodology 3

1.4. Methodology
To be able to answer the research question, a model was designed for the case study, which is able to assess
the feasibility of the different heating scenarios.

In order to develop this model, a literature study was conducted to find out the most important characteristics
and modeling techniques of DH and TES, as well as its key performance indicators (KPIs). Subsequently, the
characteristics of the case study area were assessed, which led to the design of various DH scenarios, as well
as a reference scenario.

Thereafter, the model was built in Matlab & Simulink [64], in which it was able to simulate the thermodynamic
behaviour of the different case study scenarios on an hourly basis. The model was designed as a modular
model, where each component of the scenario is modeled as a stand-alone component. This way, changes
in the grid can easily be administered. After the model has simulated the different scenarios, the influence
of TES systems on the feasibility of new DH projects for residential heating applications was determined
through a comparison of the found results.

1.5. Thesis outline
• Chapter 2 contains a literature review, providing an overview of the related theory about DH and TES

• Chapter 3 contains information about the case study area and the different scenarios employed in the
study

• Chapter 4 contains the framework of the model, explaining how the model is designed and which equa-
tions have been used

• Chapter 5 presents the main results of the simulations together with its discussion

• Chapter 6 presents the conclusions and recommendations of this study
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State of the art

In this chapter the state of the art of DHC and TES will be discussed, as well as various ways on how to model
these systems. Also, the implementation of TES in DHC applications and its KPI’s will be treated. Finally, a
reference solution of the research question, to which the KPIs can be compared, will be clarified.

2.1. District heating and cooling systems
DHC provide efficient heating and cooling, mostly in urban areas, by using a heat distribution network of
pipes. DH is effective for CO2 reduction and district cooling (DC) is becoming more relevant due to a rising
cooling demand as a result of global warming. In working principles, there is not much difference between
DH and DC. The only main difference is the temperature of the distribution medium, which for DC appli-
cations is under 10°C, while that of DH is much higher. District heating networks (DHNs) have been com-
mercially used since 1880. Over the years, a lot has changed regarding DHC. The evolution of DHC can be
classified in different generations, which are addressed in Section 2.1.2.

2.1.1. Working principles of DHC
DHC can be seen as a thermal distribution network of pipes filled with a heat transfer fluid, which is often
water. In this network, mass flow is being controlled by pumps and valves, while extraction or supply of heat
is maintained by the use of so-called agents. Agents use heat exchangers (HEXs) to extract or supply heat to
the system. According to Sommer et al. [58], these agents can be divided into the following categories:

• Consumer (demand side): the main task of a consumer is to cover the heating or cooling demand in the
network. Examples of consumers are: buildings with a heating demand in winter and cooling demand
in summer and data centers with a cooling demand. When energy is supplied to the network due to a
cooling demand, this is described as waste heat.

• Plant (supply side): the main task of a plant is to balance energy flows, often responsible for the supply
of heat in the system. A plant has no demand itself, but equalises the energy balance of the network.
For example, when a network is dominated by a demand for heat, the heat is supplied by a plant and
vice versa.

• Storage: the main task of a storage agent is to comply with the mismatch between heat supply and
demand over time, while not contributing to the energy balance itself. In other words, the energy con-
tained in a storage agent is considered inside of the network. An example of a storage agent is a TES
system.

2.1.2. Generations of DHC
The evolution of DHC can be categorised in different generations. This section addresses the different gen-
erations and its characteristics, provided by Lund et al. [42] and Sommer et al. [58]. Figure 2.1 shows an
illustration of the evolution of these generations. To ensure a good design of the DHN in the case study, it is
key to understand the previous, current and future challenges and characteristics.

5
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Figure 2.1: Illustration of the evolution of different generations of DHC [42]

In 1880, the first commercial DHN was introduced in the USA. This commenced the first generation of DH,
which used steam as a heat carrier. These DHNs often consisted of steam pipes embedded in concrete ducts,
steam traps and compensators. The distribution of steam was done at very high temperatures (T > 200°C),
which was accompanied by high heat losses and dangerous, occasionally deadly, steam explosions. Even
though after 1930 a new generation of DH arose, steam is still used as a heat carrier in some old parts in the
center of New York and Paris.

The second generation of DH emerged in the 1930’s and dominated until 1970. This new generation em-
ployed pressurised hot water (T > 100°C) as a distribution medium instead of steam. Although it was less
dangerous, high heat losses still occurred. These DHNs often consisted of water pipes embedded in concrete
ducts, large tube-and-shell HEXs and large control valves.

After 1970, in an attempt to reduce heat losses, the third generation of DH dominated the market. In these
DHNs, pressurised hot water was still used as the distribution medium, but at a lower temperature (T <
100°C). The distribution pipes were typically pre-fabricated and insulated to reduce heat losses and man-
power requirements at construction sites. Other components used, typical for this generation of DH, are
substations using plate stainless steel HEXs. Also, a focus was brought on lean material components.

Since 2014, a shift is occurring, in which the fourth generation of DH is being applied. This generation is
characterised by its search for sustainable heat sources and smart thermal grid. Water is still used as the
distribution medium, but again at a lower temperature (35 < T < 70°C). The domestic hot water (DHW) is
kept around 65°C to minimise legionella. The rest of the network is quite similar to the third generation of
DH, in which the same kind of pipes and HEXs are used.

Because the demand for cooling is rising, the next, fifth, generation of DH must also account directly for
cooling, identifying this generation as DHC. Some of these thermal grids have already been built. In this
new generation, water is still the basis of the heat distribution. The operational temperature of the grid is
lowered again, preferably close to the ground temperature. In combination with HPs, the heat demand is still
matched as well as keeping the possibility for cooling. Another characteristic of this generation is the use of
bidirectional networks or reservoir networks, with storage units applied.
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2.2. Modeling of DH
The modeling of DH is based on the hydraulic and thermal balance of the system. This section will appoint
the aspects of the hydraulic and thermal equilibrium, provided by Sarbu et al. [57], as well as modeling meth-
ods and numerical approaches which can be used, provided by Talebi et al. [62] and Arsene et al. [3].

2.2.1. Hydraulic equilibrium
DH relies on the principle of distributing a heated fluid in a district network. This network can be described by
different nodes and branches, which represent the network. For each node in this system, mass conservation
can be composed as shown in Equation 2.1. Here, Ωi n [kg/m3] and Ωout [kg/m3] are the densities of the
water and V̇i n [m3/s] and V̇out [m3/s] are the volume flows entering and exiting the node from upstream
and downstream branches respectively. Because the transported water in the DHN can be seen as an in-
compressible fluid, the density remains the same. Therefore, the mass conservation can be written as in
Equation 2.2. Here, V̇ext [m3/s] is the volume flow that exits or enters the network through the node. When
a closed system is taken into account, V̇ext is considered to be zero. However, in the case for open networks
such as district heating, V̇ext is defined as positive when a volume flow enters the system and negative when
a volume flow exits the system. X

Ωi nV̇i n =
X
Ωout V̇out (2.1)

X
V̇i n °

X
V̇out °

X
V̇ext = 0 (2.2)

The pressure balance between any two nodes is shown in Equation 2.3. Here, pi [Pa] and p j [Pa] are the up-
and downstream pressures at nodes i and j respectively and ¢pi j [Pa] is the pressure drop in between.

¢pi j °
°
pi °p j

¢
= 0 (2.3)

The pressure drop ¢pi j can be caused by various types of pressure losses. Frictional losses generally play a
big part, which occur when friction between the moving fluid and the pipes is present. Another type of losses
is called minor losses and occur due to pipe fittings and appurtenances which affect the streamlines of the
moving fluid. Other losses that might occur are gravitational losses and acceleration losses. The pressure
drop ¢pi j can be described as Equation 2.4. Here, Ω [kg/m3] is the moving fluids density, fi j [-] is the Darcy-
Weisbach friction factor, Li j [m] is length of the pipe, di j [m] the inner diameter of the pipe, KL [-] is the
minor loss coefficient of the pipe and V̇i j [m3/s] is the volume flow through the pipe.

¢pi j =
8Ω
º2

µ
fi j Li j

di j
+KL

∂ V̇ 2
i j

d 4
i j

(2.4)

With the hydraulic equilibrium approach, it is possible to determine the water pressure losses, the pressure
and flow distribution in the network and the design criteria needed for pumping equipment. Figure 2.2 shows
a visualisation for this approach for a small part of a pipe network, consisting of three branches connected by
four nodes, i °1,i ,i +1 and j , each with its hydraulic and thermal parameters. The heat loss to the surround-
ings Q̇hl is also shown. This heat loss and the thermal balance will be addressed in the next section.

Figure 2.2: Hydraulic equilibrium in a small part of a pipe network
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2.2.2. Thermal equilibrium
The thermal equilibrium of a DHN relies on the following heat balance equations. The first equation, shown
in Equation 2.5, describes the energy supplied to the DHN. Here, Q̇sup [W] is the required heat rate that must
be supplied to the system to meet the demand heat rate Q̇dem [W], while also accounting for heat losses
Q̇hl ,pr i m [W] and Q̇hl ,sec [W] in the primary and secondary networks respectively.

Q̇sup = Q̇dem +Q̇hl ,pr i m +Q̇hl ,sec (2.5)

To minimize heat losses, the distribution pipes of DHN often consist of three layers. According to van Mil-
tenburg [68], the most commonly used pipe consists of an inner pipe made of steel, covered in a layer of
polyurethane (PUR) to minimise heat loss, which in turn is covered in a layer of polyethylene (PE) for pro-
tection. A cross-section of this pipe lay-out can be seen in Figure 2.3, where di ,steel [m], di ,PU R [m] and di ,PE
[m] are the respective inner diameters of the layers, Uover al l [W/m2K] is the overall heat transfer coefficient
of the pipe and Tw [K] and Tsoi l [K] are the temperatures of the distributed water and soil, respectively. The
heat losses Q̇hl [W] from the distributed water to the surrounding soil can be estimated by Equation 2.6.

Q̇hl =Uover al l A (Tw °Tsoi l ) (2.6)

Figure 2.3: Cross section of a Steel-PUR-PE pipe, with its respective diameters, overall heat transfer coefficient U and temperatures of
the water and soil [68]

Alternatively, flexible pipes can be used instead of steel. According to ISSO Publication 7 [35], flexible plastic
pipes permit higher flow velocities and are particularly suitable for medium to lower temperatures due to
the lifetime of the plastic, which makes them interesting for new generations of DHC. The inner pipe often
consists of either PE or polybutene, enclosed by an insulation layer and in turn covered in a layer of PE for
protection. Thermaflex [66], a supplier of these kind of pipes, provides heat loss factors per unit length in
regard to the supply temperature of medium. Using these heat loss factors simplifies the calculation of the
heat loss to the surroundings.
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2.2.3. Modeling methods
According to Talebi et al. [62], holistic modeling of DHNs can either be done in physical or black-box models.
In black-box models, the network is seen as one unit, where specific aspects of components are not consid-
ered but the whole system is approached by the use of a transfer function or an artificial neural network. In a
physical model, each component of the DHN is approached independently and a set of equations is used to
describe the flows and pressure losses in that component.

Arsene et al. [3] categorized physical modeling of looped heating networks in four methods:

1. Link flow method, where the unknowns of the method are the pipe flow rates (V̇ ).
2. Loop corrective flow method, where the unknowns are the loop corrective flow rates (¢V̇ ).
3. Nodal heads method, where the unknown are the pressure heads in the nodes (H).
4. Mixed node-loop method, where the unknowns are a mix of the above mentioned parameters.

Physical modeling of DH takes a lot of elements into consideration, which makes it computationally hard to
solve. To decrease the workload in this kind of modeling, iterative numerical methods have been developed.
Arsene et al. [3] listed the following methods:

1. Numerical minimization methods, which find the minimum value of the non-linear function subjected
to linear equality and in-equality constraints.

2. The Hardy-Cross method, which solves a system of non-linear equations based on systematic approxi-
mations and subsequent corrections.

3. The Newton-Raphson method, which solves a system of non-linear equations by finding roots of a real-
valued function, with increasingly better approximations.

4. The linear theory method, which solves a system of non-linear equations by successively linearizing the
solution until the true solution is found.

Bhave [5] compared the Hardy-Cross method, Newton-Raphson method and linear theory method on various
items, which can be seen in Figure 2.4. The Hardy-Cross method is considered to be less complex, but might
need a lot of iterations before it is able to converge. Although the Newton-Raphson method is able to converge
within fewer iterations, the iterations are more complex to solve due to more calculations per iteration and
thus uses a lot more computational power. Moosavian and Jaefarzadeh [46] state that, depending on the size
and complexity of the system of non-linear equations, the Hardy-Cross method may even require too much
iterations to converge. According to Nielsen [48], the Newton-Raphson method requires a good initial vector
for fast convergence, while the linear theory method oscillates near the true solution. A good solution can
be a combination of both, where the linear theory method is used for the first iteration step, after which the
Newton-Raphson method is used to converge to adequate accuracy within few iterations.

Figure 2.4: Comparison of numerical methods for network analysis [5]
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Talebi et al. [62] suggest the combination of the Newton-Raphson method and nodal heads method, due
to the simplicity of the input data, the number of equations and accurate results. However, when using the
nodal heads method for networks with a low volume flow, weak convergence is a problem. Therefore, Arsene
et al. [3] suggest using the Newton-Raphson method together with the loop corrective flow method in this
case.

In order to optimize DH, different methods can be used to minimize heat losses, construction costs and
operation costs. These optimization methods can be distinguished in two categories: deterministic opti-
mization methods, based on the analytical computation of a function gradient and/or its assessments, and
heuristic optimization methods, which are based on investigative research and/or on artificial intelligence.
Deterministic optimization methods are able to identify the accurate optimal solution, but often converge
to local optimal solutions. However, this optimisation method can be complicated due to the dependence
on the computation of derivatives. Heuristic methods often include genetic algorithms which do not depend
on linearity, convexity and derivatives of the objective function. However, these kind of algorithms can be
characterised by very long calculation times.

2.3. Thermal energy storage
TES systems are used to store energy in thermal form, that can later be used under varying conditions. Ac-
cording to Cabeza [9], TES is mainly used to overcome the mismatch between energy generation and energy
use. In TES, a complete storage cycle is characterized by three steps: charge, storage and discharge. Cabeza
[9] also states that in practical systems, the mentioned steps may occur simultaneously and can happen more
than once in each storage cycle. According to Pilkington Solar International GmbH [52], TES can be classified
by concepts and mechanisms. The following sections will address these concepts and mechanisms.

2.3.1. Storage concepts
Cabeza et al. [10] explain that TES systems can be classified as either active or passive systems. An active
TES system is characterized by forced convection heat transfer into the storage material. This can be in the
form of a direct system, where a heat transfer fluid (HTF) serves as a storage medium, or in the form of an
indirect system, where another medium is used for storage. A passive TES system is usually a dual-medium
store, where the HTF passes through the store to carry energy to and from a storage medium. A scheme of
this classification is illustrated in Figure 2.5.

Figure 2.5: Scheme of classification of different storage systems according to the storage concept [10]
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2.3.2. Storage mechanisms
TES can be distinguished in three mechanisms: chemical (sorption), latent heat and sensible heat storage.
The working principles of chemical, latent and sensible storage systems are shown below in Figure 2.6. Chem-
ical storage uses chemical reactions to store heat. Latent heat storage uses the phase transition of a medium
at a specific temperature to store heat, for example at Tmel t [K] in Figure 2.6. In sensible heat storage, energy
is stored in a medium as heat by changing the temperature of the medium. As can be seen in Figure 2.6, the
stored heat Q [J] rises with respect to a rising temperature and vice versa [73].

Figure 2.6: Visualization of the working principles of (a) a chemical (sorption) heat storage system, (b) a latent heat storage system and
(c) a sensible heat storage system, adapted from [73]

Guelpa and Verda [27] proposed an overview of TES principles with their corresponding technology readiness
level (TRL), which can be seen in Figure 2.7. For sensible heat storage, which has a TRL of at least 7, some
configurations have been shown. The TRL approach was developed by NASA during the 1970s to evaluate
technologies at their maturity level, which facilitates the transition of a technology from the technology de-
velopment to engineering development [47]. The current NASA TRL classification scales from TRL 1 to TRL
9, where TRL 1 corresponds with basic technology research and TRL 9 with actual proven operations [24].

Figure 2.7: Classification of TES with their corresponding TRL, adapted from [27]
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From Figure 2.7, it can be seen that sensible heat storage is in a more mature state of development than latent
heat and chemical storage. However, this does not necessarily mean that latent and chemical storage are not
promising techniques. In order to assess the differences between these TES mechanisms, their characteristics
and (dis)advantages are addressed below.

Chemical storage can be classified into chemical reactions and sorption processes. Pinel et al. [53] explain
that in chemical reaction storage, heat is stored by exciting a reversible endothermic chemical reaction. The
stored heat can be recuperated by reversing the reaction, sometimes by adding a catalyst. Sorption storage
systems make use of a charging and discharging process based on the reversible reactions between a sorbent
and sorbate. During the charging fase, heat is added to break the bond between sorbent and sorbate. In the
discharging fase, sorbent and sorbate are bonded again, releasing the stored heat [73]. Pinel et al. [53] also
state that although chemical storage has a high potential of allowing TES, due to no long-term self discharge,
much research remains before it becomes practical and economical viable.

Latent heat storage employs a phase change material (PCM) as the storage medium. Energy is absorbed or
released during a change of phase, mostly solid-liquid, at the corresponding temperature. Examples of PCMs
are water/ice, salt hydrates and wax [18]. According to Pinel et al. [53], this kind of TES has a relatively high
energy density and the advantage of constant temperature discharge. However, the IEA SHC Task 32 [61] con-
cludes that the improvement of using PCM in heat stores is very limited compared to (sensible) water stores.
The only concept that is believed to achieve significant improvement is long term storage using subcooling,
but the system would be excessively complex. Also, the investment costs may not be justified. Besides all
these disadvantages, they recommend pursuing more research regarding better PCM materials.

Every material stores heat as its temperature rises and releases heat when its temperature decreases. This
concept can be seen as sensible storage. According to Pinel et al. [53], sensible storage systems are usually
simpler and cheaper than latent and chemical storage mechanisms and sensible storage systems are well
understood, proven, reliable and have been used for centuries. Because of the need of pursuing much further
research in chemical and latent heat storage technology, before they can be used for reliable and feasible
storage applications, and the fact that sensible storage is proven to be reliable, the rest of this study will
pursue the use of sensible TES systems for DH .

2.4. Designing sensible TES systems
When designing a sensible TES system, certain aspects have to be taken into account. This section will pro-
vide more information about these aspects. Furthermore, the following important characteristics of a sensi-
ble TES system, which have been put together by Hariri and Ward [28], limit the variety of choices of these
aspects and must be taken into regard.

• The energy density or specific energy (energy capacity per unit weight);
• The operational temperature range;
• The properties of the energy transport medium, such as toxicity, corrosiveness, and heat capacitance;
• The thermal stratification in the storage unit;
• The power needed for the charging or discharging;
• The material container associated with the storage system;
• The means of controlling thermal losses from the storage system;
• The overall costs of the system.

2.4.1. Storage media
The amount of energy stored in a sensible TES system is for a large part dependent on the storage medium.
Therefore, it is important to consider thermal properties of the medium. Specific heat capacity, which is
one of the most important properties in TES design, accounts for the ability of a material to store heat. The
amount of heat stored in a material, over a certain temperature range, can be expressed by Equation 2.7,
where Q [J] is the total amount of heat stored in the material, cp [J/kgK] is the specific heat capacity of the
material, Ti [K] and T f [K] are the initial and final temperature, and m [kg] is the mass of the material which
is heated.

Q = mcp (T f °Ti ) (2.7)
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An interesting way to view the specific heat of a material is its volumetric heat capacity. The volumetric heat
capacity of a material is defined by its density multiplied by its specific heat: Ωcp [J/m3K]. This property gives
insight in how much energy can be contained by different materials in the same volume.

Another important ability for a sensible storage medium is its ability of convenient adding or extracting heat,
this ability is characterised by the medium its thermal conductivity ∑ [W/mK]. A high thermal conductivity
means it is easy to conduct heat. However, while high thermal conductivity is preferred, it is convenient to
have low thermal diffusivity Æ [m2/s]. This is better for the thermal stratification of the medium, which will
be elaborated in Section 2.4.4. The equation for thermal diffusivity, which relates with thermal conductivity
and volumetric heat capacity, is given below.

Æ= ∑

Ωcp
(2.8)

The respective volumetric heat capacity and thermal diffusivity of commonly used materials as a medium for
sensible heat storage are compared in Figure 2.8.

Figure 2.8: Comparison of volumetric heat capacity and thermal diffusivity of commonly used materials for sensible heat storage at 300
K [44], [1]

According to the thermal properties shown in Figure 2.8, water is the most promising storage medium of the
list. It has the highest volumetric heat capacity and one of the lowest thermal diffusivities. Another advantage
of water as a medium is its low cost. However, an inconvenience of water is the fact that it has a limited
temperature range due to its freezing and boiling point. Nevertheless, Pinel et al. [53] explain that this is not
a problem for residential applications, as water its boiling and freezing temperatures will not be reached in
modern day DHC. Because of water its leading position as a storage medium, its thermal properties will be
used for reference for the following materials.

Gravel has a slightly lower volumetric heat capacity and a slightly higher thermal diffusivity than water. Nev-
ertheless, higher temperatures can be obtained in gravel than in water. River rocks used in rock beds are
also capable of operating at much higher temperatures, but suffer from a low energy density, due to spacing
between the rocks, and high thermal diffusivity. The spacing between the rocks is required due to the fact
that a fluid, such as water or air, must be present to transport heat. Such a fluid is also needed for gravel
systems. When water is used as a heat transport fluid, it becomes part of the storage medium and the system
is considered a hybrid active/passive system [53]. The use of a gravel or rock bed system can be advantageous
when a high operational temperature is needed. If this is not the case, gravel and rock bed systems take up
more space than water systems, and is therefore not preferred due to higher installation costs and potentially
limited space available. Bricks are quite similar to a rock bed when used as a storage medium and therefore
can be considered with the same characteristics.
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Oil is another commonly used medium for sensible heat storage. Although oil is much more expensive than
water, it is capable of operating at much higher temperatures. Therefore, oil is only feasible as a storage
medium when in need of high operating temperatures. Concrete slabs and iron/steel balls or pellets have also
been used as a medium for sensible storage. While being able to handle very high temperatures, the cost of
these media are much higher than those of water, rocks and gravel. Furthermore, oil, iron, steel and concrete
have a big negative environmental impact compared to the other media discussed in this section. Therefore,
only when the stability and capacity of these materials is in need, it is better to employ these materials instead
of water.

2.4.2. Short- and long-term storage
TES systems can be divided into short-and long-term storage. Short-term storage is mostly used for matching
the discrepancy between daily production and demand. Long-term storage is employed for matching the
discrepancy between monthly/seasonal production and demand, as shown in Figure 1.1. Guelpa and Verda
[27] constructed an overview with various characteristics regarding short- and long-term storage, which can
be seen in Table 2.1.

Table 2.1: Main characteristics of short-term and long-term localized TESs [27]

SHORT-TERM LONG-TERM

Benefits
Storing energy available during the daily/weekly consumption
valley to make this available during peaks

Storing energy available during the season it is largely available in order
to make this available in other seasons

Energy stored in a TES unit 10-50 MWh 50-1000 MWh
Installation space (area) Space requirements 10-100 m2 Space requirements 103 °104 m2 for tank-pit, about 100 m2 for aquifer
More diffuse types Water tank Tank, pit and aquifer
Thermal losses Lower than 5% About 30%
Most widespread combinations With combined heat and power plants With solar source (largely available in summer)

Available space for placing a TES system is an important criterion. Since DHNs are mostly present in residen-
tial areas which are densely populated, and available space is often rare in those places, primarily short-term
storage is used in order to distribute the daily production to reach the demand. Although long-term storage
usually requires larger spaces, this is not the case for aquifer and borehole systems. The space required for
these configurations is in the same order as that of short-term storage. Long-term TES systems are on aver-
age more difficult to make than short-term TES systems because they suffer from larger thermal losses, must
be capable of containing enormous quantities of storage media and have a longer storage duration. How-
ever, even though long-term storage is more expensive than short-term, it is stated that the lifetime of such a
system can be up to 20-30 years [27].

Long-term TES is mostly used to store energy from solar plants during summer to make solar energy available
during winter. Also, heat from biomass plants is stored on a weekly basis and waste heat is also stored on a
seasonal basis. When implementing long-term TES with DH, systems can be divided into two categories:
direct and indirect usage.

In direct usage systems, the HTF of the network is also used as a storage medium. For example, a water-
based TES directly connected to DH. Direct usage TES systems are mostly high temperature stores. In indirect
usage systems, a supplementary system is often needed to transfer the heat from the storage medium to the
network. In many cases, this system is an HP. This HP allows the temperature of the heat store to increase
before it is supplied to the network. Due to this advantage and to keep external heat losses low, indirect usage
systems are mainly low temperature stores.
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2.4.3. Sensible TES configurations
Different storage principles can be employed for the use of thermal energy storage. Dahash et al. [20] con-
structed an overview of the most common TES configurations, with its (dis)advantages included, which can
be seen in Figure 2.9. This section elaborates on these TES configurations, as well as less commonly used
configuration.

Figure 2.9: Construction concepts for (underground) thermal energy storage systems with their advantages and disadvantages [20]

Tank TES (TTES) is one of the most common configurations of TES. In TTES a concrete or steel container is
filled with a storage medium, which is most often water. These tanks can either be installed above ground,
half-buried or fully buried. Fully buried systems wield the advantage of a better insulation. However, exca-
vation costs are quite high. Besides burying, storage tanks are frequently heavily insulated to prevent large
thermal losses. In TTES, water is usually the preferred storage medium, but other media can also be used.
The storing capacity of a TTES can be obtained by Equation 2.7 from Section 2.4.1. In this approximation m
[kg ] stands for the total mass inside the tank. The temperature difference used in the equation should be the
range in which the TTES operates.

Pit TES (PTES) is quite similar to TTES when considering the operational side. Instead of a tank, excavated
pits, which are coated with a watertight layer, are used as the storage unit. When water is used as a storage
medium, the same energy density as TTES is applicable. Water-gravel mixtures are also commonly used, then
the pit TES is referred to as water-gravel TES (WGTES). However, when employing WGTES, a lower energy
density is present, which leads to an increase of volume of 50% compared to TTES [60]. When approximat-
ing the storage capacity of a PTES, done in the same manner as for TTES, it is important to note that the
distribution of the storage media must be taken into regard, in order to achieve an accurate result.
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Aquifer TES (ATES) consists of multiple wells and underground water reservoirs, which can be used to extract
and inject groundwater. The groundwater can be used for heating and cooling purposes, after which it is
injected back into the respective well. In these wells, the storage medium is the water-soil formation of the
water reservoir, while the water also acts as the heat transfer fluid. An important specification, while search-
ing for proper placement for an ATES, is the geologic condition. The aquifer must be embedded in-between
two impermeable layers of clay, leaving enough room for a reservoir, while no significant mass flow of the
groundwater is present. If the groundwater mass flow through the aquifer is too big, it could cause significant
dissipation of storage media and thus excessive heat losses.

Another important criterion for the aquifer is the porosity of its soil. The porosity ¡ [-] is described in Equa-
tion 2.9, as the ratio of the volume of pore space Vpo [m3], to the total volume of the medium Vtot [m3]. Aquifer
porosities range from 10 to 45%, with a range of 20 to 30% to be suitable for ATES. In a saturated aquifer, the
pore space is filled with water. Accordingly, the density of the aquifer Ωaq [kg/m3] can be found by Equation
2.10. With this density, the storage capacity of the aquifer can be found in the same manner as explained for
BTES and TTES.

¡=
Vpo

Vtot
(2.9)

Ωaq =¡Ωw +Ωs (1°¡) (2.10)

Borehole TES (BTES) is quite similar to the working principle of ATES. However, instead of using water reser-
voirs underground, soil and/or rock is utilized to store heat. Multiple vertical boreholes, usually U-pipes, are
installed in the ground, in which water is used as the heat transport fluid. This type of storage needs insu-
lation on the top to reduce heat losses. However, BTES is still very susceptible to seasonal changes. Besides
that, BTES has a much lower energy density than other TES with water as a storage medium. With the total
volume of the boreholes, the storage capacity can be obtained in the same way as discussed for TTES.

A less common configuration for TES is cavern TES, where large underground rock caverns are used as stor-
age unit. According to Dahash et al. [20], cavern TES is often used in gas turbine plants to store compressed
air. These systems are likely to operate at temperatures above 200 °C. However, another option is to use water
as a storage medium. In that way, the characteristics are quite similar to that of a PTES system with water
as a storage medium. Therefore, cavern TES can be considered with the same (dis)advantages as PTES. Un-
fortunately, large underground rock caverns must exist in order to transform them into suitable TES system,
because it would be too expensive to excavate similar caverns. Therefore, it would often be more feasible to
build one of the aforementioned sensible TES systems [50].

Fleuchaus et al. [23] compared above mentioned TES configurations with each other, with an exception for
cavern TES, on various feasibility parameters. This comparison is shown in Table 2.2. From this comparison,
it can be seen that ATES is a promising configuration due to its ability to ensure high storage capacity while
keeping the space requirements and costs low. A drawback for ATES is its need for subsurface requirements,
preliminary investigation, maintenance, its interaction with its environment and legislation.

Table 2.2: Comparison of common TES configurations [23]

TTES/PTES BTES ATES
Storage medium Water, water/gravel Groundwater/sediments Groundwater/sediments
Subsurface requirements low medium high
Required pre-investigation low medium high
Maximum storage capacity [kW h/m3] high low medium
Storage volumes [m3] low medium high
Space requirement [m2] high low low
Investment costs high medium low
Maintenance low low high
Environmental interaction low medium high
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In many countries, ATES is still in an emerging market phase, where investment costs and risks are quite
high. Nonetheless, ATES is very often employed in the Netherlands, which is the market leader in ATES ap-
plications, as can be seen in Figure 2.10 and Figure 2.11. Because ATES applications in the Netherlands are in
the maturity phase, the limiting market barriers for development are shortage of subsurface space, size of the
applications and legislation. If these barriers are overcome, the application of ATES in the Netherlands can
be a feasible option for TES.

Figure 2.10: Global distribution of ATES systems [23]

Figure 2.11: Left: limiting market barriers in the development of ATES as a function of the market development level. Right: market
development of ATES in all relevant countries considering new building and renovation segments [23]

2.4.4. Stratification
According to Li [40], when using water or air as the storage medium, thermal stratification is a meaningful
aspect of the storage performance. Thermal stratification is caused by natural convection, which divides the
hot and cold water due to their difference in density: the hot water will rise to the top of the tank, while
the cold water will descend to the bottom. In between the hot and cold water a thermocline, a mixing layer
with a temperature gradient, will form, acting as a natural barrier that maintains the separation of hot and
cold water. To keep the hot and cold water separated as much as possible to minimize mixing losses, the
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thermocline must be kept as small as possible, concerning to the height of the storage unit. Stratification
exists in different orders. These orders are defined by the temperature gradient (±T

±z ) between the hot and cold
regions. In Figure 2.12 different levels of stratification are shown. In case (a), a large temperature gradient is
present, which indicates a small thermocline region. This is a good example of a highly stratified store with
two big regions of the store respectively at a hot and cold temperature. In case (b), the temperature gradient is
smaller, which indicates a bigger thermocline region. Therefore, case (b) is a good example of a less stratified
store than case (a), where the hot and cold regions of the store are smaller, which indicates more mixing
between hot and cold water, and thus more thermal losses. Case (c) shows a perfectly mixed storage unit, this
means it has a uniform temperature, thus no thermocline. In other words, this is unstratified storage. Even
though Li [40] talks mostly about water and air, stratification also occurs with other fluids. However, the scale
of stratification is highly dependent on the storage medium.

Figure 2.12: Different levels of stratification for same amount of stored heat, (a) highly stratified, (b) moderately stratified, (c) fully
mixed storage, (1) hot region, (2) thermocline, (3) cold region, and (4) uniform temperature) [20]

In Figure 2.9, stratification in different TES configurations is also depicted, where the red color represents
the hot part and the blue color the colder part. In the case of ATES and BTES, stratification works differently
because of the separation of the hot and cold storage unit and the configuration of and the flow direction in
the boreholes.

2.4.5. Geometry of the storage unit
By optimizing the geometry of the storage unit of a TES system, thermal losses can be decreased. For example,
by minimizing the surface-to-volume ratio

° A
V

¢
of the storage unit and adding insulation layers to the storage

unit, external thermal losses are minimized. Other thermal losses that occur frequently are internal exergetic
losses, which originate due to decreasing stratification in the storage unit [20]. Even though stratification
relies on the storage medium, it can be substantially influenced by the position of the in- and outlet ports,

and the aspect ratio
≥

h
d

¥
, where h [m] is the height and d [m] the diameter of the storage unit. Furthermore,

Dahash et al. [20] also state that an aspect ratio of 1 should be pursued to minimize thermal losses. Note that
this aspect ratio is defined for tank storage.

When using PTES or BTES, the aspect ratio must be approached somewhat differently. For ATES the aspect
and the surface-to-volume ratio are non-applicable due to the result of the design of the overall system. An
aspect that should be concerned when addressing the geometry of the storage unit of ATES is the distance
between the wells. When wells are placed too close to each other, thermal interference occurs and the perfor-
mance goes down. To prevent thermal interference, the distance between the hot and cold wells is based on
the thermal radius rth [m]. The approximation for the thermal radius, given by Bloemendal and Hartog [6],
is shown in Equation 2.11. Here, cp,w [J/kgK] and cp,aq [J/kgK] are the specific heat of water and the aquifer
respectively, V [m3] is the volume of pumped groundwater and L [m] is the screen length of the well. Due
to Dutch regulations, a distance of three times the thermal radius must be held for the installation of ATES
systems in the Netherlands.

rth =
s

cp,w V

cp,aqºL
(2.11)
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2.4.6. Insulation
Another important factor for storage performance is the insulation of the storage unit. Bott et al. [8] present
some cases where high thermal losses occur due to insufficient insulation. For example, measurements were
taken at a seasonal TES facility in Stuttgart, where thermal losses of 40% were detected because the stor-
age unit was only insulated at the top. To ensure fewer thermal losses, it is best to insulate the storage unit
sufficiently. Bott et al. [8] listed the following important requirements for insulation material properties:

• Uniform and continuous application of insulation
• Durability
• Insensitivity to thermal stress or external natural influences
• Good drying abilities

According to Dahash et al. [20], common materials used for insulation are polyurethane, expanded and ex-
truded polystyrene and glass wool. Other used materials are polyethylene foam, foam glass and glass granu-
lates. The latter two are recycled materials from waste glass.

Because the cost increases as the insulation is applied to all the sides of a storage unit, a cost-benefit analysis
must be done to ensure economical feasibility. For example, TTES are usually insulated at all sides because
it is relatively easy to apply during construction, while many PTES and WGTES are not insulated at the side
walls. The thermal losses that occur in those cases are often compensated by making larger storage volumes.
Another concept that may be applied is an inhomogeneous pattern of insulation. An example is shown in
Figure 2.13, in which at the top, where the hot water accumulates, the insulation is relatively thick. As the
temperature of the medium decreases downwards, also the insulation thickness decreases, while maintaining
an acceptable thickness of insulation at all times.

Figure 2.13: Inhomogeneous distribution of insulation with consideration of economic feasibility and technical performance to
maintain stratification [20]

A well-known problem with water-based storage is water leaking into surroundings and insulation layers,
which causes high heat losses. To prevent leakage, liners are often applied. In TTES these liners are usually
made of (stainless) steel. In PTES and WGTES, plastic liners are often used. The advantage of steel liners
over plastic liners is its long lifetime, diffusion resistance and the maximum storage temperature, which for
steel liners is well above 95°C, while for plastic liners it is below 90°C. On the other hand, steel liners are sus-
ceptible to corrosion, demand more complex installation procedures than plastic liners, and are much more
expensive than plastic liners. Often used materials for plastic liners are ethylene propylene diene monomer,
high-density polyethylene, low-density polyethylene, polypropylene and butyl rubber, of which high-density
polyethylene is most widely used [8].

In the case of BTES, where the surrounding soil of the boreholes acts as the storage medium, only the top of
the store is insulated. For ATES, insulation is not applied at all, because the storage medium is embedded
between impermeable layers of clay.
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2.5. Modeling of TES
Modeling the thermo-hydraulics of large-scale underground TES systems tends to be complicated due to its
many components and temperature-dependent behavior. Dahash et al. [20] state that a wide range of tools
is used for modeling TES systems, which can be divided into the following categories:

1. Energy system simulation, such as Dymola, TRNSYS, Matlab/Simulink
2. Building physics envelope heat and mass transfer tools, such as WUFI Pro, Delphin
3. Computational fluid dynamics, such as ANSYS Fluent, OpenFOAM and COMSOL Multiphysics

According to Pinel et al. [53], commercial numerical calculation codes are sometimes used to assess the per-
formance of TES. These codes offer very detailed results about the thermo-hydraulics in the TES systems
but do not account easily for interacting with their surroundings. Above mentioned simulation tools, on the
other hand, allow models to reproduce transient dynamic interactions between systems and their surround-
ings while offering a cheap and fast way to do so.

TTES and PTES have been represented by rudimentary plug-flow models as well as sophisticated models,
which account for full Navier-Stokes equations. The basis for these models often are complete Navier-Stokes
and energy balance equations and/or their simplifications, provided by fluid textbooks such as White [72].
The so-called plug-flow models are characterized by their assumption of a flow direction and velocity, which
only require the solution of an energy balance equation. Less simplified TTES/PTES models are often based
on one-dimensional numerical solutions and assume perfectly insulated storage tanks by only accounting
for temperature gradients in the longitudinal direction. According to Cruickshank and Harrison [19], when
accounting for low flow rates, the performance of stratified storage tanks is appropriately simulated in these
approaches. Additionally, most models only assume pure heat conduction in the soil and neglect humidity
diffusion, while humidity diffusion plays a big part in heat transfer around TTES/PTES.

Many BTES models also only assume heat transfer by pure conduction in the soil, neglecting humidity dif-
fusion. Subsequently, older BTES models only account for the evaluation of heat transfer around the buried
tubes, while newer BTES models are often numerically solved or composed of a hybrid form, combining nu-
merical and analytical solving. These newer models include energy system simulation and building physics
envelope heat and mass transfer tools. Other newer, more complete, models also include the influence of
humidity diffusion on heat transfer. Even though this enables more accurate results, the extra complexity of
the model must be considered.

ATES modeling is often based on heat and mass transfer and includes the continuity equation based on
Darcy’s law and an energy balance equation. Some models have been designed for ATES, both analytical
and numerical. Simplified analytical models, which are generally only applicable to the simplest cases and
preliminary design phases, provide fast and, for some specific conditions, satisfactory results. More compre-
hensive numerical models are used for qualitative calculations and offer more detailed results, but require
more attention and time.

When designing a model for TES, a trade-off must be made between the simplicity and detail of the result.
Depending on the requirements of the model, the modeling of TES systems can be done on component level,
TES level and system level. Various approaches are used for modeling on these levels and combining them.
Depending on these levels, various parameters must be taken into account for producing a correct model.
Required parameters can be the thermal capacity, geometry and insulation of the storage unit itself, positions
of in- and outlet ports, stratification, storage media properties and surrounding conditions.

Due to its lower computation efforts, energy system simulation tools are often employed for modeling on
system level. Subsequently, multiphysics tools are often used for modeling on component level, due to their
focus on detail. Co-simulation of these tools can be an option of coupling system level and component level
modeling.
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2.6. Implementation of TES in DH
When DHNs are dependent on renewable energy sources (RES), TES can be implemented to manage the
discrepancy between supply and demand. This section will first state the benefits and drawbacks of pairing
TES with DH. Subsequently, the performance of various TES systems coupled with DH will be discussed.

2.6.1. (Dis)advantages of pairing TES with DH
Coupling DH systems with TES can generate certain benefits and drawbacks regarding technical, economical
and environmental context. Various effects, and their benefits, of combined use of TES and DH, given by
Guelpa and Verda [27], are listed below:

• Reducing generation unit size, avoiding additional investment costs and reducing system complexity
• Thermal peak shaving made possible, increasing system performance, decreasing costs, maximizing

profits in electricity selling, reducing emissions
• Relieving irregularities of RES, reducing primary energy needs by increasing RES exploitation, reducing

operating costs and allowing zero-emission energy plants
• Smaller pipe size in the distribution network, reducing investment costs and the impact on the urban

layout
• Allowing connection of more buildings to the DHN, increasing the overall efficiency of an urban energy

system, while decreasing emissions
• Network management flexibility, reducing pumping costs and related emissions
• Avoiding installation of pressurization vessels, reducing investment costs and the systems complexity
• Avoiding installing of combustion chambers in buildings, reducing maintenance costs and explosion

risks for users

Besides above-mentioned benefits, drawbacks can occur when implementing TES in DH applications. Guelpa
and Verda [27] also listed the following possible drawbacks:

• Increased investment costs
• More space is required
• Significant thermal losses
• Challenging design of the systems and its connection
• Lack of suitable supportive legislation

2.6.2. Performances of TES systems connected to DH
The (dis)advantages of combined use of TES and DH, mentioned in Section 2.6.1, are universal. However,
when TES is implemented in DH, the performances of the various system may differ. This section addresses
(dis)advantages and other characteristics of TTES, PTES, ATES and BTES when employed in combination
with DH, reviewed by Guelpa and Verda [27].

Because TTES and PTES are quite similar on the operational side, they will be considered to have the same
relationship with DH when coupled. Although studies have shown that the implementation of long-term
TTES/PTES in DH is technically feasible, available space for the storage unit in urban areas remains a sub-
stantial drawback. Other obstacles are high construction costs and high thermal losses. To optimize the ca-
pacity of the TES system, it is important to note its dependence on the DHN its temperature, thermal losses
and stratification. Also, the return temperature of the DHC must be selected accordingly in regard to the vol-
ume of the TES unit, or the other way around. Finally, the TES system can be combined with HPs in order to
increase the supply temperature to the DHN.



22 2. State of the art

Coupling ATES with DH has the advantage that specific capital costs decrease when increasing the storage
size, enabling big affordable DHN with TES. However, in dense urban areas, ATES systems might be placed
nearby each other. This could cause complications because of the thermal interference between hot and cold
wells. As discussed in Section 2.4.5, thermal interference can be averted by following Equation 2.11. Other
technologies that exploit groundwater must be considered as well. Nevertheless, ATES has the advantage of
occupying less space than TTES, which is in turn very convenient for dense urban areas. Due to national
regulations, ATES systems in the Netherlands usually operate at relatively low temperatures. Therefore, it is
recommended to implement HPs into the DHN and/or ATES.

Although BTES systems in DH are easy to place in urban areas, due to the low space requirements, the energy
density of BTES is relatively low and the construction costs are high. Also, high thermal losses occur when
employing long-term storage. As for ATES, HPs can be used to boost the performance of BTES. However, due
to the low economic feasibility BTES are not often implemented in DH.

2.7. Key performance indicators
To assess the feasibility of TES and DH systems, KPIs must be assigned which give insight in TES and DH
systems, regarding sustainability, performance and costs. This section addresses two interesting KPIs, which
can be used in the case study to compare different approaches.

2.7.1. Levelized cost of energy
The levelized cost of energy (LCOE), shown in Equation 2.12, describes the cost per unit of energy delivered
over the lifetime of a system [e/kWh] [16]. Here, n [yr.] is the lifetime of the system in years, Ctot [e] and Qtot
[kWh] are the total costs and energy delivered of year t respectively. Furthermore, r [-] represents the discount
rate of the investment, which accounts for the discount of future values against today’s and the riskiness of
the investment. In terms of financial feasibility, the LCOE can be seen as the minimum selling point of the
delivered energy to make the project break even or make profit.

LCOE =

nP
t=1

Ctot
(1+r )t

nP
t=1

Qtot
(1+r )t

(2.12)

2.7.2. CO2 emissions
The main reason why this study is conducted is that more sustainable heating must be implemented in dis-
trict areas due to the threat of increasing global warming. Therefore, it is key that the sustainability of new
heating scenarios is taken into regard when designing those. To assess the sustainability of the different sce-
narios, their yearly CO2 emissions can be compared.

2.8. Reference solution
To assess the feasibility of employing a TES integrated DHN, a reference solution will be used concerning the
heat supply for the residential area in the case study. The reference solution must be able to be assessed by the
KPIs discussed in Section 2.7. The reference solution will comply with the approach of the Dutch government
to make residential neighborhoods natural gas-free, but will not include DH or TES.

A possible solution for meeting the heat demand of households, without using natural gas and avoiding the
use of DH or TES, covered by Planbureau voor de Leefomgeving [54], is the use of an individual HP per house-
hold. HPs exist in various types, of which the Heat Pump Association UK [29] listed the following as the most
common types, as well as the characteristics discussed below:

1. Air-source HP
2. Water-source HP
3. Ground-source HP
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Air-source HPs extract heat from ambient air. This kind of HP is frequently employed due to the relatively
low installation costs. The performance of air-source HPs depends on diurnal and seasonal fluctuations in
the ambient temperature. Therefore, air-source HPs function best in moderate climates. Water-source HPs
extract heat from water in either a closed loop, submerged in a water basin or an open loop, where water is
extracted directly from a water source. The diurnal and seasonal temperature fluctuations of water are less
than that of ambient air. Therefore, water-source HPs can provide a more steady operation efficiency than
air-source HPs. However, due to the need for access to a water source, water-source HPs are less common. For
ground-source HPs, a closed network of pipes is buried in the ground, where an HTF is used to extract heat
from the soil. Due to a quite constant temperature of the soil, ground-source HPs offer an efficient operation.
The installation costs of ground-source HPs are higher than that of water- and air-source HPs, because of
the required excavation and installation of underground components. To minimize the costs in the reference
solution, it is assumed that all the buildings will have air-source HPs employed.

To make the reference solution independent of external factors, the following assumptions are made con-
cerning the electricity source of the HPs:

1. The provided electricity is abundant, thus high electricity peaks caused by the HPs can be met.
2. The electricity grid is able to deliver the high electricity demands.





�
Case study

In this chapter, the different aspects of the case study will be elaborated. First, the area of the case study
and its buildings will be illustrated. After which, the different scenarios for meeting the heat demand will be
explained.

3.1. Stationsplein Heerhugowaard
The area on which the case study is performed is the area around the ’stationsplein’ in Heerhugowaard in the
Netherlands. Part of the area will be newly constructed in the near future while some buildings will remain
the same. Figure 3.1 shows the distribution of buildings in this area, categorized in color by their energy
labels, which are shown in the bottom right-hand corner. All the blue buildings will be newly constructed.
For the properties of these buildings, a given estimate will be used in the model. For the properties of the
other buildings, the known building properties will be used. Most of the buildings in this area are residential
buildings. However, some (parts) of these buildings are commercial. These different types of buildings will
have a different approach later on, in which slightly different heat demand profiles will be composed.

Figure 3.1: Buildings in the case study area in Heerhugowaard in the Netherlands, categorized in color by their energy label
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The case study area, shown in Figure 3.1, consists of a heterogeneous distribution of 89 buildings. Of every
building in the area, specific characteristics are known, such as the ground area, the number of levels, the
energy label, the number of households and residents per building. These characteristics will later be used as
a basis to model the consumer heat demand on building level.

As stated previously, part of the buildings will be newly built and an estimate of the respective characteris-
tics of these buildings have been provided by Resourcefully, together with the characteristics of the remain-
ing buildings. Of all the 89 buildings, 47 buildings will be newly built and are mostly apartment buildings.
These apartment buildings consist of at least 5 levels with a maximum of 10, with an exception for the few
(semi)detached houses near the water in the north. Of the remaining 42 buildings, around half are also apart-
ment buildings, while the other half are (semi)detached houses. The (semi)detached houses consist of 1-2
households per house and the apartment buildings in the case study mostly consist of an average amount of
32 households per building. The total number of households in the case study area equals 1971. Also, it is
assumed that a total number of residents of 4731 inhabit the case study area, which adds up to an average
number of residents per household of 2.4. Table 3.1 gives an overview of the distribution and characteristics
of the buildings in the case study area.

Table 3.1: Distribution and characteristics of buildings in the case study area in Heerhugowaard

Case study area characteristics Value Unit
Total number of buildings 89 -
Number of apartment buildings 62 -
Number of (semi)detached houses 27 -
Total number of households 1971 -
Average number of households per apartment building 32 -
Average apartment size 80 m2

Average number of households per (semi)detached house 2 -
Average (semi)detached house size 115 m2

Total number of residents 4731 -
Average number of residents per household 2.4 -

In the case study area, a section of a medium temperature (MT) heat net of 70 to 90°C is available [32],[30].
The heat of this heat net originates from a biomass plant and a waste incineration plant. the MT heat net is
depicted in Figure 3.1 as the glowing red line which travels from the bottom left to the top right-hand corner.
This section of the available MT heat net can be employed as a heat source for the DHN of the case study area,
operating at an MT supply level of 70 to 90°C.

Another option for a heat source in the area is the presence of a collective ultra low temperature (ULT) waste
heat net operating at 25 to 30°C, which might be placed in the case study area in the near future [38]. This
collective waste heat net is already available nearby the case study area but not directly in the case study area
as of today. However, this waste heat net can be connected where preferred when renovating the area.

Because the ULT source in this area will result in a DHN of a much lower supply temperature than with the
MT source, the DHN will endure fewer heat losses to the surroundings. However, due to the low temperature,
an HP must be employed to raise the temperature at household level. This is assumed to be quite efficient for
well-insulated buildings, but for the older buildings in the area, it may not be a feasible solution. Therefore,
it is also possible to implement a combination of the MT and ULT heat source for the DHN, depending on
its layout and the insulation of the connected buildings. An overview of the possible heat sources with their
characteristics can be seen in Table 3.2.

Table 3.2: Possible heat sources in the case study area, together with their temperature range [32],[38]

Possible heat source Temperature range
MT heat net from a biomass and waste incineration plant 70°90°C
ULT collective waste heat net 25°30°C
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3.2. Case study scenarios
The heat demand in the case study area can be met by multiple DHN scenarios. The chosen scenarios for
this case study are shown in Table 3.3 and are discussed below. Different scenarios are designed for the sep-
arate use of each possible heat source mentioned in Section 3.1, as well as for the combined use of the two
heat sources. Subsequently, each scenario is expanded with an additional scenario, which employs a collec-
tive storage system. This collective storage system facilitates long- and short-term storage. Also, a reference
scenario is added, which supplies the case study area with an alternative way of all-electric heating.

Table 3.3: Characteristics of the different DHN scenarios and the reference scenario

Scenario Heat supply Supply temperature [°C] Storage Supply method
1a MTDH 70 - HEX
1b MTDH 70 ATES/TTES HEX
2a ULTDH 25 - Water-to-water HP
2b ULTDH 25 ATES/TTES Water-to-water HP
3a Combined ULT/MTDH 25/70 - Water-to-water HP / HEX
3b Combined ULT/MTDH 25/70 ATES/TTES Water-to-water HP / HEX

4 All-electric - - Air-to-water HP

3.2.1. Scenario 1: MTDH
The first scenario relies entirely on the MT heat net as a heat source, making the first scenario MTDH with a
supply temperature of 70°C. Due to the relatively high supply temperature, the heat for both space heating
and DHW can be delivered to all the buildings by use of a supply set with an HEX, as shown in Figure 3.2.
It is assumed that the HEX cools the supply mass flow by 30 K, bringing the return line to a temperature
of around 40°C, without accounting for additional heat losses. Furthermore, the scenario is expanded with
an additional scenario, in which a collective storage facility is employed. Here, an ATES system is used for
seasonal storage, while daily fluctuations are absorbed in a buffer TTES.

Table 3.4: Characteristics of the different first scenarios

Scenario Heat supply Supply temperature [°C] Storage Supply method
1a MTDH 70 - HEX
1b MTDH 70 ATES/TTES HEX

(a) Scenario 1a: MTDH

(b) Scenario 1b: MTDH with collective storage

Figure 3.2: Schematic view of scenario 1a and 1b
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3.2.2. Scenario 2: ULTDH
The second scenario relies entirely on the ULT collective waste heat net as a heat source, classifying the sec-
ond scenario as ULTDH with a supply temperature of 25°C. Due to the relatively low supply temperature, the
heat for both space heating and DHW must be delivered to all the buildings by use of a supply set accom-
panied by a water-to-water HP, as shown in Figure 3.3. This HP upgrades the delivered heat to the required
temperature for space heating and DHW, which can differ per building due to their utilization of underfloor
heating or radiators. It is assumed that the HP cools the supply mass flow by 13 K, bringing the return line
to a temperature of around 12°C, without accounting for additional heat losses. Furthermore, the scenario is
again expanded with an additional scenario, in which the same collective storage facility is employed. Here,
an ATES system is used for seasonal storage, while daily fluctuations are absorbed in a buffer TTES, as shown
in Figure 3.3

Table 3.5: Characteristics of the second scenario

Scenario Heat supply Supply temperature [°C] Storage Supply method
2a ULTDH 25 - Water-to-water HP
2b ULTDH 25 ATES/TTES Water-to-water HP

(a) Scenario 2a: ULTDH

(b) Scenario 2b: ULTDH with collective storage

Figure 3.3: Schematic view of scenario 1a and 1b
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3.2.3. Scenario 3: combined ULT/MTDH
The third scenario which is assessed relies on the combined use of the ULT collective waste heat net and the
MT heat net as heat sources. To keep heat losses in the DHN low, all the buildings which can use underfloor
heating will be connected to the ULTDH. For all the buildings which cannot use underfloor heating due to
their insufficient insulation, an MTDH is used to provide heat. This division of buildings connected to the
different DHNs is shown in Figure 3.4. Here, the red buildings will rely on MTDH, while the purple buildings
will be supplied by ULTDH combined with individual HPs. Furthermore, the scenario is again expanded with
an additional scenario, in which the same collective storage facility is employed. Here, an ATES system is used
for seasonal storage, while daily fluctuations are absorbed in a buffer TTES. The schematics of the DHNs will
be the same as the MTDH network in scenario 1 and the ULDH network 2 respectively, shown in Figures 3.2
and 3.3.

Table 3.6: Characteristics of the third scenario

Scenario Heat supply Supply temperature [°C] Storage Supply method
3a Combined ULT/MTDH 25/70 - Water-to-water HP / HEX
3b Combined ULT/MTDH 25/70 ATES/TTES Water-to-water HP / HEX

Figure 3.4: Distribution of the ULTDH and MTDH connected buildings for scenario 3

3.2.4. Scenario 4: all-electric
The last scenario is used as a reference scenario to compare the previous DHN scenarios with an alternative
way of gas-free heating. This scenario is based on an all-electric approach, in which the heating demand will
be covered by individual air-to-water HPs for each household, which utilize the outside air as a heat source.
Using this kind of HPs eliminates the need for a DHN.
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In this chapter, the framework of the model will be treated. First, the structure of the model will be explained.
Next, the characteristics of the consumer heat demand will be discussed and implemented in a Simulink
model, which is validated with various data. Subsequently, the modeling of the DHN will be discussed, as well
as the implementation and modeling of an ATES system integrated into the DHN. Finally, the implementation
of costs and the KPIs of the DHN scenarios will be discussed. It must be noted that the consumer heat demand
is highly dependent on weather conditions and consumer behavior. The conditions in this case study are
chosen to simulate the future heat demand, in which warmer years are more common due to climate change.
For this reason, the year 2014 has been chosen as a reference year, because this is the hottest year on record
of which all the required data for this study was easily available.

4.1. Structure of the model
To assess the feasibility of the implementation of TES in the DHN scenarios of the case study, a model is de-
signed which performs thermodynamic calculations of the DHN scenarios on an hourly basis. The model
consists of a Simulink model, supported by multiple Matlab scripts, which either provide input data or pro-
cess the output data provided by the Simulink model. The Simulink model is designed with a bottom-up
approach, where the ends of the DHN piping are taken as a starting point. Subsequently, the calculations
follow the DHN, through all of the consumers, all the way towards the heat source. Figure 4.1 shows a visu-
alization of the calculation order of the model. Here, the model starts with initial conditions at the end of
the piping, as shown on the left. Subsequently, the model calculates from the left to the right, through all the
consumers and ending at the heat source.

Figure 4.1: Visualization of the calculation order of the Simulink model
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Figure 4.2 shows a flowchart of the structure of the whole model. In the first place, an input for the Simulink
model is made in a Matlab start-up file. Subsequently, the Simulink model computes the DHN scenarios.
Finally, a Matlab end file will process the exported data and run a storage model before providing the required
results for the evaluation of the KPIs.

In the Matlab start-up file, weather and consumer data are provided to create the required input for the
Simulink model. Next, the Simulink model will perform further calculations with this input. The Simulink
model can be divided into three main sections. The first one contains the consumer heat demand. This sec-
tion combines the Matlab input and initial conditions for the DHN and calculates the respective consumer’s
heat demand. Next, a part of the district heating network is composed. Here, the dimensions of the piping,
as well as its heat and pressure losses, are calculated until the next consumer is met in the network. Now, the
initial conditions are replaced by the conditions of the network at the place of the consumer. Subsequently,
the respective consumer’s heat demand and its influence on the network are calculated and the next part of
the network is composed again. This will be repeated until the whole network is covered. At last, the required
heat supply of the heat source is found by evaluating the needs of the network. A version of this Simulink
model is made for each scenario of the case study.

The Simulink model exports its results to the Matlab end file, which processes the calculated data regarding
the required KPIs. Before the data processing is done, a storage model assesses the implementation of a
storage system in each scenario. Because this storage model is used to evaluate the required magnitude of
the systems, it is designed in Matlab after the Simulink model has computed all of the required data. Finally,
with all the results from the Simulink and Matlab model, the KPIs of the different scenarios can be evaluated.

Figure 4.2: Flowchart of the structure of the model used for the case study
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4.2. Consumer heat demand
The first important component of the Simulink model is the heat demand of the consumers in the DHN. The
heat demand of a consumer can be described by two significant parts. The first one is the heat needed for
space heating due to envelope losses of the building to the surroundings. The other part is the demand for
DHW usage by the consumers that must be met. This section addresses the ways how both of these demands
are modeled.

4.2.1. DHW demand
Friedel et al. [25] approached the DHW demand of multiple households in the Netherlands with different
heat technologies and concluded that on average 1.3 kWh of heat is required for DHW per day per resident.
Because DHW is not used constantly throughout the day, a profile is needed to simulate the DHW heat de-
mand. Ahmed et al. [2] derived hourly DHW profiles for various apartments with different groups of people.
From this study, the fraction-based profile of the total daily DHW heat demand, which can be seen in Figure
4.3 as the blue line, is constructed for one person. Dependent on the number of residents in a building, the
hourly profile will be multiplied by the total daily DHW heat demand to simulate the dynamic demands. For
commercial buildings, the DHW demand is assumed to be negligible due to the absence of showers.

Figure 4.3: Hourly DHW heat demand profile based on percentages of the total daily heat demand (blue), together with the DHW
supply from the tank (red) and from the DHN (yellow), adapted from Ahmed et al. [2]

To avoid high peaks in the DHN due to simultaneous use of DHW of various households, buffer tanks are
implemented in the dwellings. Because the blue DHW profile in Figure 4.3 is fraction based on the total daily
DHW demand, the buffer tank will be scaled the same way. It is assumed that the buffer tank is fully emptied
and filled within 24 hours, without thermal losses. Therefore, the heat demand of the buffer tank is designed
as Q̇D HW,t ank = 1

24 ·QD HW,d ai l y . By subtracting the filling rate of 1
24 of the DHW profile of the house, the

DHW profile can now be met by two supply principles. The first one being the DHW supply from the DHN,
shown as the yellow line in Figure 4.3. The DHN originated DHW supply either supplies to the buffer tank or
directly to the DHW, depending on the DHW demand. The second one is the DHW supply from the buffer
tank, shown as the red line in Figure 4.3. When the DHW profile (blue) is lower than the DHW supply (yellow),
excess heat is stored in the buffer tank (red). When the DHW profile (blue) is higher than the DHW supply
(yellow), the stored heat is extracted from the buffer tank (red). When the DHW supply from the buffer tank
has a negative value it means the buffer tank is being filled and when it has a positive value it supplies DHW
to the house. The capacity of the buffer tank can be determined by finding the largest enclosed area between
the red line and the zero line. This area represents the fraction of the total heat demand which must be stored
in the buffer tank. The capacity of the buffer tank is then calculated by multiplying the area with the total
heat demand.
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4.2.2. Space heating demand
The space heating demand of a building is influenced by the building its properties, conditions of the sur-
roundings and internal heat gains. Because internal heat gains are relatively small compared to the space
heating demand caused by outside conditions, internal heat gains are neglected in this study. The space
heating demand is mainly caused by envelope losses to the surroundings. These losses are characterized by
Equation 4.1, where Q̇loss [W] is the heat loss rate to the surroundings, U [W/m2K] and A [m2] are the heat
transfer coefficient and area of segments of the buildings envelope, Ti nsi de [K] is the inside temperature of
the building and Tout si de [K] is the temperature of the surroundings. The inside temperature of the building
is mainly influenced by a thermostat. Normally, people will not be at home the whole day. However, due to
the current state of COVID-19 measures, most people are working from home. To maintain a comfortable
environment it is assumed that the thermostat setting of the residential buildings equals 20.5°C at all times.
For simplicity reasons, the inside temperature in the model will be equal to the corresponding temperature
of the thermostat setting. Because the scope of this research is on DHN for residential applications and only
a small fraction of the buildings are commercial buildings, it is assumed that the commercial buildings have
the same temperature regulation as the residential buildings.

Q̇loss =
Ω P

U A · (Ti nsi de °Tout si de ) , Ti nsi de °Tout si de > 0
0, Ti nsi de °Tout si de ∑ 0

(4.1)

Because most of the buildings in the case study area will be newly built, an estimate is made of the buildings’
dimensions. This estimate contains the floor surface, number of floors and the fact that the buildings will
have flat roofs. The same data is available of the buildings that have already been build. To assess the required
segment areas of the buildings, the following assumptions have been made. Only flat roofs are considered,
therefore is the roof area Ar oo f [m2] equal to the ground floor area Ag r ound [m2] as shown in Equation 4.2.
According to the Office of the Deputy Prime Minister of the United Kingdom [51], the window area Awi ndow
[m2] of a building can be assumed as a quarter of the total floor area, which roughly equals to the ground
area Ag r ound [m2] multiplied by the number of levels n [-] of the building, as shown in Equation 4.3. Finally,
it is assumed that the external wall area Aw all [m2] is equal to the square root of the ground floor Ag r ound
[m2], multiplied by 4 to account for all the sides of the building, multiplied by the average height of a level h
[m], multiplied by the number of levels n [-] of the building, minus the window area Awi ndow , as shown in
Equation 4.4.

Ar oo f = Ag r ound (4.2)

Awi ndow = 1
4

n Ag r ound (4.3)

Aw all = nh4
q

Ag r ound ° Awi ndow (4.4)

Rijksdienst voor Ondernemend Nederland [55] published a document with representative building examples
of the Netherlands, together with its building properties. From this document, it can be concluded that the
heat transfer coefficients of different segments of the buildings depend on the buildings’ energy label and
type of window glazing. An overview of these heat transfer coefficients can be seen in Table 4.1 and Table 4.2.
For the values corresponding with energy label A+, the minimum allowed values of ’Bouwbesluit 2012 online’
of the Rijksoverheid [45] have been used for reference. The provided heat transfer coefficients can be used
together with the area of the buildings segment of the case study to calculate

P
U A of Equation 4.1.

Table 4.1: Overall heat transfer coefficient of building segments categorized by its energy label [55], [45]

Energy label
A+ B C D E F G

Ground floor [W/m2K] 0.29 0.36 0.64 1.28 2.33 1.72 2.44
Roof [W/m2K] 0.17 0.36 0.64 0.64 0.89 1.54 2.08

Outer wall [W/m2K] 0.22 0.36 0.64 0.64 1.45 1.61 2.22
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Table 4.2: Overall heat transfer coefficient of different types of window glazing [55]

Single-pane Double-pane HR++ Triple-pane
Windows [W/m2K] 5.20 2.90 1.10 0.50

For heat loss to occur in a building, a temperature difference between the inside and outside of the building
must be present. As stated before, the inside temperature of a building can be assumed to have a daily recur-
ring profile influenced by the thermostat. The outside temperature, however, is highly fluctuating throughout
the year. The KNMI [36] provides accurate measurements of the outside temperature at various weather sta-
tions in the Netherlands for the last 70 years. Figure 4.4 shows the temperature profile of the year 2014 mea-
sured at the weather station positioned most nearby the case study area. This data can be used to simulate
an hourly temperature profile of the case study area.

Figure 4.4: Hourly temperature profile of 2014 at weather station Berkhout, adapted from KNMI [36]

Besides envelope losses to the surroundings, also heat gains occur due to solar radiation through windows.
Because these heat gains are considered to be significant, they are subtracted from the envelope losses to de-
termine the space heating demand. To determine the solar radiation through windows, a couple of assump-
tions are made. The solar radiation through windows is dependent on the sun’s rotation and the orientation
of the windows. However, these orientations are not always known. Therefore, the windows of a building are
viewed as vertical planes, of which the total window area is equally divided over the four sides of the building.
It is also assumed that each side of the building faces one of the cardinal directions.

The EU Science Hub [21] has developed a photovoltaic geographical information system (PVGIS) tool, which
provides full data sets of solar irradiance per hour for long periods at self-chosen locations. With this tool,
the direct in-plane irradiance Gb [W/m2] and diffuse in-plane irradiance Gd [W/m2] on vertical planes facing
certain cardinal directions can be determined. Together with the total area of the windows and the transmit-
tance factor of the type of glazing, the solar heat gain through windows can be simulated by Equation 4.5.
Here, Q̇sol [W] is the heat flow through the window, Awi ndow [m2] is the total area of a buildings windows,
gsol [-] is the solar transmittance factor of the type of glazing of the window, GN

b [W/m2], GE
b [W/m2], GS

b
[W/m2] and GW

b [W/m2] are the direct in-plane irradiances in the four cardinal directions and GN
d [W/m2],

GE
d [W/m2], GS

d [W/m2] and GW
d [W/m2] are the diffuse in-plane irradiances in the four cardinal directions.

Figure 4.5 illustrates an hourly solar heat gain profile per overall window area in the year 2014 in blue, together
with its moving average with a sliding window of 24 hours in orange. Here, it can be seen that the profile is
fluctuating on a daily basis, with a higher heat gain in summer than in winter.

Q̇sol = Awi ndow gsol
1
4

°
GN

b +GE
b +GS

b +GW
b +GN

d +GE
d +GS

d +GW
d

¢
(4.5)
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Figure 4.5: Hourly solar heat gain profile of 2014 in Heerhugowaard (blue) and its moving average (orange)

Because heating is usually not done when the outside temperature is above a certain threshold, the concept
of heating degree days (HDD) is applied to assign this threshold. An HDD is the number of degrees that a day
its average temperature is below a base value for the outside temperature, below which a building is assumed
to need space heating. If the daily average temperature outside is above this base value, no heating is applied.
According to the European Environment Agency, this base value is 15.5°C within Europe. The HDD profile of
the year 2014 is shown in Figure 4.6. During the summer of 2014, the heating degree days equals zero quite
some of the time. To make sure no heat demand is simulated at these moments, the condition is created
where the heat demand is equal to zero when the heating degree day is zero.

Figure 4.6: Daily HDD profile of 2014 at weather station Berkhout, adapted from KNMI [37]
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4.2.3. Consumer heat demand profile
The heat demand profile of the consumers can be simulated by the combined use of the DHW demand profile
and space heating demand profile, discussed in Section 4.2. The heat demand of the consumer can now be
calculated by Equation 4.6, where Q̇dem [W] is the total heat demand per hour of the consumer, Q̇D HW [W]
is the DHW heat demand, Q̇loss [W] is the heat loss to the surroundings, Q̇sol [W] is the solar heat gain and
THDD [°C] is the HDD. Figure 4.7 shows the heat demand profile of a consumer, simulated by the use of
Equation 4.6 and the previously assigned profiles. Here, the blue line is the hourly heat demand profile in
W and the orange line is a moving average, with a sliding window of 24 hours, computed of the hourly heat
demand profile.

Q̇dem =
Ω

Q̇D HW +Q̇loss °Q̇sol , ¢THDD > 0 and Q̇loss > Q̇sol
Q̇D HW , ¢THDD = 0 or Q̇loss ∑ Q̇sol

(4.6)

Figure 4.7: Consumer heat demand profile with the hourly heat demand of a consumer (blue) and its moving average (orange)

4.2.4. Validation
For validation of the consumer heat demand profile, a heat demand profile data set from ECN (Energieon-
derzoek Centrum Nederland, part of TNO) is used as a reference. This data set was provided to Resourcefully
by ECN for a previous study and contains hourly heat demand data for various residential buildings with dif-
ferent characteristics and heating techniques. This data was generated by a heat demand profile model in
which heat loss patterns and energy demand patterns for heat, gas and electricity are simulated on building
level. The hourly heat demand profile concerns both space heating and raw DHW usage (without a buffer
tank). By identifying the various inputs for the provided data set and using them as a baseline for the input
for the Simulink model, the Simulink can be validated with regard to the model of ECN. The inputs for the
chosen reference case are shown in Table 4.3.

Table 4.3: Comparison of inputs for the reference case and the Simulink model

Variables ECN input Model input Model calculated
User surface [m2] 103.1 103.1
Roof surface [m2] 65.4 51.9

Ground floor surface [m2] 51.9 51.9
External wall surface [m2] 43.6 48.74

Window surface [m2] 21.6 25.77
U value roof [W/m2K] 0.89 0.89

U value ground floor [W/m2K] 2.33 2.33
U value external wall [W/m2K] 1.45 1.45

U value window [W/m2K] 2.9 2.9
UA total [W/K] 305 312.5

Inside temperature Iterative thermal mass and thermostat profile Maintaining a comfortable 20.5°C
Outside temperature KNMI hourly profile of 1987 KNMI hourly profile of 1987

Global irradiance Irradiation 1987 on south facing vertical plane Irradiation 2014 on south facing vertical plane
g-value of the window [-] 0.7 0.7 -

Daily DHW demand [kWh] 4.3 - 2.99
Number of residents - 2.3 -
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The ECN model uses weighted mean values of a terraced house of ’Voorbeeldwoningen 2011 Bestaande
bouw’ [55] for the building its surface areas. Because these surface areas are not known for the case study
area, a derivation is made for the required surface areas from the ground surface and user surface of a build-
ing, which are known values in the case study. In the last column of Table 4.3, the calculated surface areas for
the reference case are shown. The inputs for the overall heat transfer coefficients of the buildings segments
are the same for both the ECN model and the case study model and do also originate from ’Voorbeeldwonin-
gen 2011 Bestaande bouw’. The inside temperature profile of the ECN model is approached by an iterative
thermal mass calculation, where a fluctuating thermostat setting identifies the need for space heating. To
minimize computational power, the Simulink model does not account for thermal mass because it has to be
able to determine the space heating for various buildings. Also, the inside temperatures of the buildings equal
a constant value of 20.5°C, as explained in Section 4.2.2. In both models, the outside temperature profile is
provided by measurements of the year 1987 at KNMI’s facility at ’the Bilt’ [36]. This year was chosen by ECN
for its model for its harsh winter to illustrate a worst-case scenario. The global irradiation profile used in the
ECN model is provided by Meteonorm [43] and is based on historical data of the solar irradiation on a south-
facing vertical plane in 1987 at ’the Bilt’. Because this data was not available for the Simulink model, the same
kind of irradiation profile has been generated by PVGIS [21] for another year and has been scaled to meet
the same annual irradiance. To compute the solar heat gain through the windows the same g-value of 0.7 for
the glazing is used in both models, assuming double glazed windows. Finally, a daily DHW demand profile
is used for the ECN model, which accounts for a total daily DHW demand of 4.3 kWh per building. Because
the Simulink model does not account for a total daily DHW demand but for the number of residents of the
building, the number of residents of the average household of ’Voorbeeldwoningen 2011 Bestaande bouw’ is
chosen as input.

In Figure 4.8 the hourly heat demand profiles from ECN (orange) and the Simulink model (blue) are com-
pared. Here, it can be seen that the profile of ECN is much more fluctuating than the profile of the Simulink
model. It is important to state that one very high peak and drop occur every 24 hours and only lasts for one
hour. After that, the heating demand recovers to a less fluctuating profile. This behavior indicates that the
ECN model probably has implemented a control system that boosts space heating demand in the morning
and limits space heating demand in the evening.

Figure 4.8: Comparison of a heat demand profile for an example building generated by the Simulink model (blue) and ECN (orange)

To eliminate these two reoccurring high fluctuations in ECN’s heat demand, a moving average of both of the
profiles is computed. This way a better comparison can be made about the behavior of the overall profiles.
These moving average profiles can be seen in Figure 4.9, where the Simulink model is again blue and the ECN
model again orange. Here, it can be seen that the demand profiles have a similar fluctuating pattern. Overall
the Simulink model has a slightly higher demand than the ECN model, but this can be explained by the fact
that the inside temperature of the building is kept at 20.5°C at all times.
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Figure 4.9: Comparison of a heat demand profile for an example building generated by the Simulink model (blue) and ECN (orange)

To assess the discrepancy between the models, its relative deviation can be calculated. This is done with both
the moving average heat demand profiles and the total heat demand over the year. For the total heat demand,
the relative deviation is calculated as shown in Equation 4.7, where ær el [%] is the relative deviation from the
ECN model in percentages, Qsi m [kWh] is the total heat demand of the Simulink model and QEC N [kWh] the
total heat demand of the ECN model. When assessing the relative deviation of the moving average profiles,
the root-mean-square (RMS) is taken from the relative deviation to compute the deviation in one number.
Also, instead of total heat demands, the heat demands per hour Q̇si m [kW] and Q̇EC N [kW] are used.

ær el =
Qsi m °QEC N

QEC N
·100 (4.7)

Additional validation with real heat demand data can be done with ’Kleinverbruiksdata’ from Liander [41], a
Dutch utility company in Amsterdam. The ’kleinverbruiksdata’ contains the average yearly gas usage of 2019
per postal code and its number of connections. The raw heat demand of the buildings can be deduced from
the yearly gas usage as shown in Equation 4.8. Where, Gc [m3] is the yearly gas consumption, H HV [kWh/m3]
is the higher heating value of natural gas and ¥HR107 is the H HV efficiency of an HR107 boiler, which equals
96% [7]. By replacing QEC N by Qg as in Equation 4.7, the relative deviation of the total heat demand can again
be computed.

Qg as =Gc ·H HV ·¥HR107 (4.8)

Because the required data is not available for the case study area in Heerhugowaard, an area in Amsterdam
called ’KNSM eiland’ is used for the validation. This area is chosen because of another study done for Re-
sourcefully which provides additional information about the buildings. The following four buildings, charac-
terized by their different postal codes, have been chosen for their similarity with the building types in the case
study area. Building 1019 LG is a tall flat with 22 stories containing a total of 112 apartments of energy label C.
Building 1019 LH and building 1019 LJ are both relatively big apartment complexes with 6 stories containing
a total of 52 apartments of energy label C. Building 1019 LK is a smaller apartment complex with 8 stories
containing a total of 27 apartments of energy label B. The results of both validation methods can be seen in
Table 4.4.

Table 4.4: Relative deviations of the model to reference data

Reference Building Energy label ær el of total heat demand RMS of ær el of moving average heat demand
ECN model - - 21.02% 3.67%

Liander 1019 LG C -15.47% -
Liander 1019 LH C 1.40% -
Liander 1019 LJ C 1.30% -
Liander 1019 LK B 2.75% -



40 4. Framework of the model

As can be seen in Table 4.4, some deviation is present between the Simulink model and its references. The be-
havior of the moving average heat demand seems to be matching the ECN model quite well, which indicates
a reliable profile. The total heat demand of the ECN model and the Simulink model deviates a bit. However,
the validation of the total heat demand of the model with the Liander data shows little deviation, which in-
dicates that the model is working in the right magnitude. The heat demand of the buildings depends on the
behavior of the residents as well, thus the outcome of models or measured data should not be taken too liter-
ally. Therefore, the fact that the Simulink model is operating in the right magnitude of the Liander data and
matching the profile of the ECN model, indicates that the Simulink model gives a reliable approximation of
the case study area.

4.3. District heating network
Besides the consumer heat demand, estimated in Section 4.2, the grid of the district heating and its com-
ponents must be composed as well. As stated before, the model will be based on a bottom-up approach.
Therefore, the ends of the DHN piping are taken as a starting point. Subsequently, the calculations follow the
piping towards the heat source. Figure 4.10 shows a visualization of this approach. The calculations follow
from left to right, beginning at the end of the pipe branch and updating the supply and return lines after each
building, working towards a junction where other pipe branches meet. Because the calculation order is from
left to right, the supply line is calculated in reverse. This is taken into account during all the calculations of
the supply line. This section will address more details about this approach. The pipe end block, on the left
of Figure 4.10, contains the initial conditions of the calculations. Its content is shown in Figure 4.11. Here,
the initial mass flow, temperature and pressure of the supply and return lines are set. To maintain a sufficient
velocity in the pipes at the end of the network, it is assumed that a small amount of mass flow bypasses the
last building. This means that the end of the supply line will turn into the beginning of the return line. The
bypass mass flow can be increased if the heat losses at the last consumers are too high.

Figure 4.10: Visualization of the Simulink model approach, where the calculation order is from left to right and the supply line is
calculated in reverse

Figure 4.11: Content of the pipe end block of the Simulink model
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4.3.1. Consumer supply set
In Section 4.2, the consumer heat demand is estimated. With this heat demand and the characteristics of
the supply set, the heat demand that must be supplied by the network can be determined. For the MTDH
scenarios, it is assumed that a counterflow plate HEX is used to supply the heat from the net to the consumer.
This distribution results in the consumer supply set shown in Figure 4.12, where the grey block represents
the counterflow plate HEX. It is assumed that no accumulation of mass is present in the supply set. Here
Equations 4.9, 4.10 and 4.11 are identified, where Q̇dem is the consumer’s heat demand, ṁcons [kg/s] the
required mass flow to meet the consumer’s heat demand, cp [J/kgK] is the specific heat of the distributed
water, ¢T [K] the temperature difference between the consumer’s HEX in- and outlet, ṁsup,i n [kg/s] and
ṁsup,out [kg/s] are the in- and outlet mass flow of the supply line respectively, ṁr et ,i n [kg/s] and ṁr et ,out
[kg/s] are the in- and outlet mass flow of the return line respectively.

ṁcons =
Q̇dem

cp ·¢T
(4.9)

ṁr et ,out = ṁr et ,i n +ṁcons (4.10)

ṁsup,out = ṁsup,i n °ṁcons (4.11)

Figure 4.12: Consumer supply set connected to supply (orange) and return (blue) line of the DHN, with direction of flows

In the HEX, it is assumed that the consumer mass flow, flowing through the HEX, is cooled by 30 K, resulting
in Equation 4.12, which evaluates the outlet temperature of the return line Tr et ,out [°C]. Here, Tr et ,i n [°C] is
the inlet temperature of the return line, Tsup [°C] is the temperature of the supply line, which stays constant
throughout the supply set, and ¢THE X [°C] is the temperature drop across the HEX. The HEX in the model
accounts for both the DHW and space heating demand.

Tr et ,out =
ṁr et ,i nTr et ,i n +ṁcons

°
Tsup °¢THE X

¢

ṁr et ,out
(4.12)

Finally, as shown in Equation 4.13, the pressure balance can be composed according to Bernoulli’s principle
at both the supply and the return line [72]. Here, Ω [kg/m3] is the density of the distributed fluid, Ac [m2] is
the cross-section area of the pipes and pi n [Pa] and pout [Pa] are the pressures, vi n [m/s] and vout [m/s] are
the velocities and ṁi n [kg/s] and ṁout [kg/s] are the mass flows at the out and inlet of the control volume
respectively.

pout = pi n + 1
2
Ω

°
v2

i n ° v2
out

¢
= pi n + 1

2Ω

√
ṁ2

i n °ṁ2
out

A2
c

!
(4.13)
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For the ULTDH scenarios, it is assumed that water-to-water heat pumps are implemented into the supply set
to supply the heat from the net to the consumers. The space heating demand in the new buildings will be de-
livered by underfloor heating, which requires a supply temperature of 45°C and provides a return temperature
of 35°C. According to the technical data sheet of Viessmann [69], when implementing a water-to-water heat
pump with a supply temperature at the evaporator of 25°C and a supply temperature at the condenser of 45°C,
a coefficient of performance (COP) of 6.32 can be assumed. For the DHW demand, a supply temperature of
65°C is required to prevent legionella growth [35]. Viessmann [69] assumes a COP of 3.63 for a heat pump with
a supply temperature at the evaporator of 25°C and a supply temperature at the condenser of 65°C. In the case
where these heat pumps are used, the required mass flow ṁcons [kg/s] to meet the consumer’s heat demand
is determined by Equation 4.14. Here,

P
Q̇HP [W] is the heat demand of the heat pumps, given by Equation

4.15, where Q̇dem,space [W] and Q̇dem,D HW [W] are the heat demands of space heating and DHW respectively
and COP45°C [-] and COP65°C [-] are the COPs for the two different supply temperatures mentioned above.
The electricity demand of the heat pumps can be determined by Equation 4.16. On the occasion where the
old buildings do not have underfloor heating but are still using radiators, the heat pump will deliver a supply
temperature of 65°C for space heating and both COPs should be COP65°C .

ṁcons =
P

Q̇HP

cp ·¢T
(4.14)

X
Q̇HP = Q̇dem,space ·

µ
COP45°C °1

COP45°C

∂
+Q̇dem,D HW ·

µ
COP65°C °1

COP65°C

∂
(4.15)

X
PHP =

Q̇dem,space

COP45°C
+

Q̇dem,D HW

COP65°C
(4.16)

The Simulink model from Figure 4.10 contains building level blocks. The content of such a block is shown in
Figure 4.13. From left to right, first the consumer heat demand is calculated as explained in Section 4.2. Then,
the consumer mass flow is computed in the HEX area, according to Equation 4.9. Subsequently, in the supply
set area, the inputs from the pipes and the building are acquired and translated into the required output.
Here, Equations 4.10, 4.11 and 4.12 are used in the top grey subsystem to determine the outgoing flows and
temperatures and Equation 4.13 is used in the bottom grey subsystem to determine the outgoing pressures.
In the case of the ULTDH scenarios, not only the raw heat demand is obtained but also the electricity demand
of the heat pumps.

Figure 4.13: Simulink model on building level with from left to right: the consumer heat demand calculation, the required mass flow
calculation and finally the supply and return pipe calculations
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4.3.2. Grid

The grid of the DH network is dependent on the layout of the piping in the case study area. In Figure 4.14, the
chosen layout of each scenario is shown. Here, the red lines represent the medium temperature (70°C/40°C)
network originating from the MT heat source (the thick glowing red line) and the purple lines represent the
ultra low temperature (25°C/12°C) network originating from the ULT heat source (the thick glowing purple
line). For scenario 3, Figure 3.4 is used as a basis for the distribution of buildings connected to either the ULT
or MTDH. To ensure easy installation and maintenance, the piping is mostly placed next to the street. Also,
the number of connections to the existing ULT/MT heat sources have been minimized to one per heat source.

(a) Scenario 1: MTDH

(b) Scenario 2: ULTDH

(c) Scenario 3: Combined ULTDH/MTDH

Figure 4.14: Layout of the piping for the different scenario’s of the case study, where the red lines represent the MTDH and the purple
lines the ULTDH



44 4. Framework of the model

The diameters of the pipes depend on the required mass flow in the grid and can be calculated with the use
of Equation 4.17. Here, d [m] is the diameter of the pipe, ṁ [kg/s] is the mass flow of water in the pipe, Ω
[kg/m3] is the density of the water and v [m/s] is the flow velocity of the water.

d =
s

4 ·ṁ
Ω · v ·º (4.17)

According to the ISSO publication 7 ’Grondleidingen voor warmte- en koudetransport’ [35], the flow velocity
inside the pipe has a maximum allowed value of 3 m/s. Furthermore, the Plumbing Engineering Services
Design Guide by the Institute of Plumbing [63] recommends a maximum allowed pressure drop per unit
length of 400 Pa/m for the design of a DHN. The major pressure losses in the pipe can be approached by the

Darcy-Weisbach equation shown in Equation 4.18. Here,
¢pma j or

L [Pa/m] is the pressure drop per unit length
in the pipe due to major losses, f [-] is the Darcy-Weisbach friction factor and Ω [kg/m3] is the density and v
[m/s] is the velocity of the distributed water. According to ISSO publication 7 [35], the minor losses in DHN
can be approximated by roughly 10% of the piping’s major losses. Therefore, a factor of 1.1 is implemented in
Equation 4.19 for the total pressure drop per unit length ¢ptot

L [Pa/m]. Furthermore, the flow will be assumed
to always be turbulent (ReD > 3500), resulting in the approximation of the Darcy-Weisbach friction factor by
the Haaland equation shown in Equation 4.20. Here, ≤ [m] is the wall roughness of the pipe, d [m] is the inner
diameter of the pipe and ReD [-] is the Reynolds number of the flow. For a flow inside of a pipe, the Reynolds
number can be evaluated by Equation 4.21. Here, v [m/s] is the flow speed, d [m] is the inner diameter of the
pipe, Ω [kg/m3] is the density and µ [kg/ms] is the dynamic viscosity of the fluid respectively.

¢pma j or

L
= f

d
· 1

2
Ω · v2 (4.18)

¢ptot

L
= 1.1 ·

¢pma j or

L
(4.19)
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∂1.11∏
(4.20)

ReD = v ·d ·Ω
µ

(4.21)

Thermaflex, a supplier specialized in pipe systems for heating and sanitary applications, provides insulated
pipes in various diameters. These pipes are made of a polybutene inner pipe, with a wall roughness of 0.01
mm, surrounded by a layer of polyolefin foam enclosed by an outer casing of polyethylene [66]. With the
previously mentioned approach for finding the diameter for a pipe, a choice can be made out of Table 4.5,
which contains the nominal diameters (DN) in which Thermaflex provides pipes. This table also contains the
heat loss per unit length of the pipe for different diameters and distribution temperatures, which are used
to estimate the heat loss in the model. The temperature drop in the pipes can be approximated by Equation

4.22. Here, ¢Tl oss [K] is the temperature drop over the length of the pipe, Q̇
L [W/m] is the heat loss per unit

length from Table 4.5, L [m] is the length of the pipe, cp [J/kgK] is the specific heat of the medium and ṁ
[kg/s] is the mass flow of the medium.

¢Tloss =
Q̇
L ·L

cp ·ṁ
(4.22)
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Table 4.5: Heat loss per unit length in W/m for different inner diameters and distribution temperatures of pipings, adapted from
’Technical Data Sheet: Flexalen 600’ [66]

Heat loss per unit length [W/m]

DN [mm]
Average distribution temperature [°C]

20 30 40 50 60 70 80
20 1.390 2.824 4.302 5.822 7.385 8.990 10.638
25 1.713 3.479 5.297 7.167 9.088 11.061 13.084
32 2.168 4.401 6.698 8.641 10.947 13.311 15.732
40 2.072 4.203 6.393 8.641 10.947 13.311 15.732
50 2.754 5.583 8.488 11.468 14.521 17.647 20.846
65 3.673 7.443 11.307 15.265 19.315 23.458 27.690
80 3.204 6.489 9.855 13.299 16.823 20.425 24.104

100-1 3.386 6.850 10.393 14.012 17.708 21.479 25.326
100-2 4.114 8.323 12.624 17.018 21.503 26.078 30.743

In Figure 4.10, the grid sections are represented by the pipe losses blocks. For both the supply and return
lines, one of these blocks is implemented between consumers to simulate the losses in the grid. The content
of a pipe loss block of the supply line is shown in Figure 4.15. The pipe losses block consists of an input
section, seen on the left in yellow, and an output section, seen on the right in blue, and two sections that
approach the temperature and pressure losses inside the pipe section. Because the direction of calculation
of the Simulink model is upstream for the supply line, the temperature and pressure losses are added to the
supply line. For the return line, the direction of calculation is downstream and the temperature and pressure
losses are subtracted from the return line. The orange area calculates the temperature loss through the pipe
section according to Equation 4.22. The purple area calculates the pressure drop across the pipe section,
where four Matlab functions are implemented according to Equations 4.17, 4.18, 4.20 and 4.21. To assess
the limits of the velocity and pressure drop of the supply and return line a control block is implemented.
The control block asserts that the input signal is less than a static upper bound, which is equal to either the
maximum velocity or the maximum pressure drop. If the upper bound is exceeded the block produces a
warning signal to indicate a larger pipe diameter is needed.

Figure 4.15: Content of a pipe losses block for the supply line in the Simulink model
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4.4. Circulation pump
To transport the fluid in the DHN, centrifugal pumps are implemented between the heat source and the con-
sumers. The pumps bring the supply line to the required pressure while receiving the return line. Centrifugal
pumps are often used for these kinds of purposes because they can reach high flow rate capabilities with
minimal maintenance. Because the required pump characteristics depend on the required pressure head
and flow rate, different circulation pumps may be chosen for the different scenarios. First, the required deliv-
ery head is determined by the maximum difference between the pressure of the supply and return line in the
scenario. Subsequently, with the maximum flow rate in the DHN of the scenario, the required pump capacity
can be determined. With these two required characteristics determined, a choice is made according to the
Cost Engineering manual of DACE [49]. This document contains multiple centrifugal pumps listed by their
characteristics. The shaft power of the circulation pump Psha f t [W] can be calculated according to Equations
4.23 and 4.24. Here, V̇pump [m3/s] is the pumping capacity, psup [Pa] and pr et [Pa] are the discharge and
suction pressures respectively, ¥pump [-] is the efficiency of the centrifugal pump, ṁsup [kg/s]is the mass flow
of the pumped medium and Ω [kg/m3] is its density. According to the DACE manual, the default efficiency
¥pump [-] for a centrifugal pump is assumed to be 0.75.

Psha f t =
V̇pump ·

°
psup °pr et

¢

¥pump
(4.23)

V̇pump =
ṁsup

Ω
(4.24)

With the calculated shaft power and Equation 4.25, an electric motor can be chosen from the manual which
will be used as the power supply for the pump. In Equation 4.25, Psha f t [W] is the required shaft power that
must be provided, Pel [W] is the required electric power that must be supplied to the electric motor and
¥emotor [-] is the efficiency of the electric motor. According to the DACE manual [49], the default efficiency
¥emotor [-] is assumed to be 0.8 for an electric motor .

Pel =
Psha f t

¥emotor
(4.25)

When the decision for the pump and the electric motor has been made, the manual can be used to provide the
price of the required pumps and electric motors. Also, Equations 4.23 and 4.25 can later be used to determine
the electricity demand of the motor for the yearly pumping profile, after accounting for the efficiency of the
electric motor. This gives an estimate of the operation costs of the pump.

4.5. Heat source
As mentioned in Section 3, two types of heat sources are available in the case study area. For the MTDH
scenarios, an MT heat net can be used as the source of heat. This heat net can supply heat at a temperature
of 70 to 90°C at the place of connection shown in Figure 4.14. The heat of this MT heat net is generated
by a biomass and waste incineration plant, corresponding to a CO2 emission of 10.5 kg/GJ, according to its
supplier [31]. It is assumed that this heat source can easily supply the required peak loads of the case study.
However, to minimize peak loads in the MT heat net and its sources, it may be beneficial to implement storage
to absorb the fluctuating demand of the end-user. This way an almost constant baseload can be provided by
the heat source.

The other option for the heat source of the DHN can be the use of a collective ultra low temperature waste
heat net which can supply heat at a temperature of 25 to 30°C. This collective waste heat net connects indus-
trial and residential complexes, is able to transfer the surplus of heat between different participants and is
currently under development from a small to bigger scale [38]. It is possible to connect this collective waste
heat net to the ULTDH scenarios as a source. Because this heat net depends on the fluctuating surplus of
its users and a small number of storage principles are employed, it is assumed it is required to implement
an ATES in the ULTDH scenarios. An exception will be made for the scenarios without any ATES, where for
simplicity reasons it is assumed that the peak loads can be delivered by the collective heat net. This is done to
illustrate the difference in peak loads on the heat source. However, it is probably not realistic for the collective
heat net to supply the highly fluctuating end-user demand in the case study. According to CE Delft [12], the
CO2 emissions related to (industrial) waste heat, without co-firing, are assumed to be 8.8 kg/GJ.
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4.6. Storage
In order to flatten the load on the heat sources and to store heat during low demand periods, storage facilities
are applied in the scenarios. The location of the storage facility will always be between the heat source and
the first consumer of the DHN. This way, the heat source can benefit from the dampening behavior of the
storage facility on the heat demand of all the consumers. The storage facility consists of an ATES system
with an HP and a buffer TTES. The ATES system operates with multiple well pumps, pumping in the desired
direction. Due to startup time and increased risk of clogging in the wells, it is not efficient to switch between
pumping directions. For that reason, a buffer TTES will be implemented in the storage facility to absorb
the short-term fluctuation in the heat demand, while the ATES system is employed to absorb the long-term
fluctuation. Two process and instrumentation diagrams (P&ID), for the MT scenario, of the connection of the
storage facility to the DHN and heat source, as well as their mass flows, are given in Figure 4.16. Here, the
red arrows represent the supply lines and the blue arrows the return lines from the DHN. Figure 4.16 shows
(a) the P&ID during peak moments, where the ATES system and buffer TTES are both discharging and (b) the
P&ID during moments of low demand, where the ATES system and buffer TTES are both charging. It is also
possible for the ATES system and buffer TTES to (dis)charge separately from each other.

(a) Storage discharging

(b) Storage charging

Figure 4.16: P&ID for the MT scenarios, with (a) the storage discharging phase and (b) the storage charging phase
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4.6.1. Method of calculation
Because the DHN demand profile is fluctuating on a daily and seasonal basis, the related total storage profile
is expected to behave in the same manner. To be able to apply the buffer TTES for short-term storage and
the ATES system for long-term storage, it is key to determine the two different types of fluctuation. For this
application, a method is used which employs a filter technique. This filtering technique is used to separate the
short- from the long-term fluctuations in the storage profile. Before this technique can be used, an estimation
must be made for the storage profile, which is based on an estimated constant source profile that originates
from the mean of the demand profile. A flowchart of this method can be seen in Figure 4.17, which will
be further explained below. Following this method, the power profiles of the short- and long-term storage
systems can be calculated, as well as an updated source profile that accounts for the characteristics of the
storage facility.

Figure 4.17: Flowchart of the method for the storage technique used in the case study
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Foremost, the demand profile of the DHN Q̇dem,calc [W] is calculated by the Simulink model. In the sce-
narios where storage is applied, the power of the source is initially estimated to be constant throughout the
year, while meeting the total heating demand. This is done by assuming the initially estimated source pro-
file Q̇sour ce,est [W] to be equal to the mean of Q̇dem,calc [W], shown in Equation 4.26. In real life, the total
yearly heat demand of the case study area is assumed to be predicted in the right magnitude, facilitating
this approach. By subtracting the source profile Q̇sour ce,est [W] from the demand profile Q̇dem,calc [W], the
potential storage profile Q̇stor ag e,est [W] is found, shown in Equation 4.27.

Q̇sour ce,est = mean
°
Q̇dem,calc

¢
(4.26)

Q̇stor ag e,est = Q̇dem,calc °Q̇sour ce,est (4.27)

As mentioned before, the storage profile is fluctuating on both a daily and seasonal basis. To improve the
performance of the storage techniques, it is beneficial to separate the short- from long-term fluctuations in
the storage profile. This way, the right storage technique can be used for the right type of storage. For this
application, a filter technique is used which dampens the short-term fluctuation by calculating a centered
moving average of the storage profile, with a sliding window of the previous 12 and the next 12 hours, result-
ing in the remaining long-term fluctuating storage profile, as shown by Equation 4.28. This method assumes
a perfect prediction of the network behavior for the upcoming 12 hours. This perfect prediction would be
difficult to obtain in a real system, but such predictions are currently already made quite accurately. There-
fore, to identify the short- and long-term storage profiles, according to which an estimate can be made for
the required characteristics of the storage units, this method is assumed to be realistic and gives a close to
perfect estimate. Furthermore, it is assumed that a control system is employed, which is responsible for the
implementation of the predicted consumer heat demand in the (dis)charging behavior of the storage facility.
By calculating the difference between the storage potential and the long-term storage profile, the short-term
storage profile is found, as shown by Equation 4.29. A representation of this filter technique for a sample
profile is shown in Figure 4.18.

Figure 4.18: Visualization of the filter technique used to separate short-term fluctuation (yellow) and long-term fluctuation (red) for a
sample storage profile (blue)

In Figure 4.18, the blue line represents a sample storage profile, which possesses both short- and long-term
fluctuation. By applying a moving average of the sample profile, as mentioned earlier, the red line is found.
The red line represents the long-term fluctuation segment of the sample profile, where the short-term fluc-
tuation has been dampened. Subsequently, the difference between the sample profile (blue) and the long-
term fluctuation segment (red) is calculated, resulting in the remaining short-term fluctuation segment of the
sample profile shown in the figure as the yellow line. By applying this filter technique in the case study, with
Equations 4.28 and 4.29, the short- and long-term segments of the storage potential can be distinguished
from each other.

Q̇stor ag e,l ong°ter m = movmean
°
Q̇stor ag e,est ,24

¢
(4.28)

Q̇stor ag e,shor t°ter m = Q̇stor ag e,est °Q̇stor ag e,long°ter m (4.29)
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With the calculated short- and long-term storage profile, the power profile of the buffer TTES Q̇T T ES [W] and
ATES/HP system Q̇ AT ES/HP [W] can be determined respectively. This approach will be discussed in the fol-
lowing section. After the power profiles of the buffer TTES and the ATES/HP system have been determined
correctly, they can be added together to create an updated storage profile Q̇stor ag e,calc [W], shown by Equa-
tion 4.30. By subtracting this updated storage profile from the calculated demand profile of the DHN, the
calculated source profile Q̇sour ce,calc [W] is found, which accounts for the buffer TTES and ATES/HP charac-
teristics, as described by Equation 4.31.

Q̇stor ag e,calc = Q̇ AT ES/HP +Q̇T T ES (4.30)

Q̇sour ce,calc = Q̇dem,calc °Q̇stor ag e,calc (4.31)

4.6.2. Storage profiles of the TTES and ATES
After identifying the short- and long-term components of the storage profile, as explained in the previous
section, they can be used together with the characteristics of the respective storage unit to determine the
power profiles of both the buffer TTES and the ATES/HP system.

It is assumed that the TTES will support perfect stratification and insulation, maintaining a gradual increase
of the water temperature from its bottom to the top, as shown in Figure 4.22, without heat losses to the sur-
roundings. To simplify the model significantly, it is also assumed that the buffer TTES is able to deliver in the
required temperature ranges given in Figure 4.16. As a result of these assumptions, the power profile of the
TTES Q̇T T ES [W] is equal to the short-term segment of the storage profile, as shown in Equation 4.32 and ex-
plained in Section 4.6.1. Because the TTES can either be operated in charging or discharging mode, its power
is either negative for charging and positive for discharging, which is illustrated in Figure 4.20c.

Q̇T T ES = Q̇stor ag e,shor t°ter m (4.32)

When computing the power profile of the ATES/HP system, the characteristics of the components of the
system have to be taken into regard. As shown in Figure 4.16, the heat is transferred from the DHN to the
ATES directly via an HEX during the charging phase. This is in contrast to the discharging phase, where the
heat is transferred from the ATES to the DHN via an HP. The HP employs the ATES as a heat source and heats
the return line of the DHN to the required temperature of the supply line when necessary. The temperature
of the cold well of the ATES Twel l ,cold is assumed to be 8°C and the temperature of the hot well Twel l ,hot
is assumed to be 18°C. Moreover, the temperature difference of the evaporator ¢Tevap [K] and the source
temperature of the HP TC [K] are shown by Equations 4.33 and 4.35. For the condenser, the in- and outlet
temperatures are equal to the return and supply temperatures Tr et and Tsup , which fluctuate slightly during
the year. The HP sink temperature TH [K] and the condenser temperature difference ¢Tcond [K] are given by
Equations 4.34 and 4.36. Subsequently, the theoretical maximum efficiency COPcar not [-] and the COP [-]
of the heat pump can be calculated with Equation 4.37. Here, ¥HP [-] is the system efficiency, which equals
around 40% for water-to-water HPs with refrigerant R410A, according to technical data from Viessmann [69].
As the COP is dependent on the fluctuating Tr et and Tsup , the COP will be fluctuating as well.

¢Tevap = Twel l ,hot °Twel l ,cold (4.33)

¢Tcond = Tsup °Tr et (4.34)

TC =
Twel l ,hot +Twel l ,cold

2
(4.35)

TH =
Tsup +Tr et

2
(4.36)

COP = ¥HP ·COPcar not = ¥HP · TH

TH °TC
(4.37)
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Figure 4.19 shows a flowchart of the ATES/HP system and its power profile, which is dependent on the long-
term segment of the previously determined storage profile. Here, it can be seen that the power profile of
the ATES/HP system is divided into a discharge and charge phase. First, the (dis)charging profiles will be
determined, after which the power profile of the ATES/HP system is calculated. Because the (dis)charging
phases are dependent on the previously calculated long-term storage profile and the ATES system must be
able to deliver according to this profile, the power of the discharge phase of the ATES system Q̇di schar g e [W]
equals the positive parts of the long-term storage profile Q̇stor ag e,long°ter m [W], as shown in Equation 4.38.
Subsequently, the ATES system must be able to deliver the positive part of the previously calculated long-term
storage profile but suffers from thermal losses and the influence of the HP. For the ATES system to be able to
deliver the calculated discharge phase, the ATES system must be charged properly, taking into account these
thermal losses and the influence of the HP. This results in the power of the charge phase of the ATES system
Q̇char g e [W] shown in Equation 4.39, where, the power of the charge phase is determined by the negative
values of the long-term storage profile Q̇stor ag e,long°ter m [W], the thermal recovery factor of the ATES system
¥AT ES [-] and the COP [-] of the HP. For the ATES in the case study a thermal recovery factor of ¥AT ES = 0.8
is assumed, because this is considered to be a common factor for low temperature ATES in the Netherlands
according to Bakr et al.[4]. By combining the power of the charging Q̇char g e and discharging phase Q̇di schar g e
of the ATES/HP system, the total power profile of the ATES/HP system Q̇ AT ES/HP [W] can be determined, as
shown by Equation 4.40. This power profile of the ATES/HP system is either positive or negative, depending
on its (dis)charging mode, which is illustrated in Figure 4.20b. Additionally, the electricity consumption of
the employed HP can be determined by Equation 4.41.

Q̇di schar g e =
Ω

Q̇stor ag e,l ong°ter m , Q̇stor ag e,l ong°ter m > 0
0, Q̇stor ag e,l ong°ter m ∑ 0

(4.38)

Q̇char g e =
(

Q̇stor ag e,long°ter m
¥AT ES

°
1° 1

COP

¢
, Q̇stor ag e,long°ter m < 0

0, Q̇stor ag e,long°ter m ∏ 0
(4.39)

Q̇ AT ES/HP = Q̇di schar g e +Q̇char g e (4.40)

PHP =
Q̇di schar g e

COP
(4.41)

Figure 4.19: Flowchart of the ATES/HP system with in- and outgoing flows
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Figure 4.20 gives an illustration of the applied filter technique, explained in Section 4.6.1, applied to the
MTDH scenario 1b. In the figure, the top graph (a) depicts the power profile of the total storage facility
Q̇stor ag e,calc [W], which is determined by the difference of the estimated supply of the heat source and the
heat demand of the DHN. Here, the short- and long-term fluctuations are both still present and must be sep-
arated. The middle graph (b) depicts the power profile of the ATES/HP system Q̇ AT ES/HP [W], which accounts
for the long-term fluctuations. Here, the filter technique and the ATES/HP characteristics explained in Sec-
tion 4.6.1 and 4.6.2 are applied and accounted for to predict the long-term storage behavior for the upcoming
12 hours. Subsequently, the same is done but for the short-term fluctuation and the TTES, resulting in the
power profile of the buffer TTES Q̇T T ES [W] depicted in Figure 4.20c, which accounts for the short-term fluc-
tuations. In the three profiles of the figure, the charging phase is occurring when the power is negative and
the discharging phase when the power is positive. The total storage power profile contains a very high daily
fluctuation and the respective TTES power profile must account for these peaks. Therefore, the TTES must be
able to collect and deliver relatively high loads. However, because these fluctuations occur a couple of times a
day and cancel each other out, the amount of stored heat is not unreasonably high and the TTES is assumed
to be able to handle these high fluctuations. Alternatively, the ATES only accounts for the long-term fluctu-
ation and possesses a much more constant power. Therefore, an enormous amount of heat can accumulate
during the charging phase and be slowly discharged when needed. During autumn and spring, problems can
occur when the ATES is on the boundary of (dis)charging. In practice, control systems may be implemented
which prevent this behavior. However, because the ATES only switches between its (dis)charge phase a few
times a year with plenty of time in between and to simplify the model, it is assumed that this behavior does
not cause any major problems and that the ATES functions appropriately.

Figure 4.20: Power profiles for the total storage facility (a), the ATES system (b) and the buffer TTES (c) for the MT scenario 1b during
one year
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4.6.3. Storage capacities of the TTES and ATES
By performing a cumulative sum of the power profile of the buffer TTES and the power profile of the ATES, the
storage capacity profiles QT T ES [Wh] and Q AT ES [Wh] are calculated. These profiles represent the amount of
energy stored in the respective storage unit. The total required storage capacity for the buffer tank QT T ES,tot
[Wh] or the ATES Q AT ES,tot [Wh] can be determined by finding the difference between the minimum and the
maximum value of the storage capacity profile QT T ES or Q AT ES . Both the storage capacity profiles will be
adjusted in such a way that the storage unit is filled for 50% of its capacity at the beginning of the year, which
is illustrated in Figure 4.21. During summer, when the demand for heat is low, the TTES is not used and
the stored heat remains constant. In reality, this stored heat would be discharged before summer because
it would otherwise slowly dissipate. However, to significantly simplify the model and because the amount
of stored heat is very small compared to the yearly heat supply, it is assumed that a full discharge is not
necessary.

Figure 4.21: Storage capacity profiles for the ATES system (a) and the buffer TTES (b) for the MT scenario 1b during one year

With the required storage capacity profile of the buffer tank, the volume of the tank can be determined. Fol-
lowing Equation 4.42, the amount of stored water mT T ES [kg] can be obtained. Here, QT T ES,max [J] is the
maximum amount of stored heat of the buffer tank, cp [J/kgK] is the specific heat of the stored water, Tsup
[K] and Tr et [K] are the temperatures of the supply and return line respectively. Subsequently, the required
volume of the buffer tank VT T ES [m3] can be calculated with Equation 4.43. Here, Ωw [kg/m3] is the density
of the stored water. The buffer tank will be viewed as a cylinder with height LT T ES [m] and radius rT T ES [m].
The height LT T ES is assumed to be 5 m and radius rT T ES is calculated according to Equation 4.44.

mT T ES =
QT T ES,max

cp ·
°
Tsup °Tr et

¢ (4.42)

VT T ES = mT T ES

Ωw
(4.43)

rT T ES =
s

VT T ES

º ·LT T ES
(4.44)

Figure 4.22: Visualization of the buffer TTES, with its dimensions and its temperature at different levels of stratification for the MT
scenario, adapted from Fröling [26].
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The dimensions of the ATES can be determined in the same manner. The amount of stored water mAT ES
[kg] can be obtained by Equation 4.45. Here Q AT ES,tot [J] is the total capacity of the ATES, cp [J/kgK] is the
specific heat of the stored water,¢TAT ES [K] is the temperature difference of the hot and cold well of the ATES.
Subsequently, the required storage volume of the ATES VAT ES can be calculated with Equation 4.46. Here,
Ωw [kg/m3] is the density of the stored water. Finally, the ATES wells will be viewed as cylinders embedded
between the two impermeable layers which confine the aquifer. Therefore, the height of the cylinder is equal
to the length of the aquifer. With Equation 4.47, the hydraulic radius of the ATES wells can be calculated.
Here, ¡ [-] is the porosity of the ground in the aquifer and L AT ES [m] is the screen length of ATES. According
to Bloemendal and Hartog [6], a common value for the porosity of sandy aquifers in the Netherlands is ¡ =
0.3. Therefore, this is assumed to be the porosity for the ATES in the model.

mAT ES =
Q AT ES,tot

cp ·¢TAT ES
(4.45)

VAT ES = mAT ES

Ωw
(4.46)

r AT ES =
s

VAT ES

¡ ·º ·L AT ES
(4.47)

The ATES employs well pumps in order to pump the stored water up and down in the wells, as shown in
Figure 4.23. These well pumps use electricity to deliver pumping power in order to pump the required water
around. According to Sommer et al. [59], the electric power of the well pumps of an ATES can be calculated by
Equation 4.48. Here, Pwel l [W] is the required electrical power of the well pump, which accounts for pumping
the groundwater from and in the well. Also, n [-] is the number of wells, V̇wel l [m3/h] is the volume displace-
ment inside the well and Ep [Wh/m3] is the electrical energy needed to pump one m3 of groundwater in or
out the well. The calculated electricity usage of the well pumps accounts for the total pumping power of the
well pumps, including pressure losses in the HP and pipes and pressure drop through the porous aquifer. As
provided by IF-Technology, an engineering consultancy firm specialized in geothermal energy, and reported
by Sommer et al. [59], the Ep for an ATES in the Netherlands can be assumed to vary from 0.1 to 0.2 kWh/m3.
This electricity usage is mostly dependent on the (dis)charging behavior of the wells of the ATES system and
its interaction with the aquifer and is only for a small part dependent on the frictional losses in the rest of
the system. Thus, the Ep factor remains reliable, even when an ATES system employs deeper wells and/or
traverses larger distances. In the case study, the characteristics of the ATES systems and their surroundings
are quite similar to the system proposed by Sommer et al. Therefore, it can be assumed that the Ep in the
case study is in the same range as proposed by Sommer et al. and equals an average value of 0.15 kWh/m3.
By combining the electric power of the well pumps Pwel l and the electric power of the HP PHP , which is
described in Equation 4.41, the total electric power of the ATES system is obtained, as shown in Equation
4.49.

Pwel l = n · V̇wel l ·Ep (4.48)

P AT ES = Pwel l +PHP (4.49)

Figure 4.23: Visualization of the ATES system with HP, well pumps and reservoirs
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4.7. Air-to-water heat pumps
In the all-electric reference scenario, instead of using a DHN to supply the households with heat, air-to-water
HPs are employed. Here, each household is equipped with an individual HP. Air-to-water HPs utilize the
outside air as a heat source and are therefore dependent on the outside temperature. Because the outside
temperature fluctuates throughout the year, the COP of these HPs is also fluctuating. According to the tech-
nical data about air-to-water HPs from Viessmann [70], shown in table 4.6, it can be assumed that COPs of
equivalent HPs will be the range as displayed. In the Simulink model, the HPs are modeled in the same way
as described for the ULTDH scenarios in Section 4.3.1, with the following exception. Because the all-electric
scenario employs air-to-water HPs, no supply set is needed to feed the HP with hot water because the HP
utilizes the outside air. Instead, the temperature of the outside air is used as an input to determine the fluc-
tuating COP at the given time. Subsequently, the COP is determined by a 1-D lookup table in the Simulink
model, which either inter- or extrapolates to calculate the specific COP corresponding to the outside temper-
ature in regard to the given COP values in table 4.6. With the calculated COP values, the electricity demand
of the air to water HP can be determined in the same manner as for the water to water HPs by Equation 4.16
in Section 4.3.1. Figure 4.24 gives a visualization of the block which executes this calculation in the Simulink
model. Here, input 1 and 2 represent the DHW and space heat demand of a household respectively, input 3
represents the outside and output 1 represents the final electricity demand of the HP. The ’air-to-water HP’
block replaces the ’HEX’ and ’supply set’ blocks in the Simulink model, which are shown in Figure 4.13 in
Section 4.3.1.

Table 4.6: COP of an air to water HP for outside and supply temperatures, adapted from ’VITOCAL Ontwerphandleiding lucht/water
warmtepompen’ [70]

COP of an air to water HP [-]

Tsup [°C]
Tout si de [°C]

-7 2 7 10 20 30
45 2.36 2.54 3.49 3.79 4.75 6.06
65 1.81 1.94 2.31 2.47 3.05 3.73

Figure 4.24: Content of an air-to-water HP block in the Simulink model
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4.8. Costs
With all the components of the different scenarios chosen and correctly sized, the capital expenditures (CAPEX)
and operating expenditures (OPEX) of the components can be assessed by using the following methods, as
well as the costs for different kinds of energy.

4.8.1. CAPEX
In this subsection, the CAPEX of the components of the DHNs in the case study scenarios will be given. First,
the CAPEX of the different components and their sources will be given. Subsequently, a summary of the
CAPEX of the different components can be seen in Table 4.7.

One of the first components which comes into sight when assessing the CAPEX of the DHNs of the different
scenarios is the heat transfer station (HTS) which transfers heat from the heat source to the distribution net-
work. According to the Vesta MAIS model by the CE Delft [14], CE Delft, Greenvis and Innoforte agreed that
a correct assumption of the CAPEX of an HTS ranges from 125e/kW to 145e/kW. For the different scenarios
in the case study, the average value of 132.50e/kW will be assumed.

Subsequently, the water in the DHN will be pumped around by a circulation pump. With the maximum flow
rate and required pump capacity of the pumps, covered in Section 4.4, the DACE manual [49] can be used to
provide the CAPEX of the selected centrifugal pumps and electric motors.

The CAPEX of the piping consists of both the materials costs for the piping and the installation costs. Accord-
ing to the Vesta MAIS model by the CE Delft [14], the CAPEX can be approached by a range of investment
costs, which takes the uncertainty in installation costs due to different soils into regard. This range is com-
puted based on the maximal transferred heat in a section of the pipe for a temperature difference of 30 K. The
range of costs is described in the Vesta MAIS model by Equation 4.50 and 4.51 and gives the CAPEX in e/m
pipe. Here, Q̇pi pe [MW] is the maximum transferred heat in the section of the pipe in regard to a temperature
difference of 30 K, C APE Xmi n [e/m] is the minimal investment cost of the pipe per unit length, based on
soils that are easy to excavate, such as grass or open pavement. C APE Xmax [e/m] is the maximum invest-
ment cost of the pipe per unit length, based on soils that are difficult to excavate, such as asphalt. Because
these equations are dependent on the transferred heat of the pipe sections, which differs for the different sce-
narios, the CAPEX range is translated to the specific DN of the pipes used in the case study, for a temperature
difference of 30 K. It is assumed that during the placing of the piping, asphalt, grass and anything in between
is encountered. Therefore, it is assumed that the CAPEX of the pipes will be the average of their respective
minimum and maximum CAPEX values. In Figure 4.25, the calculated average CAPEX values for the DN of
the in the case study used pipes are shown. With these values, the CAPEX of the piping in all the scenarios
can be determined.

C APE Xmi n = 400+210 ·max
°
Q̇pi pe

¢0.5 (4.50)

C APE Xmax = 800+200 ·max
°
Q̇pi pe

¢0.6 (4.51)

Figure 4.25: Average CAPEX values for different DN of the pipe sections in e/m, adapted from the Vesta MAIS model [14] and the
Flexalen product guide [65]
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In the distribution network of the DHN, multiple substations are implemented which provide tens to hun-
dreds of households with heat. In general, a group of (semi)detached homes is connected to one substation,
while apartment buildings will have their own substation. According to the Vesta MAIS model by the CE
Delft [14], it is assumed that the CAPEX for substations in DHN ranges from 120e/kW to 150e/kW. For the
different scenarios in the case study, an average CAPEX for the substations of 135e/kW will be assumed.

Finally, the heat is transferred from the distribution network to the households by means of a supply set. The
supply set makes the heat "usable" for the building by controlling the heat flow and temperature level sup-
plied to the customer. The supply set limits the heat flow and thus distributes the heat over the connected
households. According to the Vesta MAIS model from CE Delft [13], [14], supported by Innoforte and Green-
vis, a reasonable assumption for the CAPEX of a supply set is 2,500e for a detached home and 1,500e for a
household in an apartment building. Subsequently, 2,700e must be accounted for the connecting pipes of
each building to the distribution network.

Additionally, in the case of ULTDH, water-to-water HPs must be employed to increase the supplied temper-
ature for space heating and DHW use. These HPs will be installed on top of the supply set and/or substation
and include an HP boiler for DHW. In the case study, detached homes will have an individual HP, while apart-
ment buildings will utilize collective HPs for the whole building. According to ’Prijslijst 2020 NL Decentrale
energieoplossingen voor woningen’ by Viesmann [71], the CAPEX for an individual water-to-water HP of 5.8
kW, including an HP boiler for DHW, is 7,885e per system and the CAPEX for a collective water-to-water HP
of 110 kW for an apartment building, with HP boilers for DHW included, is 66,506e per system. In the case of
an all-electric scenario, where no DHN is present, the heat demand of all the households will be covered by
individual air-to-water HPs. According to Viessmann [71], a typical CAPEX for such an HP, with an HP boiler
for DHW included, is 7,232e per system.

In some scenarios of the case study, collective storage is applied by the use of an ATES system with a buffer
TTES. The ATES system consists of an ATES doublet with well pumps, central HP and a control room and
equipment. According to the Vesta MAIS model by CE Delft [13], the CAPEX of an ATES system which includes
all of these components can be assumed to be 1,113e/kW, with a minimum investment of 400,000e per
system. The ATES system is coupled with a buffer TTES to absorb daily fluctuations in the heat demand.
According to a proposal for the design of a DHN in Wageningen by Royal Haskoning DHV [56], the CAPEX of
a buffer TTES consists of four parts. The first one is the buffer tank itself, for which the CAPEX is assumed to
be 54,000e/100m3 of stored volume. Secondly, there must be accounted for insulation, for which the CAPEX
is assumed to be 115e/m2 of surface area of the tank. Subsequently, a circulation pump is added, of which
the CAPEX is assumed to be 9,000e for commonly used pumps for such applications. Finally, the installation
costs are considered and assumed to be equal to the sum of the previous three parts.

The CAPEX of the different components given in this section, together with additional information and its
source, are summarized in Table 4.7.

Table 4.7: CAPEX for different components of the DHN, with additional information and its sources

Component CAPEX Additional information Source
HTS 132.5e/kW - CE Delft [14]
Circulation pump - Dependent on pump characteristics DACE manual [49]
Distribution pipes See Figure 4.25 Dependent on DN of the pipe sections CE Delft [14], Thermaflex [65]
Substations 135e/kW - CE Delft [14]
Supply sets 1,500e/household Indoor costs and supply set per apartment CE Delft [14]

2,500e/household Indoor costs and supply set per detached home CE Delft [14]
2,700e/building Additional cost of building connection to the DHN CE Delft [13]

Water tank 1,500e Individual DHW water tank CE Delft [15]
Heat pumps 7,885e Individual water-to-water HP inc. boiler for a detached house Viessmann [71]

66,506e Collective water-to-water HP inc. boilers for an apartment building Viessmann [71]
7,232e Individual air-to-water HP inc. boiler for one household Viessmann [71]

ATES 1,133e/kW Fully equipped ATES system CE Delft [13]
Buffer TTES 54,000e/100m3 Buffer tank Royal Haskoning DHV [56]

115e/m2 Insulation of the buffer tank Royal Haskoning DHV [56]
9,000e Common pump costs for a buffer TTES Royal Haskoning DHV [56]
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4.8.2. OPEX
For the different components of the DHN, summarized in Table 4.7, the OPEX must be accounted for as well.
According to CE Delft [13], the OPEX of a component consists of the yearly operational and maintenance costs
and is related to the CAPEX of the component. Table 4.8 shows the different OPEX values as a percentage of
the CAPEX values for the DHN its components, adapted from the Vesta MAIS model from CE Delft [13],[15]
with recommendations from Infante Ferreira [33].

For the circulation pump, the HPs and the ATES system, the electricity consumption is significant and thus
contributes to the OPEX values. This electricity consumption can be calculated as shown in Section 4.4, 4.3.1
and 4.6.2 respectively. For these components, the costs of the yearly consumed electricity must be added to
the OPEX. In the OPEX of the heat transfer station, the cost of the consumed heat is also taken into regard.

Table 4.8 also contains the expected lifetime of the DHN its components. For the analysis of the case study,
a duration of 30 yr. is chosen because this is also the expected lifetime of the largest components of a DHN.
As can be seen in Table 4.8, some other components have an expected lifetime of 15 yr. and must be replaced
after 15 yr. This results in an additional investment of the full CAPEX, shown in Table 4.7, when the lifetime
has exceeded.

Table 4.8: OPEX and lifetimes for different components of the DHN, adapted from the Vesta MAIS model from CE Delft [13], [15] and
discussed with Infante Ferreira [33]

Component OPEX Lifetime
HTS 2% of investment + heat consumption from source 30 yr.
Circulation pump 2.5% of investment + electricity consumption 15 yr.
Distribution pipes 2% of investment 30 yr.
Substations 2% of investment 30 yr.
Supply sets 2% of investment 15 yr.
Water tanks 2% of investment 15 yr.
HPs 2.5% of investment + electricity consumption 15 yr.
ATES 2.5% of investment + electricity consumption 30 yr.
Buffer TTES 2% of investment 30 yr.

4.8.3. Costs of energy
Ecofys, in collaboration with EnNatuurlijk [67], estimated the national costs of heat in the Netherlands for
the coming few decades and concluded that the national costs of heat equal roughly 0.035e/kWh. This
conclusion is based on the assumption that the heat originates from a proportional share of geothermal heat,
waste heat, biomass and combined heat and power plants. For the case study, it is assumed that the price of
heat at the two different sources is equal to these national costs.

The costs of electricity can be divided into two different rates. The first rate is used for the electricity usage in
the DHN, where the DHN operator is the electricity consumer. The second rate is used for the electricity usage
of the consumer HPs, where the HPs are owned and operated by the community of owners of the connected
households. According to the CBS [11], the average prices for the following two types of consumers can be
assumed. For the type of residential consumers, the costs of electricity can be assumed to be 0.18e/kWh. For
the type of commercial large use consumers, of which the DHN operator belongs, the costs of electricity are
assumed to be 0.072e/kWh.
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4.9. KPIs
To assess the feasibility of the different scenarios, they need to be compared to each other. The following KPIs
have been chosen for this assessment due to their relation to costs, sustainability and infrastructure. The
first two KPIs, which assess the costs and sustainability of the scenarios are assumed to be leading. The last
KPI assesses the impact on the surrounding infrastructure of the scenarios, which must be taken into regard
when discussing the previous two.

4.9.1. LCOE
The KPI which relates to the economical feasibility of the scenarios is the LCOE, shown in Equation 2.12 in
Section 2.7. The LCOE is the minimum price at which the energy has to be sold to make the project profitable,
which represents the financial break-even point of the project. In Equation 2.12, the LCOE is described as the
cost per delivered unit of energy over the lifetime of the system [e/kWh] [16]. Here, n [yr.] is the lifetime of
the system in years, Ctot [e] and Qtot [kWh] are the total costs and energy produced of year t respectively.
Furthermore, r [-] represents the discount rate of the scenario, which accounts for the discount of future
values against today’s and the riskiness of an investment. According to Colmenar-Santos et al. [17], it is
essential that all economic evaluations of the use of DHN are carried out using an appropriate discount rate
for infrastructural projects, sometimes referred to as a ’social’ discount rate, which for projects that are located
in Western Europe is recommended by the European Commission to be 3.5%. Therefore, this will be the
discount rate used in the model. The lifetime of the scenarios is assumed to be 30 years, because this is the
longest lifetime of most of the components. Some components, which have a lifetime of 15 years, have to be
replaced accompanied by an additional investment of the CAPEX at year 15 of the analysis.

4.9.2. CO2 emission
The KPI which relates to the sustainability of the different scenarios is their yearly CO2 emission. Because
the scenarios employ a lot of electricity and heat, it is assumed that the total emission of CO2 per scenario is
highly dependent on the use of these two energy carriers and the emitted CO2 of the infrastructure is left out
of scope.

As mentioned in Section 4.5, the CO2 emissions of the consumed heat from the MTDH source and the ULTDH
source are assumed as 10.5 kg/GJ and 8.8 kg/GJ respectively. According to the European Environment Agency
[22], the CO2 emission of electricity in the Netherlands is 0.390 kg/kWh, which translates to roughly 108.33
kg/GJ. Table 4.9 gives an overview of the emissions of the different kind of fuels used in the case study.

Table 4.9: CO2 emissions of the different types of energy per kWh and GJ used in the case study, together with it sources

Energy type kg CO2/kWh kg CO2/GJ Source
Electricity 0.390 108.33 EEA [22]
Heat (from LT heat source) 0.032 8.8 CE Delft [12]
Heat (from HT heat source) 0.038 10.5 HVC [31]

4.9.3. HTS load
The KPI which addresses the impact of the different scenarios on the infrastructure of the case study area is
defined as the peak load of the HTS at the source. This KPI is chosen because of the characteristics of the
heat sources in the case study. Because the heat sources consist of an MT heat net originating from a biomass
and waste incineration plant and a collective waste heat net, it is key to keep the peak load of the HTS on the
source low. By doing so, the underlying waste heat and/or collective heat net is influenced as little as possible
and it is possible to operate it more efficiently and reliably and it can provide more consumers. To address the
difference between the impact on the heat source, the peak loads of the HTS of the different scenarios will be
compared to the highest peak load on the HTS regarding that heat source. The peak load of the HTS for both
heat sources is observed separately.
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Results and discussion

Using the model discussed in the previous chapter, the different scenarios of the case study are simulated
and compared to each other. In this chapter, the most important results will be presented. First, the most
important results regarding the parameters of the DHN of the different scenarios will be given and discussed.
Subsequently, the same will be done for the most important expenses. At last, the different KPIs of the sce-
narios will be treated. Additionally, a full review of the model parameters, hourly energy profiles and total
expenses of each scenario can be found in Appendix A, B and C, respectively.

5.1. General parameters
This section presents the most important results regarding the parameters of the DHN of the different scenar-
ios. First, the found parameters regarding the DHN itself will be presented and compared. Next, the results
of the two heat sources of the case study will be treated for the different scenarios. At last, the results of the
storage units used in the case study will be given and discussed for the applicable scenarios.

5.1.1. DHNs
In Table 5.1, an overview of the parameters of the DHN can be seen for the different scenarios. The first given
parameter is the total heat demand of all the consumers in the DHN, on building level. For each scenario, this
is the same because the buildings and their characteristics do not change. At first glance, this total consumer
heat demand seems low for 1972 households. However, the majority of dwellings are small new-build apart-
ments, which comply with the latest insulation requirements of energy label A+, resulting in very limited heat
losses to the surroundings explaining the low heat demand. Also, the climate data used in the case study year
is of one of the hottest years on record, which is directly related to the consumer heat demand and explains
low consumer heat demand.

Table 5.1: Comparison of the main DHN parameters for the different DH scenarios for the case study

Parameter Scenario 1a/b Scenario 2a/b Scenario 3a/b Unit
Total consumer heat demand 10.35 10.35 10.35 GWh
Heat demand covered by HPs - 2.37 1.41 GWh
Heat demand covered by DHN 10.35 7.98 8.94 GWh
Heat demand at the HTS 11.78 8.69 10.33 GWh
Heat losses in DHN 1.43 0.71 1.39 GWh

12.15% 8.19% 13.49% -
Total pipe length of the DHN 5320 5000 6120 m
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The second and third parameters in Table 5.1 introduce the distinction between coverage of the heat demand
by either the DHN or HPs. Scenario 1 does not employ any consumer HPs, thus the total consumer heat
demand is covered by the DHN. Alternatively, scenarios 2 and 3 employ water-to-water HPs at consumer
level. Therefore, a portion of the heat demand is delivered as electricity by means of the HP. This results in a
lower heat demand which has to be covered by the DHN, as can be seen in the table.

The DHN in the different scenarios must transport the required heat from an HTS connected to the source.
During this transport, heat losses from the piping to the surroundings occur. To compensate for these losses,
a larger amount of heat must be supplied to the DHN at the HTS. The heat demand at the HTS for the different
scenarios can be seen in Table 5.1, together with the heat losses in the respective DHN.

As can be seen from these results, scenario 1 experiences the most heat losses, scenario 2 the least and sce-
nario 3 in between the latter two. However, when compared to the total heat demand at the HTS, the relative
heat losses for scenario 3 are the highest. These heat losses depend on multiple factors, of which the distribu-
tion temperature and the dimensions of the pipes are the most important ones. Scenario 1 and the MT part
of scenario 3 employ a higher distribution temperature than scenario 2 and the ULT part of scenario 3. It is
for that reason that the MT solutions are subjected to larger heat losses than the ULT solutions, illustrated by
the fact that scenario 1 has double the amount of heat losses of scenario 2.

Also, the temperature difference between the supply and return lines of scenario 1 and the MT part of scenario
3 is much higher than the temperature difference for scenario 2 and the ULT part of scenario 3. This results in
a higher required mass flow to achieve the same amount of delivered heat and thus larger pipes are needed
in the latter cases, subjecting the ULT solutions to larger heat losses. However, larger pipe diameters with the
lower distribution temperature would still experience smaller heat losses than smaller pipe diameters with
the higher distribution temperature in the case study, as explained in Section 4.3.2. Thus, even though the
ULT solutions employ larger diameters in the piping, the heat loss in the MT solutions is larger.

Another factor that has a significant influence on the total heat loss, is the total pipe length of the DHN. Of
all three scenarios, scenario 2 holds the smallest DHN. This is explained by the fact that its heat source is
assumed to be present in the middle of the case study area. Subsequently, scenario 1 employs a little bit more
piping, due to the location of the heat source on the edge of the case study area. Finally, scenario 3 uses a
significantly longer DHN than the previous two scenarios. This is expected due to the distinction of the DHN
into two separate DHNs operating at different temperatures. These differences in pipe length explain why
scenario 3 experiences relatively the most heat losses inside the DHN.

5.1.2. Storage facility
Each scenario is expanded with an additional scenario, which implements a storage facility at the location
of the HTS. This storage facility employs a buffer TTES and an ATES system for daily and seasonal storage,
respectively. Table 5.2 gives an overview of the found results for the main parameters of these storage units
for each scenario. Because scenario 3 is divided into a ULT and MT-part connected to different heat sources,
two separate storage facilities are employed.

Table 5.2: Comparison of the main parameters of the storage units for the different DH scenarios for the case study

Storage unit parameter S1b S2b S3b (ULT-part) S3b (MT-part) Unit
Buffer TTES Maximum power 2.13 1.44 1.28 0.67 MW

Storage capacity 15.30 12.24 8.54 5.11 MWh
Tank volume 401.38 764.20 515.41 131.89 m3

ATES system Maximum power 1.81 1.44 0.96 0.65 MW
Storage capacity 2393.30 1909.60 1235.80 894.74 MWh
Average COP of the HP 3.28 21.49 20.52 3.37 -
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In the storage facility, the buffer TTES is responsible for the daily storage. Because the consumer heat demand
has a high fluctuation throughout the day, the buffer TTES must be able to deliver and collect high peak loads.
Subsequently, the buffer TTES does not often store the same amount of heat for longer than 24 hrs, resulting
in a relatively small storage volume subjected to high (dis)charging loads. The hourly (dis)charging profiles as
well as the storage capacity profiles of the buffer TTES systems in the case study, which illustrate this behavior,
can be seen in Appendix B.

The found parameters of the buffer TTES for the different scenarios can be seen in Table 5.2. Here, it is evident
that the buffer TTES of scenario 1 contains the highest (dis)charging loads and storage capacity. However,
this does not result in the largest tank volume because of the higher temperature difference in the DHN. The
buffer TTES of scenario 2 is subjected to lower (dis)charging loads and a lower storage capacity because part
of the consumer heat demand is met by decentralized HPs. However, because the temperature difference
in the DHN of scenario 2 is low, a larger volume must be stored in the storage tank to meet the required
storage capacity. The same is applicable for the two different parts of scenario 3, respective to the distribution
temperatures of the DHNs.

Additionally to the buffer TTES, an ATES system facilitates seasonal storage in the storage facility. These ATES
systems operate on a much more constant basis than the buffer TTES system, while the (dis)charging be-
havior slowly changes between delivering and collecting heat. This is illustrated by the (dis)charging profiles
for the ATES systems in Appendix B. For this reason, a large amount of heat can be accumulated in an ATES,
resulting in the enormous storage capacities shown in Table 5.2.

From these results, it can be seen that scenario 1 employs the largest ATES system, followed by scenario
2. Scenario 3 employs two separate ATES systems due to the location of the heat sources and the different
distribution temperatures of the DHNs. The difference between the size of the ATES systems of scenarios
1 and 2 is explained by the fact that the heat demand covered by the DHN is lower for scenario 2 than for
scenario 1. The same is applicable for the two DHNs of scenario 3. The next parameter given in Table 5.2
is the average COP of the HP of the respective ATES systems. For each scenario, different COPs are found
because of their dependency on the distribution temperature of the DHNs. The COP influences the amount
of electricity that is consumed by the HP to upgrade the extracted heat to the required temperature. Thus, by
comparing the different COPs of the ATES systems, it is found that the HPs of the ATES systems of scenario
2 and the ULT-part of scenario 3 consume much less electricity than that for scenario 1 and the MT-part of
scenario 3.

5.1.3. Heat sources
Of the two employed heat sources in the case study, different parameters appear for each scenario. Table 5.3
gives an overview of the found results for the main parameters of these heat sources.

Table 5.3: Comparison of the main parameters of the heat sources for the different DH scenarios for the case study

Heat source Parameter S1a S1b S2a S2b S3a S3b Unit
MT heat source Total supplied heat 11.78 11.44 - - 4.28 4.16 GWh

Maximum delivered power 3.77 1.35 - - 1.31 0.49 MW
ULT heat source Total supplied heat - - 8.69 9.05 6.05 6.28 GWh

Maximum delivered power - - 2.92 1.14 2.02 0.79 MW

As shown in the table, scenario 1 is totally dependent on the MT heat source, due to the distribution tem-
perature of the DHN. Also, it can be seen that for scenario 1a, high peak loads must be delivered by the heat
source. Alternatively, in the case of scenario 1b, where a storage facility is added, the maximum delivered
power is brought down to roughly a third of the original value. The same can be stated for scenarios 2 and
3, which employ either only the ULT heat source or a combination of both the ULT and the MT heat source.
Additionally, the total supplied heat by the respective heat sources is lower for the scenarios with storage
facilities than for the scenarios without. This difference can be attributed to two characteristics of the stor-
age facility. The first one is a significant heat loss occurring in each ATES system, which results in a higher
amount of heat that must be supplied by the respective heat sources. Subsequently, the ATES systems employ
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HPs which convert electricity into a fraction of the delivered heat from the ATES during discharge. This lowers
the total amount of heat that must be delivered by the heat source, which is stored in the ATES system. The
amount of additional heat supplied by the HPs is dependent on its COP, which in turn is dependent on the
distribution temperatures of the DHNs. From the results, it can be seen that for MTDH, the added heat from
the HP outweighs the heat losses in the ATES system. This means that more heat is extracted from the ATES
system than is put in, due to the electricity consumption of the HP. This is evident due to the lower amount of
heat that must be supplied by the MT heat source. Alternatively, the heat losses in the ATES system outweigh
the added heat from the HP in the case of ULTDH, resulting in a higher total amount of supplied heat by the
heat source.

5.2. Expenses
With the found parameters of the different scenarios, discussed and shown in Section 5.1 and Appendix A,
the total expenses of the scenarios are determined in terms of CAPEX and OPEX. An overview of these results
is provided by Table 5.4. As can be seen here, the cheapest options for a DHN do not employ any storage. The
cheapest option for a DHN in the case study is the MTDH scenario 1a. The combined ULT/MTDH scenario
3a is the second cheapest option, followed by the ULTDH scenario 2a. This can be explained by the fact that
the ULTDH scenarios employ consumer HPs and thus require an additional investment as well as consume
more electricity, resulting in a higher CAPEX and OPEX. Subsequently, the DHN scenarios which contain
storage facilities follow. These storage facilities also require an additional investment as well as consume
more electricity, resulting in a higher CAPEX and OPEX again. At last, the all-electric scenario, which employs
air-to-water HPs at consumer level, is the most expensive option. This is due to the fact that every household
is employed with an individual HP and that the scenario consumes a large amount of electricity, charged at
the higher consumer rate. The CAPEX and OPEX values shown below do not include any type of profit for the
DHN operator. Depending on the selling price and amount of delivered heat by the DHN and the differences
in expenses, it can be concluded that a cheaper scenario is able to result in more profit for the DHN operator.
A full review of the CAPEX and OPEX values of the components of each scenario can be seen in Appendix C.

Table 5.4: CAPEX and OPEX values for the different scenarios of the case study

Scenario Heat supply Storage facility CAPEX [e] OPEX [e/year]
1a MTDH no 10,927,124 637,814
1b MTDH yes 12,918,202 741,317
2a ULTDH no 11,962,907 996,460
2b ULTDH yes 13,835,858 1,072,581
3a Combined ULT/MTDH no 11,890,313 888,267
3b Combined ULT/MTDH yes 13,866,698 976,616

4 Air-to-water HPs - 14,261,504 1,065,918

5.3. KPIs
After obtaining the results from the different scenarios, the chosen KPIs are determined. This section provides
an overview of the results of the different KPIs. First, the LCOE and the CO2 emissions of the case study
scenarios will be provided and discussed. Thereafter, the loads of the different HTS of the scenarios will be
introduced, giving more insight into the impact of the scenarios on the surrounding infrastructure of the case
study area.

5.3.1. LCOE
The first KPI, the LCOE, can be determined with the CAPEX and OPEX of the different scenarios of the case
study. As explained in Section 4.9, the discount rate for the case study is assumed to be 3.5% and the lifetime
of the scenarios is assumed to be 30 yr. By calculating the LCOE for the different scenarios, the results in
Table 5.5 are found. Here, the LCOE for the different scenarios is shown, as well as the relative LCOE savings
of each scenario compared to the reference scenario. Subsequently, Figures 5.1 and 5.2 give a visualization of
these LCOEs and their savings relative to the reference scenario. The difference in the LCOEs of the scenarios
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results from its respective CAPEX and OPEX. Here, the CAPEX varies due to the different components em-
ployed in the scenarios. The difference in OPEX of the scenarios results not only from the different employed
components but is also for a large part dependent on the type of energy consumed in the scenario, where for
all the bought heat 0.035e/kWh is charged and for electricity either 0.18e/kWh or 0.072e/kWh, depending
on the consumer.

From these results, it can be seen that the reference scenario is by far the most expensive scenario of the case
study. This can be explained by the fact that each household has to invest in an individual air-to-water HP
and is responsible for the acquisition of their electricity, which is more expensive for residential consumers
than for commercial parties. Additionally, the ULTDH scenarios are more expensive due to the employment
of water-to-water HPs and the scenarios which have storage facilities employed require more investment.

Table 5.5: The LCOE of different scenarios and their relative LCOE savings compared to scenario 4

Scenario Heat supply Storage facility LCOE [e/kWh] relative LCOE savings
1a MTDH no 0.128 42%
1b MTDH yes 0.149 33%
2a ULTDH no 0.183 18%
2b ULTDH yes 0.200 10%
3a Combined ULT/MTDH no 0.169 24%
3b Combined ULT/MTDH yes 0.187 16%

4 Air-to-water HPs - 0.223 0%

Figure 5.1: LCOE per scenario in "/kWh

Figure 5.2: LCOE savings per scenario in % relative to reference scenario 4

5.3.2. CO2 emission
The second KPI which is assessed is the CO2 emission of the scenarios. The yearly CO2 emissions [t/y] for
the different scenarios are calculated according to the yearly consumption for the different types of energy
carriers and their respective emission factors. The results of each scenario are shown in Table 5.6, together
with their relative savings compared to the reference scenario. Figures 5.3 and 5.4 illustrate tese results.
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The root cause of the difference between the emission of the scenarios is the different emission factors for
the types of used energy. Of these types, electricity contains by far the highest emission per delivered unit of
energy. The used heat from the two heat sources in the scenarios has a much lower emission per delivered
unit of energy. Here, the waste heat from the ULT heat source has a little lower emission factor than the heat
from the MT heat source, origination from a biomass/waste incineration plant.

The results show that scenario 4 has the most CO2 emissions per year. This is because this scenario only
consumes electricity as a source for the air-to-water HPs. Scenarios 2a and b also consume quite some elec-
tricity, due to the consumer HPs, as well as a large amount of heat from the ULT source, resulting in a quite
high yearly CO2 emission. Alternatively, scenarios 1a and b only consume heat from the MT heat source and
avoid a large consumption of electricity, resulting in the lowest yearly emission. Subsequently, scenarios 3a
and b consist of a combination of the heating solutions of scenarios 1 and 2, resulting in lower employment
of HPs and consumption of both electricity and heat from the two heat sources. Therefore, scenario 3 is
subjected to a somewhat average yearly CO2 emission compared to scenarios 1 and 2. Furthermore, higher
yearly CO2 emissions are related to the scenarios which employ storage facilities, which is again explained
by the increased usage of electricity. This is especially the case for scenario 1b, which suffers a 40% increase
in CO2 emissions compared to scenario 1a. In future scenarios, it is most likely that ULTDH would become
less CO2 intense than biomass-powered MTDH when there is a higher share of renewable electricity in the
Netherlands.

Table 5.6: The CO2 emissions of different scenarios in t/y and their relative CO2 savings compared to scenario 4

Scenario Heat supply Storage systems Yearly CO2 emission [t/y] Relative CO2 emission savings
1a MTDH no 456.06 70%
1b MTDH yes 790.00 49%
2a ULTDH no 1219.18 21%
2b ULTDH yes 1313.53 15 %
3a Combined ULT/MTDH no 923.04 40%
3b Combined ULT/MTDH yes 1108.99 28%

4 Air-to-water HPs - 1536.99 0%

Figure 5.3: CO2 emission per scenario in t/y

Figure 5.4: CO2 savings per scenario in % relative to reference scenario 4
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5.3.3. HTS load
The final KPI which is assessed is the peak load of the HTS of each scenario. This KPI gives insight into the
impact of each scenario on the infrastructure of the heat sources. The peak load of each HTS is examined
individually and compared with the highest HTS peak load per heat source. Because the reference scenario
does not employ an HTS, it has been left out of the scope of this KPI. Table 5.7 shows the HTS peak loads on
both the MT and the ULT heat source. The table also contains the magnitude of the load in the percentage of
the highest HTS load on each heat source. Figures 5.5 and 5.6 illustrate the found results of Table 5.7.

As can be seen from these results, scenario 1a employs by far the highest HTS load related to the MT heat
source and scenario 2a employs by far the highest HTS load related to the ULT heat source. Scenario 3a
employs somewhat lower loads on the HTS related to the two heat sources because the consumer demand is
split between the two. From scenarios 1b, 2b and 3b it can be seen that implementing a storage facility into
the scenario causes a huge drop in the HTS load. This is especially beneficial for the ULT heat source, which
is not assumed to be able to deliver the high peak loads proposed by scenarios 2a and 3a. Although the MT
heat source is assumed to be able to deliver the high HTS loads from scenario 1a, it may be considered to
be advantageous to have lower HTS loads due to the resulting lower impact on the MT heat source. This is
because the heat source is able to deliver to more DHNs nearby, without having to change its infrastructure.
Also, it might occur that in the future other, more renewable, heat sources are connected to the MT heat net,
which might require the implementation of storage systems.

Table 5.7: The HTS peak load for the two MT and ULT heat sources for different scenarios in MW and their magnitude relative to the
highest respective HTS peak load in %

Scenario MT HTS peak load [MW] Relative MT HTS peak load ULT HTS peak load [MW] Relative ULT HTS peak load
1a 3.77 100% 0 0%
1b 1.35 36% 0 0%
2a 0 0% 2.92 100%
2b 0 0% 1.14 39%
3a 1.31 35% 2.02 69%
3b 0.49 13% 0.78 27%

Figure 5.5: HTS peak load per heat source and scenario in MW

Figure 5.6: HTS peak load per heat source and scenario in % relative to the highest respective peak loads





6
Conclusions and recommendations

In this chapter, the conclusions of this research are presented by answering the research questions. The
results of the case study will be discussed and recommendations for future research will be mentioned.

6.1. Conclusions
The main objective of this research was to assess the influence of TES systems on the feasibility of DH for
residential heating applications. To do so, a case study of an area in Heerhugowaard has been conducted,
which assesses this feasibility on the hand of a newly constructed thermodynamic model based on the state
of the art of DH and TES. The model simulates different DHN scenarios for the case study area, for which it
performs hourly calculations for a year. Subsequently, the model assesses the influence of the combined use
of a TTES and ATES system for each scenario. Finally, the results from this model are used to assess various
KPIs regarding the feasibility of the DHNs.

Characteristics and modeling methods of DH
DH can be seen as a thermal distribution network of pipes filled with a heat transfer fluid, which is often
water. In this network, mass flow is being controlled by pumps and valves, while extraction or supply of
heat is maintained by the use of agents, such as consumers, sources and storage systems. The influence of
these agents is highly related to the distribution temperature and pressures of the DHN as well as the energy
efficiency of the employed techniques. The modeling of DH is based on the hydraulic and thermal equilibria
of the system. This can either be done in physical or black-box models. Black-box models approach the whole
system as one unit, where the different aspects of components are not considered, resulting in fast and easy
modeling. Alternatively, physical models approach each component of the system independently, resulting
in a higher accuracy but also a higher complexity. To decrease this workload, numerical approaches are often
used.

Characteristics and modeling methods of TES
TES systems are used to store energy in thermal form and can be distinguished in three mechanisms: chem-
ical storage, latent heat storage and sensible heat storage. Sensible storage systems are usually simpler,
cheaper and more reliable than latent and chemical storage mechanisms. Also, more research must be con-
ducted in chemical and latent heat storage technology, before they can be used for reliable and feasible stor-
age applications. Therefore, the case study only investigates the use of sensible heat storage.

The amount of energy stored in a sensible TES system is for a large part dependent on the storage medium.
According to the available research, water is the most promising storage medium, because of its high volu-
metric heat capacity, low thermal diffusivity and low cost. While multiple configurations for sensible heat
storage exist, the most promising configuration for short-term storage is considered to be TTES, which has
good operating characteristics while being subjected to a limited size. The most promising configuration for
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long-term storage is considered to be ATES, which is a more complicated system but is able to store a large
amount of heat for longer periods while having relatively low construction costs.

Modeling of TES tends to be complicated due to its many components and temperature-dependent behavior.
For this kind of modeling, a wide range of tools can be employed, resulting from relatively simple and fast
models to more sophisticated and complex models. When designing a model for TES, a trade-off must be
made between simplicity and detail of result. Depending on the requirements of the model, the modeling of
TES systems can be done on component level, TES level and system level. Various approaches are used for
modeling on these levels and combining them. Depending on these levels, various parameters must be taken
into account for producing a correct model. For this study, a simplified analytical model is designed, which
provides a fast result for some known specific conditions.

Implementation of TES in DH in dense urban areas
Pairing TES with DH comes with numerous benefits and drawbacks which have to be taken into close consid-
eration. According to the treated literature, it can be concluded that the implementation of TES in DH could
benefit the overall system, especially when implementing RES. However, this might lead to a more complex
DHN, especially for low temperature DH, where components like (booster) HPs must be installed. Therefore,
a trade-off between the benefits and drawbacks of pairing TES with DH has to be made for each situation.

Influence of TES integrated DHNs on the LCOE
The LCOEs of the case study scenarios employing TES are 10-16% higher than that of the respective scenarios
without TES. This is due to the fact that TES requires a relatively large additional investment and electricity
consumption. Subsequently, the LCOE of ULTDH is around 43% higher than the LCOE of MTDH. This is again
due to additional investments and electricity consumption, this time appointed to the employment of end-
user HPs. However, depending on the availability of certain heat sources, it can be essential to implement
TES and/or end-user HPs. Nonetheless, every case study scenario employing DH has a 10-42% lower LCOE
than the all-electric scenario which employs individual air-to-water HPs.

Influence of TES integrated DHNs on CO2 emissions
The CO2 emissions of the case study scenarios are closely related to the different types of used energy. Due
to the high CO2 emissions of electricity, its use must either be minimized or the electricity must be generated
more sustainably. By implementing TES in the DH scenarios, their yearly CO2 emission has raised by 8-
73% in regard to the same DH scenario without TES, depending on the extra electricity consumption and
the employed heat sources of the respective scenario. Subsequently, two types of heat sources have been
investigated in this research. Of those sources, ULT waste heat is considered to have lower CO2 emissions
than MT heat from biomass and waste incineration plants. However, when ULT waste heat is employed,
additional consumption of electricity is required to boost the supply temperature to the required level for
end-users. Also, the MT heat from the biomass and waste incineration plant in the case study is accompanied
by relatively low CO2 emissions. In regard to these comments, it is apparent that ULTDH is subjected to a
66-167% higher yearly CO2 emission than MTDH, depending on the implementation of TES and as shown
by the results. Additionally, it has been shown that every case study scenario employing DH has a 15-70%
lower yearly CO2 emission than the all-electric scenario. From the scenarios, MTDH heating is considered
to be the most sustainable option of the explored heat sources in the case study as of today, in regard to CO2
emissions. However, it must be taken into regard that ULTDH and the all-electric scenario might become less
CO2 intense than biomass-powered MTDH in the future, due to a growing share of renewable electricity in
the Netherlands.

Influence of TES integrated DHNs on the infrastructure of the case study area
The heat used in the case study originates from two different heat sources: a biomass/waste incineration
plant and a collective waste heat net. To reduce the impact of the DH on the already existing heat sources,
the peak loads should be minimized. The implementation of TES can drastically lower the peak load by 61-
64%, as shown by the results. In the case of the collective waste heat net, it is considered to be necessary to
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implement TES, due to the high possibility of discrepancy between supply and demand. Alternatively, the
biomass/waste incineration plant can handle the proposed peak loads. In practice, keeping in mind that
DHNs are likely to grow in the near future with more areas added, it would be beneficial to implement TES to
lower the impact of new areas added to the network and ultimately allow more users to be connected to one
heat source.

After accounting for the sub-research objectives, the main objective of this research can be assessed, which
is formulated as follows:

"What is the influence of TES systems on the feasibility of new DH projects for residential heating

applications?"

According to the found results, the influence of TES systems on the feasibility of new DH projects for resi-
dential heating applications is considered to be substantial, especially in regard to financial perspective and
sustainability. The implementation of TES is able to lower the peak loads at the source level by two-thirds,
compared to the initial peak loads without TES. This reduction can be most beneficial for the heat source in
terms of the potential growth of consumers and the discrepancy between supply and demand. This advan-
tage comes at the cost of a significant additional investment and electricity consumption, which results in a
10-16% higher LCOE and an 8-73% higher yearly CO2 emission, depending on the characteristics of the DHN
and heat source of the respective scenario. Subsequently, the grid electricity mix plays a large role in the CO2
emission of each scenario and might reduce the yearly CO2 emissions significantly, depending on the share
of renewable electricity.

When designing new DH projects, it is key to consider different heat sources available in the area. With the
characteristics of these sources, a trade-off can be made between the (dis)advantages of the implementation
of TES in regard to the heat sources. Especially in the case of DH coupled with renewable sources, TES might
be a promising enhancement.

6.2. Recommendations
The research shows the impact of TES systems on the feasibility of new DH projects for residential applica-
tions and implies a case study in which this is assessed. The following recommendations are given for further
studies.

Heat sources
The model is based on two existing heat sources in the case study area, with invariable characteristics. The
impact of the heat sources on the KPIs in this research is therefore considered to be limited. Further research
should include variable characteristics of various heat sources to assess the influence on TES. This should
especially be promising for RES.

CO2 emissions
The CO2 emissions included in this research focus on the production of heat and electricity. The (in)direct
emissions of the construction and decommissioning of the DH infrastructure have not been taken into re-
gard in this study, but can be included in further research. Also, the CO2 emission of electricity used in this
research is considered to remain constant for the following years. However, by following the guidelines of the
climate agreement, the generation of electricity should become more and more sustainable over the coming
years. Because the CO2 emissions of the consumed electricity are of significant influence in regard to the sus-
tainability of DH projects, future research should include reliable predictions for the generation of renewable
electricity.
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Modeling of TES
In this research, a simplified analytical model is designed for TES. This provided fast results for either known
or assumed conditions of the case study area. For more detailed results, further research could focus on more
complex modeling of TES, including the modeling of its specific characteristics. Examples of such character-
istics are the thermal capacity, geometry and insulation of the storage unit itself, positions of in- and outlet
ports, stratification, storage media properties and surrounding conditions.

Control mechanisms
The model assumes perfectly predicted behavior of the DHN and its TES. In practice, such systems would
work with predictive control mechanisms. For the sake of the operational side of the DHN and its TES, future
research should include these control mechanisms and their translation in such models.

Meteorological data
The results of the model are based on the meteorological data of the case study area for one respective year,
which is assumed to give a reasonable prediction for the coming years. Future research should include more
variable and accurate predictions of meteorological data for a better representation of the performance indi-
cators in the near future.

Commercial buildings
Because the scope of this research is on the residential application of DH, the model assumes the space heat-
ing demand of commercial buildings to be the same as for residential buildings. Also, the DHW demand for
commercial buildings is assumed to be negligible compared to residential buildings. For the implementation
of commercial consumer behavior in DHNs, future research should focus on this kind of heat demand.

Optimisation
The focus of this research lies on the comparison of the available techniques in the case study area. Therefore,
no optimization of operational aspects or KPIs has been conducted. Future research can focus on finding
optimal parameters for distribution characteristics of DH, such as optimal temperature and pressure, and/or
for TES, such as optimal sizes and (dis)charging behavior.

Payback period and subsidies
This research only focuses on the total costs of new DH projects, with or without TES. An interesting addition
would be the payback period compared to the current energy market. Because of the need for more sus-
tainable residential heating applications, it is likely for such projects to receive subsidies for funding. In this
research, optional subsidies have not been included. However, future research might include what influence
subsidies have on the financial aspects, such as the payback period, of new DH projects.



A
Model parameters

A.1. Scenario 1: MTDH
An overview of the model parameters and results of scenarios 1a and 1b can be seen in Table A.1. The first
three sections regarding the heat net, circulation pump and source are applicable for both scenarios, while
the latter sections only apply for scenario 1b.

Table A.1: Overview of the model parameters and results for scenario 1a and 1b

Scenario Model section Model parameter / result Value Unit
1a/b Heat net Total pipe length 5320 m

Total heat demand at consumers covered by DHN 10.35 GWh
Total heat demand at the HTS 11.78 GWh
Total heat losses in net 1.43 GWh

12.15 %
Circulation pump Maximum volume flow 108.08 m3/h

Maximum head 3.78 bar
Max epower 18.99 kW
Total annual electric demand 27.43 MWh

Source Total heat demand scenario 1a 11.78 GWh
Total heat demand scenario 1b 11.44 GWh
Max power of HTS scenario 1a 3.77 MW
Max power of HTS scenario 1b 1.35 MW

1b Buffer TTES Max abs power 2.13 MW
Storage capacity 15.30 MWh
Volume 401.38 m3

Height 5 m
Radius 5.05 m
Surface area 319.36 m2

ATES Porosity 0.3 -
¢T between wells 10 K
Thermal recovery 80 %
average COP of the HP 3.28 -
Max abs power 1.81 MW
Storage capacity 2.39 GWh
Water volume 210.000 m3

Total volume 701.000 m3

Length of the ATES 40 m
Radius of the ATES 74.71 m
Annual electricity demand of well pump and HP 0.89 GWh
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A.2. Scenario 2: ULTDH
An overview of the model parameters and results of scenarios 2a and 2b can be seen in Table A.2. The first
three sections regarding the heat net, circulation pump and source are applicable for both scenarios, while
the latter sections only apply for scenario 2b. Because part of the consumer heat demand is covered by the
HPs, the total heat demand at consumers covered by the DHN is lower than for scenario 1.

Table A.2: Overview of the model parameters and results for scenario 2a and 2b

Scenario Model section Model parameter / result Value Unit
2a/b Heat net Total pipe length 5000 m

Total heat demand at consumers covered by DHN 7.98 GWh
Total heat demand at the HTS 8.69 GWh
Total electricity demand by HPs 2.37 GWh
Total heat losses in net 0.71 GWh

8.19 %
Circulation pump Maximum volume flow 190.12 m3/h

Maximum head 3.73 bar
Max epower 32.95 kW
Total annual electric demand 4.64 MWh

Source Total heat demand scenario 2a 8.69 GWh
Total heat demand scenario 2b 9.05 GWh
Max power of HTS scenario 2a 2.92 MW
Max power of HTS scenario 2b 1.14 MW

2b Buffer TTES Max abs power 1.44 MW
Storage capacity 12.24 MWh
Volume 764.20 m3

Height 5 m
Radius 6.98 m
Surface area 525.01 m2

ATES Porosity 0.3 -
¢T between wells 10 K
Thermal recovery 80 %
Average COP of the HP 26.86 -
Max abs power 1.44 MW
Storage capacity 1.91 GWh
Water volume 165,000 m3

Total volume 550,000 m3

Length of the ATES 40 m
Radius of the ATES 66.16 m
Annual electricity demand of well pump and HP 0.21 GWh
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A.3. Scenario 3: combined ULT- and MTDH
An overview of the model parameters and results of scenarios 3a and 3b can be seen in Table A.3. The first
three sections regarding the heat net, circulation pump and source are applicable for both scenarios, while
the latter sections only apply for scenario 3b. Because part of the case study area is covered by ULTDH and
another part by the MTDH, a distinction is made between the components of the ULT- and MTDH part.

Table A.3: Overview of the model parameters and results for scenario 3a and 3b, for both the ULT- and MTDH part

Scenario Model section Model parameter / result Value for the ULT-part Value for the MT-part Unit
3a/b Heat net Total pipe length 4500 1620 m

Total heat demand at consumers covered by DHN 5.45 3.43 GWh
Total heat demand at the HTS 6.05 4.28 GWh
Total electricity demand by HPs 1.41 - GWh
Total heat losses in net 0.59 0.79 GWh

9.85 18.62 %
Circulation pump Maximum volume flow 130.78 36.77 m3/h

Maximum head 3.84 2.14 bar
Max epower 23.22 3.64 kW
Total annual electric demand 32.34 6.11 MWh

Source Total heat demand scenario 3a 6.05 4.28 GWh
Total heat demand scenario 3b 6.28 4.16 GWh
Max power of HTS scenario 3a 2.02 1.31 MW
Max power of HTS scenario 3b 0.79 0.49 MW

3b Buffer TTES/PTES Max power 1.28 0.67 MW
Capacity 8.54 5.11 MWh
Volume 515.41 131.89 m3

Height 5 5 m
Radius 5.73 2.90 m
Surface area 386.27 142.84 m2

ATES Porosity 0.3 0.3 -
¢T between wells 10 10 K
Thermal recovery 80 80 %
Average COP of the HP 20.52 3.37 -
Max power 0.96 0.65 MW
Capacity 1.24 0.89 GWh
Water volume 107,000 77,300 m3

Total volume 356,000 258,000 m3

Length of the ATES 40 40 m
Radius of the ATES 53.23 45.29 m
Annual electricity demand of well pump and HP 0.14 0.33 GWh

A.4. Scenario 4: all-electric
Scenario 4 is created as an all-electric scenario for reference, in which the heat demand is met by individual air
to water HPs. Because no DHN is present, the scenario is much more simple and includes fewer components.
For this scenario, it is assumed that every household in the case study has its own air-to-water HP with an HP
boiler. An overview of the model parameters and results of scenario 4 can be seen in Table A.4. Here, the total
heat demand met by the HPs is shown as well as the consumed electricity.

Table A.4: Overview of the model parameters and results for scenario 4

Scenario Model section Model parameter / result Value Unit
4 HPs Total heat demand at consumers 10.35 GWh

Total electricity demand by HPs 3.94 GWh





B
Hourly energy profiles

This appendix presents the power profiles and storage capacity profiles of the different scenarios, obtained
by the Simulink and Matlab model. For each scenario that includes DH, a section is created which displays
three figures regarding the power of the heat source, the power and storage capacity of the buffer TTES and
the power and storage capacity of the ATES system.

The first figure in each section shows the supplied heat by the heat source for two separate cases. Case (a)
shows the supplied heat when no storage is implemented in the respective DH scenario and case (b) shows
the supplied heat when a buffer TTES and ATES system are employed in the respective DH scenario. The
given power profiles show the power of delivered heat in MW on the y-axis for a given time during one year
on the x-axis.

Subsequently, the second figure shows both the power profile and the storage capacity profile for the buffer
TTES employed in the respective DH scenario. The top graph depicts the power profile of the buffer TTES,
which describes its (dis)charging behavior with the power in MW on the y-axis for a given time during one
year on the x-axis. Here, positive values indicate energy is delivered and negative values indicate energy is
stored for later use. The bottom graph depicts the storage capacity profile of the buffer TTES, which shows
the amount of stored heat in MWh on the y-axis for a given time during one year on the x-axis.

At last, the third figure shows both the power profile and the storage capacity profile for the ATES system
employed in the respective DH scenario, in the same way as for the buffer TTES. The top graph depicts the
power profile of the ATES system, which describes its (dis)charging behavior with the power in MW on the
y-axis for a given time during one year on the x-axis. Here, positive values indicate energy is delivered and
negative values indicate energy is stored for later use. The bottom graph depicts the storage capacity profile
of the ATES system, which shows the amount of stored heat in MWh on the y-axis for a given time during one
year on the x-axis.

Due to the distinction into an MT- and a ULTDH part in scenario 3, above mentioned figures are shown
separately in a subsection for each respective part.

77



78 B. Hourly energy profiles

B.1. Scenario 1: MTDH

Figure B.1: Power profile at the MT heat source for scenario 1a (a) and scenario 1b (b) during one year

Figure B.2: Power (a) and storage capacity profile (b) of the buffer TTES for scenario 1b during one year

Figure B.3: Power (a) and storage capacity profile (b) of the ATES system for scenario 1b during one year



B.2. Scenario 2: ULTDH 79

B.2. Scenario 2: ULTDH

Figure B.4: Power profile at the ULT heat source for scenario 2a (a) and scenario 2b (b) during one year

Figure B.5: Power (a) and storage capacity profile (b) of the buffer TTES for scenario 2b during one year

Figure B.6: Power (a) and storage capacity profile (b) of the ATES system for scenario 2b during one year
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B.3. Scenario 3: combined ULT- and MTDH
B.3.1. Scenario 3: ULTDH part

Figure B.7: Power profile at the ULT heat source for the ULTDH part of scenario 3a (a) and scenario 3b (b) during one year

Figure B.8: Power (a) and storage capacity profile (b) of the buffer TTES for the ULTDH part of scenario 3b during one year

Figure B.9: Power (a) and storage capacity profile (b) of the ATES system for the ULTDH part of scenario 3b during one year
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B.3.2. Scenario 3: MTDH part

Figure B.10: Power profile at the MT heat source for the MTDH part of scenario 3a (a) and scenario 3b (b) during one year

Figure B.11: Power (a) and storage capacity profile (b) of the buffer TTES for the MTDH part of scenario 3b during one year

Figure B.12: Power (a) and storage capacity profile (b) of the ATES system for the MTDH part of scenario 3b during one year





C
Total expenses

This appendix presents the CAPEX and OPEX of all the components of the case study scenarios as well as its
total values, obtained by the Simulink and Matlab model.

C.1. Scenario 1: MTDH

Table C.1: specific CAPEX, OPEX and lifetimes for scenario 1a

Component Part CAPEX [e] OPEX [e/yr.] Lifetime [yr.]
HTS - 498,863e 9,977e 30
Circulation pump - 12,817e 2,295e 15
Pipelines - 3,795,374e 75,907e 30
Substations - 486,270e 14,588e 30
Supply sets Set + inhouse connections (per appartement) 2,890.344e 57,807e 15

Set + inhouse connections (per detached home) 112,500e 2,250e 15
Building connection 172,800e 3,456e 30

Water tanks Individual DHW water tank 2,958,000e 59,160e 15
Heat consumption Heat consumed at source - 412,370e -

Total 10,927,124e 637,814e

Table C.2: specific CAPEX, OPEX and lifetimes for scenario 1b

Component Part CAPEX [e] OPEX [e/yr.] Lifetime [yr.]
HTS - 178,213e 3,564e 30
Circulation pump - 12,817e 2,295e 15
ATES - 2,049,257e 115,255e 30
Buffer TTES - 262,471e 6,562e 30
Pipelines - 3,795,374e 75,907e 30
Substations - 486,270e 14,588e 30
Supply sets Set + inhouse connections (per appartement) 2,890.344e 57,807e 15

Set + inhouse connections (per detached home) 112,500e 2,250e 15
Building connection 172,800e 3,456e 30

Water tanks Individual DHW water tank 2,958,000e 59,160e 15
Heat consumption Heat consumed at source - 400,470e -

Total 12,918,202e 741,317e
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C.2. Scenario 2: ULTDH

Table C.3: CAPEX, OPEX and lifetime for scenario 2a

Component Part CAPEX [e] OPEX [e/yr.] Lifetime [yr.]
HTS - 387,165e 7,743e 30
Circulation pump - 15,448e 3,727e 15
Pipelines - 3,525,867e 70,517e 30
Substations - 380,430e 7,609e 30
Supply sets Set + inhouse connections (per apartment) 2,890.344e 57,807e 15

Set + inhouse connections (per detached home) 112,500e 2,250e 15
Building connection 172,800e 3,456e 30

HPs Water-to-water HP systems inc. boilers 4,478,197e 539,275e 15
Heat consumption Heat consumed at source - 304,073e -

Total 11,962,907e 996,460e

Table C.4: CAPEX, OPEX and lifetime for scenario 2b

Component Part CAPEX [e] OPEX [e/yr.] Lifetime [yr.]
HTS - 150,918e 3,018e 30
Circulation pump - 15,448e 3,727e 15
ATES - 1,629,481e 56,015e 30
Buffer TTES - 482,042e 12,051e 30
Pipelines - 3,525,867e 70,517e 30
Substations - 380,430e 7,609e 30
Supply sets Set + inhouse connections (per apartment) 2,890.344e 57,807e 15

Set + inhouse connections (per detached home) 112,500e 2,250e 15
Building connection 172,800e 3,456e 30

HPs Water-to-water HP systems inc. boilers 4,478,197e 539,275e 15
Heat consumption Heat consumed at source - 316,880e -

Total 13,836,858e 1,072,581e
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C.3. Scenario 3: combined ULT- and MTDH

Table C.5: Specific CAPEX, OPEX and lifetimes for scenario 3a

Component Part CAPEX [e] OPEX [e/yr.] Lifetime [yr.]
HTS - 440,735e 8,815e 30
Circulation pumps - 19,412e 4,715e 15
Pipelines - 4,400,002e 88,000e 30
Substations - 425,782e 8,514e 30
Supply sets Set + inhouse connections (per apartment) 2,890,344e 57,807e 15

Set + inhouse connections (per detached home) 112,500e 2,250e 15
Building connections 172,800e 3,456e 30

HPs Water-to-water HP systems inc. boilers 3,428,838e 340,313e 15
Water tanks Individual DHW water tank 645,000e 12,900e 15
Heat consumption Heat consumed at source - 361,498e -

Total 11,890,313e 888,267e

Table C.6: Specific CAPEX, OPEX and lifetimes for scenario 3b

Component Part CAPEX [e] OPEX [e/yr.] Lifetime [yr.]
HTS - 168,871e 3,377e 30
Circulation pump - 19,412e 4,715e 15
ATES - 1,820,527e 79,114e 30
Buffer TTES - 428,503e 10,713e 30
Pipelines - 4,400,002e 88,000e 30
Substations - 425,782e 8,514e 30
Supply sets Set + inhouse connections (per appartement) 2,890,344e 57,807e 15

Set + inhouse connections (per detached home) 112,500e 2,250e 15
Building connections 172,800e 3,456e 30

HPs Water-to-water HP systems inc. boilers 3,428,838e 340,313e 15
Water tanks Individual DHW water tank 645,000e 12,900e 15
Heat consumption Heat consumed at source - 368,498e -

Total 13,866,698e 976,616e

C.4. Scenario 4: all-electric

Table C.7: Speficic CAPEX, OPEX and lifetimes for scenario 4

Component Part CAPEX [e] OPEX [e/yr.] Lifetime [yr.]
HPs Air-to-water HP systems inc. boilers 14,261,504e 356,538e 15

Electricity consumption - 709,380e -
Total 14,261,504e 1,065,918e
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