Centralised Offsnore Hydrogen
FProduction

Techno-Economic Optimisation and Assessment of the
Benefit of Aggregated Power Supply

MSc Thesis Sustainable Energy Technology
Simon Hammecher

8l

|

Delft University of T

- e
- ,

TUDelft VATTENFALL &



Centralised Offshore Hydrogen Production
Techno-Economic Optimisation and Assessment
of the Benefit of Aggregated Power Supply

by
Simon Hammecher

Simon Hammecher 4499565

Supervisor: Dr. ir. M. Zaayer (Committee)

Vattenfall Supervisors: ir. P. J. M. Bussemakers (Committee)

ir. O. Partenie
Institution: Delft University of Technology
Place: Faculty of Electrical Engineering, Mathematics and Computer Science, Delft

Cover Image: Taken and adapted from [1]

]
TUDelft VATTENFALL @



Acknowledgements

| gratefully acknowledge the support and guidance of my supervisors, Michiel Zaayer from the TU Delft,
and Matthijs Bussemakers and Octavian Partenie from Vattenfall, who have made this thesis possible.
Their mentorship, devotion, and feedback have been invaluable in enriching my knowledge of hydrogen
and offshore wind energy.

Michiel, your guidance throughout the project and the feedback on my work and report were phe-
nomenal. You were always available to discuss new ideas and help me along the way during the
research. Your feedback on my report was very elaborate and helped me structure my story. | learned
a lot from you.

Octavian, | would like to express my sincere appreciation for initially taking up this challenge with me.
| have great memories of our conversations, both about hydrogen and our other many shared interests.
| want to thank you for all the insights you have given me into the world of hydrogen. | learned a lot
from you.

Matthijs, thank you for taking over halfway through the project. Together we made great strides in a
world that was still unknown to you. Your critical feedback pushed me to think beyond my boundaries
and has been instrumental in this process. | will remember the pleasant time we had in the office and
our games of table football. | learned a lot from you.

| would like to thank Dominic von Terzi and Ad van Wijk for participating in the Thesis Committee,
and | want to thank Wim Bierbooms for being present feedback during the midterm presentation.

Furthermore, | would like to extend my gratitude to all of my colleagues at Vattenfall, particularly the
System Design team, who made this a memorable and exciting time. | am especially grateful to Mads,
Kenneth, Georgios, Robin, Ernst, Jan-Willem, Peter, Petr, Hans, Micheal, Sgren, Simon and Emile
for their input on the techno-economic model, and to Jason and Carlos for their input on the dynamic
model. Furthermore, | would like to thank Porkell and Helena for their endless time for discussions.

Finally, | want to acknowledge the unwavering love and support of my friends, family, and Willemijn,
who have been a constant source of encouragement. | am deeply grateful for your support, which has
been my driving force throughout my academic and personal career.

Simon Hammecher
Amsterdam, March 2023



Abstract

Green hydrogen is expected to play a crucial role in the energy transition as it can be utilised for both
storage purposes and as fuel for hard-to-abate sectors. One of the possible configurations for producing
green hydrogen is by means of a central offshore hydrogen production platform powered by offshore
wind energy. Producing hydrogen offshore facilitates the possibility to eliminate parts of the expensive
electrical infrastructure present in conventional offshore wind farms and could result in lower losses.

In collaboration with Vattenfall, this study provides a thorough examination of centralised offshore
hydrogen production. The study addresses both the techno-economic feasibility of the centralised
configuration and the effects of aggregating the power supplied by individual offshore wind turbines.

In Part |, the study presents a comprehensive techno-economic analysis of different electrolysis
technologies, the optimal hydrogen production unit capacity, and compressor output pressure. The
outcomes reveal that an optimal levelised cost of hydrogen can be achieved by reducing the hydrogen
production unit capacity compared to the offshore wind farm capacity. Moreover, increasing the hydro-
gen pressure above the minimum pressure required to overcome the pipeline pressure drop, reduces
the levelised cost of hydrogen further. The study reveals a small preference for hydrogen production
based on proton exchange membrane electrolysis, in comparison to hydrogen production based on
alkaline electrolysis.

In Part Il, the focus is shifted towards hydrogen production solely, influenced by power fluctuations.
By using historical offshore wind turbine power output data, it was found that aggregating the power
output significantly reduces the normalised power output fluctuations, compared to a decentralised off-
shore configuration. However, the reduced power fluctuations did not result in a higher hydrogen yield,
attributed to the inter-array cable losses of the centralised configuration. Nevertheless, a significant
reduction in the number of switches of operational mode and the number of turn-offs of the stacks was
observed. Reducing the number of switches and turn-offs will reduce the process of stack degradation.

The study concludes that centralised offshore hydrogen production facilitates the possibility to pro-
duce hydrogen at a competitive levelised cost of hydrogen. Furthermore, the reduction of the power
fluctuations will benefit this configuration due to the deceleration of the stack’s degradation process.
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Glossary

A variety of terms is used to refer to groupings of components and aspects throughout the report. The
following section elaborates on which components are grouped and their respective name. Attempts
are made to use terminology that appeals to readers imagination.

Hydrogen production unit

The hydrogen production unit (HPU) consits of all components directly related to the production and
processing of hydrogen at the platform. This therefore exists out of the water pumps, desalination and
deionization equipment, electrical equipment, electrolyser stacks, gas conditioning equipment, and
COMpressors.

Centralised offshore hydrogen platform
The centralised offshore hydrogen platform (COHP) consists out of the all hydrogen production unit
equipment, together with the superstructure, substructure and foundation.

Hydrogen transmission system
Once the hydrogen is produced at the platform, the hydrogen will be transported to shore. This is done
using the hydrogen transmission system.

Dedicated offshore wind farm

The dedicated wind farm refers to all the components needed to supply electricity to the centralised
offshore hydrogen platform. This includes the turbines with all internal equipment and the inter array
cables.

Offshore wind-hydrogen system

The wind-hydrogen system refers to all components needed to convert the incoming wind speed, to
delivering hydrogen to shore. These are the dedicated offshore wind farm, the centralised offshore
hydrogen platform and the hydrogen transmission system.

Offshore wind-hydrogen project

The offshore hydrogen project refers to the total energy system, the installation of the centralised off-
shore hydrogen platform and the other non-material project aspects.

Xi
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Introduction

This chapter will introduce the topic of this study. Section 1.1 will provide background information and
the rationale for interest in this topic. Then, Section 1.2 presents the problem analysis. The research
questions and methodology are presented in Section 1.3 and Section 1.4, respectively. Finally, the
structure of the report is presented in Section 1.5.

1.1. Background

The Paris Agreement of 2015, signed by 196 nations, set the ambitious target of limiting global warming
to below 2 degrees Celsius, relative to pre-industrial levels [2]. An important aspect contributing to real-
ising this goal is the energy transition, implying the abandoning fossil-fuelled processes. Electrification
will be a key component of this transition for many sectors. Certain sectors, known as the hard-to-
abate sectors, may face challenges in electrifying. Examples of hard-to-abate sectors and processes
are heavy transport, iron and steel production, aviation, and the production of feedstock for fertilisers [3].
These sectors and processes required a different form of energy than electricity. Additionally, while fos-
sil fuels offer the advantage of easy storage, achieving low-cost and high-efficiency electricity storage
remains a significant challenge. A solution to both these problems could be the use of green hydrogen.
The demand for this green hydrogen is expected to increase by 7% annually till 2050 [4]. One of the
methods to produce green hydrogen is through electrolysis, by coupling of a renewable energy source
to an electrolyser.

In recent years, there has been a substantial increase in the use of sustainable energy sources, with
offshore wind energy emerging as one of the fastest-growing renewable energy sources. Production
costs for offshore wind energy have dropped dramatically in recent decades, a trend that is expected
to continue [5]. Since the costs of hydrogen produced via electrolysis are highly reliant on the costs
of electricity, large-scale hydrogen production using offshore wind is currently being investigated. Mul-
tiple configurations are proposed in literature. The three main configurations are decentralised and
centralised offshore hydrogen production, and onshore centralised hydrogen production, as presented

in Figure 1.1.

‘ ‘ I
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Figure 1.1: Onshore (left), centralised offshore (center), and decentralised offshore (right) hydrogen production.
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In both offshore configurations, the electricity produced by the offshore wind farm (OWF) is converted
into hydrogen offshore, to be then transported via pipelines to shore. In the decentralised offshore
topology, all wind turbine generators (WTGs) are equipped with their own electrolyser. The centralised
offshore configuration employs a large central platform, referred to as the centralised offshore hydrogen
platform (COHP), that houses all hydrogen production unit (HPU) equipment. In the onshore centralised
topology, electricity produced by the OWF is transported to shore using conventional electrical infras-
tructure, where electrolysis then takes place [6]. All three configurations have their advantages and
might be used in a future energy system.

First pilots are currently set up to demonstrate the feasibility of producing hydrogen using wind-
powered electrolysers in offshore conditions. The PosHYdon project will equip an existing oil platform
with a 1 MW electrolyser to produce hydrogen at sea. Through this project, an attempt will be made
to understand the practical effects of hydrogen production in such offshore conditions [7]. The Brande
Hydrogen project seeks to test the effects of a variable power source on the electrolyser. This is done
by directly connecting a 400 kW electrolyser to a 3 MW onshore WTG. The objective of this pilot is
to gain insight into the degradation process of the electrolysers under variable power [8]. Vattenfall
has indicated it will have an offshore hydrogen turbine operational by 2025, the so-called Hydrogen
Turbine 1 project [9]. The pilots will provide crucial insights needed to scale up these technologies and
ultimately produce hydrogen offshore cost-effectively at large scale.

Some of the main drawbacks of conventional offshore wind electricity production are the high costs
for and losses occurring during the transportation of the produced energy to shore. The cost and losses
due to transport will increases given the assumption that future OWFs are to be built further offshore
[10]. Producing hydrogen locally offshore could offer a solution since submarine pipelines for hydrogen
transport are cheaper and result in lower losses than submarine electrical cables, when transporting
an equal amount of energy [11].

Moreover, the centralised production of offshore hydrogen could provide multiple advantages. The
large system brings multiple possibilities to reduce the costs for the produced hydrogen. The size of
the total system offers room for large individual components and system integration, instead of the use
of modular electrolysers seen in decentralised topologies [12]. The use of larger components is more
cost-efficient [13, p. 72]. Furthermore, the large platform could offer room for facilities to ease mainte-
nance [14]. A final possible benefit stems from the aggregation of the power produced by the spatially
distributed WTG, resulting in a more consistent power supply to the platform [15], which potentially
benefits hydrogen production.

For the centralised offshore configuration to be a success, it needs to compete with other methods of
producing green hydrogen. Direct competitors are the decentralised and onshore configurations, both
powered by offshore wind energy. Other competitors are electrolysis powered by onshore wind, solar,
or hydropower energy [3]. The costs of producing renewable hydrogen, addressed as the levelised
costs of hydrogen (LCOH), currently is still between 3 to 8 €/kg [16], as presented in Figure 1.2.

o
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Figure 1.2: LCOH for different scenarios over time. Adopted from [16].
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1.2. Problem analysis

To date, research on the integration of renewable energy sources with electrolysers has been performed.
The conceptual phase for onshore large-scale electrolyser systems has now passed [17]. Besides, the
difficulties associated with offshore operations are not a novelty since experience is gained from either
the oil and gas industry or the offshore wind industry. Recently, there has been a surge in interest in
investigating the viability of offshore hydrogen generation.

However, detailed information about the specifications of centralised offshore hydrogen platforms
is scarce, as this is a relatively new concept that companies are presently investigating and there isn’t
much public information accessible. Companies are hesitant to share technical specifics to keep any
potential edge, which means that the potential advantages of centralised offshore hydrogen production
and other critical issues are still lesser known. Therefore, there is a scientific gap regarding the techno-
economic feasibility and potential benefits of centralised offshore hydrogen production.

1.3. Research question and sub-research questions

The primary objective of this study is to have a thorough understanding of centralised offshore hydrogen
production, by establishing its performance and feasibility, and identifying possible advantages. The
main research question is formulated as followed:

“What is the techno-economic viability of centralised offshore green hydrogen production
for projected performances and costs of 2030, and how beneficial is its smoother power
input on electrolyser dynamics?”

To divide the work into several parts, multiple sub-questions are raised. Answering these sub-questions
will contribute to answering the main research question. The sub-questions are as follows:

1: “Which electrolyser technology is most suitable for centralised offshore hydrogen
production?”

Several electrolysis technologies are available, each with its advantages and disadvantages. The
choice of electrolysis technology also affects the auxiliary equipment. To produce hydrogen in the most
competitive method, it is necessary to use the most appropriate electrolysis technology and associated
systems.

2.“What are the optimal installed hydrogen production unit capacity and electrolyser
capacity in relation to the installed offshore wind capacity?”

Not all power supplied to the COHP can be used as feed-in for the stacks. Losses occur while trans-
ferring the power from the WTG to the platform and the auxiliary equipment demands a share of the
supplied power. Besides, an OWF operates at its rated capacity only part of the time. Given the high
cost associated with installed hydrogen production unit capacity, it is worth investigating the effects of
undersizing the hydrogen production unit capacity relative to the installed wind capacity. This will how-
ever affect the total produced hydrogen. It is necessary to determine which phenomena all influence
the optimal installed capacity. A differentiation will be made for optimisation for either the lowest LCOH
or the highest net present value (NPV).

3: “Does the damping of power fluctuation due to aggregation of power output benefit
hydrogen production in a centralised configuration”

Aggregating the power of the individual wind turbine generators could provide a more consistent power
supply to the COHP. The reduction in power fluctuations is likely to benefit hydrogen production and
the lifetime of the hydrogen-producing system.

1.4. Methodology

Different approaches are required to answer the sub-questions. The first two sub-questions are an-
swered using a techno-economic model, the third sub-question is answered using a dynamic model.
The reason for this dichotomy and explanation of the setup of the models is explained in this section in
more detail.
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1.4.1. Techno-economic analysis

To answer the sub-questions related to Part I, both the hydrogen yield and associated system costs
are relevant, hence a techno-economic model is adopted. In order to optimise for the two different
objectives, being the minimum LCOH and maximum NPV, the total system will be examined from a
holistic point of view. This is done as the optimisation of one of the components of the system will not
guarantee the optimal result.

To maintain structure and oversight in this complex problem, a Model-Based System Engineering
approach will be used. This implies that the entire system will be first broken down into all its dif-
ferent components. These components will be defined and the physical parameters on which these
components depend will be examined. This includes presenting the different design choices for each
component. Once the individual components are clearly defined, their interactions will be identified to
assemble the entire system. This will be done based on literature research.

Models exist for some of the components and these are either used directly or modified to use those
for its intended purpose. In the absence of models, relationships, as found in literature, will be used.
Model inputs will come from a variety of sources. Some of the required data is present within Vattenfall
and others can be found in literature. In the case of a lack of publicly available data, assumptions
are made where no information was available, based on experts’ view. Once the complete model is
finished, a case study will be performed in order to evaluate the different configuration and installed
capacities.

1.4.2. Dynamic analysis
For answering the sub-question related to Part I, only the production of hydrogen is relevant. To
address this sub-question, a more detailed investigation into hydrogen production is required. This
requires a dynamic model that simulates the production of hydrogen and the status of the system at
shortintervals to understand the effect of power fluctuations. An existing power-to-hydrogen time-series
model will be used to answer this question. As this model was originally constructed for decentralised
offshore hydrogen production, it necessitates modifications to make it suitable for its novel application.
A case study will be performed based on historical power output data. Since no benchmark values
to evaluate the obtained results of the centralised offshore configuration are available, its performance
is compared to a decentralised offshore configuration. First, the effects of aggregating power supply will
be identified, by evaluating the power output of the OWF and the WTGs. Then, the power-to-hydrogen
time-series model will be used to evaluate the differences in hydrogen-related performances.

1.5. Report outline

The purpose of this section is to guide the reader to through this report and to direct to the sections
of interest. Figure 1.3 presents a graphical readers-guide of the report. As presented in Section 1.4,
the sub-questions are answered using two different models. These models are addressed in two sep-
arate parts. Both parts follow a similar structure, beginning with a chapter outlining the model and its
specifications. The second chapter presents the results according to a performed case study.

Before delving into the specific models, Chapter 2 provides an overview of the relevant components
and aspects related to centralised offshore hydrogen production. Readers familiar with such systems
could be directed to Section 2.13, where an overview of the preliminary design choices for this study
are presented, as presented in blue in Figure 1.3. Hereafter, the two parts are presented.

Part | focuses on the techno-economic analysis, where both the total produced hydrogen and costs
are relevant. Here, efforts are made to determine the optimal installed HPU capacity for different ob-
jectives and to quantitatively evaluate the different electrolysis technologies. Chapter 3 outlines the
techno-economic model and sub-models. Then, Chapter 4 presents the results, case study, and sum-
mary of Part I. Part Il narrows down on hydrogen production only and examines the effect of power
fluctuations on hydrogen production, using the time-series-based model. The phenomenon of power
fluctuations and the model used are described in Chapter 5. Then, the case study, results, and sum-
mary of Part Il are presented in Chapter 6. A summary per part is supplied for readers only interested
in one of the two parts, as presented in blue in Figure 1.3. The information found in these summaries
suffices to read the conclusion. The summary of Part | is found in Section 4.8, and the summary of
Part Il in Section 6.7.

The report concludes with Chapter 7. Here, an overarching conclusion is drawn based on the results
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of both parts and recommendations for future work are presented.
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Introduction and research
objective
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Summary Summary
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Conclusion
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Figure 1.3: Graphical readers guide. The two parts are presented in grey, and the recommended readings are in
blue.



System description and component
selection

The following chapter introduces all the components relevant to the offshore wind-hydrogen system,
aspects of the offshore wind-hydrogen project, and which design choices are possible. An overview of
all components and aspects considered in this work is presented in figure 2.1. Readers familiar with
components of such offshore wind-hydrogen system can jump to section 2.13, where the preliminary
design choices for the COHP are presented.

First, the dedicated offshore wind farm, powering the COHP, is elaborated on in section 2.1. Sub-
sequently, the components of the hydrogen production unit (HPU) are introduced, starting with the
electrolysers in section 2.2. Then, the electrical equipment is presented in section 2.3. Next, the water
treatment equipment and gas conditioning equipment are presented in sections 2.4 and 2.5. The final
component of the HPU, the compressors, is presented in section 2.6. Besides the components of the
HPU, the COHP consists of the superstructure, substructure, and foundation, which are presented in
sections 2.7, 2.8 and 2.9 respectively. The produced hydrogen will be transported to shore using the
hydrogen transmission system, presented in 2.10. Besides the previously mentioned physical compo-
nents, such offshore wind-hydrogen project consists of procedures and aspects. First, the transport,
installation, and commissioning of the COHP is introduced in section 2.11, and finally, to make it a
complete offshore wind-hydrogen project, the Other activities are presented in section 2.12.

Centralized Offshore Hydrogen Platform (COHP)

Hydrogen Production Unit (HPU)

—

Electrical
equipment

——

Water treatment
equipment

—

=
Foundations,
Substructure,

— e

Compressors

Superstructure

—
Dedicated - . Hydrogen
. Electricity Gas conditionin Hydrogen 2
offshore wind Electrolysers ; 9 - transmission
equipment
farm system

.
Transport,
Installation,

Commissioning

—

— e

Other activities

Figure 2.1: Overview of an offshore wind hydrogen system and project aspects.
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2.1. Wind turbines and wind farm description

The following section is related to the dedicated offshore wind farm, powering the COHP. In the wind
farm, electricity is generated by converting kinetic energy into rotational energy, and rotational energy
into electrical energy. First, in section 2.1.1, a conventional offshore wind farm with all its components
is presented followed by section 2.1.2, presenting the components of a dedicated offshore wind farm.
This section addresses which components of a traditional offshore wind farm are redundant, and the
aspects of the offshore wind farm performance that needs to be taken into account.

2.1.1. Conventional offshore wind farm

Figure 2.2 presents a schematic representation of a conventional wind farm. Besides the wind turbines
(1), it consists of the inter-array cables (IAC) (2), which transfer the produced electricity to the offshore
substation (3). At the offshore substation, the voltage of the produced electricity is increased to lower
the losses caused by cable resistance [18]. Subsequently, the electricity is transported to the shore via
the export cables (4). Finally, onshore, the voltage is increased once more at the onshore substation
() before the electricity is delivered to the grid ().

(AN,

2

Figure 2.2: Schematic representation of a conventional wind farm.

2.1.2. Dedicated offshore wind farm

In the offshore wind-hydrogen system, the energy carriers are transported to shore in the form of
molecules rather than electrons, hence the system looks different from a conventional wind farm. The
hydrogen system is schematically represented in figure 2.3. In the hydrogen system, similar to a tradi-
tional wind farm, electricity is generated using wind turbines (1). This electrical energy is transported via
the IAC (2) to the COHP (3) where the electricity is converted into hydrogen. The produced hydrogen
is transported to shore via the hydrogen transmission system (4). Onshore, the hydrogen is delivered
directly to industrial offtakers (5) or fed into the hydrogen backbone (6).

i g &

2

Figure 2.3: Schematic representation of an offshore wind-hydrogen system.

Superfluous in the hydrogen system are the offshore substation, the export cable, and the onshore
substation. This saves on the material costs of these components, as well as on installation, transporta-
tion, and development costs. However, these components are replaced by the COHP and hydrogen
transmission system and their respective costs. Losses caused by cable resistance and conversion in
substations are replaced by hydrogen conversion losses and pressure drop [11].
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Several aspects of the farm’s performance must be taken into account. Wind turbines use wind
energy to generate, hence the wind passing the turbine must have less energy than the wind upstream
of the turbine. As a result, the wind downstream of a wind turbine is slower and more turbulent. This
downstream wind is known as the turbine’s wake. As the wind flow moves downstream, the wake will
expand and gradually restore to free stream conditions. When a wake meets the swept region of a
downwind turbine, the downwind turbine is said to be shadowed by the wake-producing turbine [19].

Over the life of the wind farm, the performance of the wind farm decreases. Both in rated power
and annual yield. Wind turbines are subjected to a variety of stresses over their lifetime, which can
cause wear and tear on numerous components. This can involve damage to the blades, gearbox,
generator, and other components. As a result, the turbine’s performance may gradually deteriorate as
these components erode. Besides, its performance may degrade if it is not maintained properly. For
example, rotor blades that are not cleaned regularly may become less efficient. The decrease of the
wind farms’ conversion efficiency, combined with the decrease in annual availability, causes the annual
yield to decrease as well [20]. Itis essential to lessen the impact on performance and extend the lifetime
of the turbine by resolving these concerns through regular small maintenance and large maintenance
campaigns [21].

The 33 kV IAC continues to be the industry standard for offshore wind farms today. However, a
trend toward 66 kV IAC is justifiable given the expanding surface area of future wind farms and the
increase of individual turbine power rating. Less array cabling, the possibility of transmitting up to twice
as much power, fewer related power losses, and capital cost savings, in terms of both cable cost and
installation, are potential advantages of employing a 66 kV IAC [18].

2.2. Electrolyser description and selection

The following section is dedicated to the electrolysers. A general introduction to what electrolysers are
and how they work, together with the selection criteria is provided in section 2.2.1. Then, the five main
electrolyser technologies are discussed in sections 2.2.2 to 2.2.6. Finally, in section 2.2.7 the electrol-
yser technologies considered feasible for centralised offshore hydrogen production are presented.

2.2.1. Electrolyser introduction and selection criteria

The electrolysers are considered to be the core of the system. During the electrolysis process, electric
direct current (DC) is applied to water, generating high purity hydrogen and oxygen. Although different
electrolyser technologies are based on slightly different electrochemical reactions, all electrolyser types
have an anode and cathode, separated by an electrolyte [22]. At the cathode, the hydrogen evolution
reaction (HER) takes place and at the anode, the oxygen evolution reaction (OER) takes place. The
electrolyte enables charge carrier transport between the anode and the cathode [23].

In addition, the efficiency curve of an electrolyser is a well-known phenomenon. This efficiency curve
is a representation of the system efficiency of an electrolyser and indicates the operation efficiency
compared to the load given to the electrolyser. Figure 2.4 shows the system efficiency curve of a
PEME-based system based on historical data. What can be seen is that the system operates most
efficiently around 20% of the nominal load and efficiency decreases thereafter.

Water electrolysis can be categorised into five main technologies, distinguished by the type of elec-
trolyte used. Direct seawater electrolysis (DSE), Alkaline electrolysis (AE), Proton exchange mem-
brane electrolysis (PEME), Solid oxide electrolysis (SOE), and Anion exchange membrane electrolysis
(AEME) are evaluated on their feasibility for centralised offshore hydrogen production.

These five different electrolyser technologies can be compared on an inordinate number of differ-
ent criteria. Therefore, only those criteria that have a significant impact on the intended application
are considered. Concerning the general operation of the electrolyser, the following are examined: the
type of electrolyte in the system, whether or not precious metals are used, the feedstock used, the
operating temperatures, and finally the pressure under which the produced hydrogen exits the electrol-
yser. Furthermore, the performance of the technology is assessed by the efficiency and degradation
of the stacks and with respect to cost, the capital expenditure (CAPEX) and operational expenditure
(OPEX) are evaluated. Finally, the size and weight of different technologies are considered. It should
be mentioned that currently many developments are taking place in the field of electrolyser technolo-
gies. Therefore the values mentioned in literature are not always representative or up to date. Also,
these theoretical values may differ from the performance actually obtained by manufacturers.
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Figure 2.4: Efficiency curve of a PEME-based system, taken from [24].

2.2.2. Direct seawater electrolysis

DSE uses seawater as both electrolyte and feedwater. The reaction taking place during this water
splitting process is depicted in equation 2.1. This process is widely known in the chemical industry as
the Chlor-alkali process [25]. Traditionally, during the Chlor-alkali process, the formation of hydrogen
is seen as a byproduct, as this process focuses on the production of sodium chloride. A water splitting
system based on DSE omits the use of water desalination and purifying equipment. This results theo-
retically in a smaller required space and fewer components, which could lead to a lower overall CAPEX
and OPEX [26]. The pressure of the hydrogen produced in a chloralkali process ranges usually around
200 bar [27].

Anode : 2Cl(_aq_) — Clyg) +2e~
Cathode : 2H20y +2e™ — Hyg) + QOH(_ (2.1)

ag.)

Owverall : QNGCL(GQA) + 2H20(l) — Clg(g) + Hg(g) + 2N(ZOH(aq_)

The downsides of this water splitting technology are the high concentrations of chlorine produced dur-
ing the process, the short lifetime due to high unavoidable impurities in the seawater, and frequently
required maintenance [28]. Also, no commercial examples that rely on this technology for dedicated
hydrogen production currently exists [29]. Taking into account that the CAPEX, OPEX, and specific
power consumption of seawater desalination are marginal compared to those of water splitting, the
benefits of direct seawater splitting are thus insignificant.

2.2.3. Alkaline Electrolysis

AE is the most well-understood and mature water splitting technology. It has been widespread com-
mercially available for decades and therefore currently the most cost-effective electrolyser technology
available [22][14]. The water splitting reaction that occurs in the electrolyser is presented in equation
2.2. In the process, an alkaline solution of KOH or NaOH is used as electrolyte. As feedstock, desali-
nated water is used with a maximum conductivity of 5 uS/cm [30]. Historically, this type of electrolyser
was run at near-constant power while linked to the grid. Due to recent advancements, better compati-
bility with fluctuating power input is realised although the system experiences relatively slow dynamic
response [11]. Due to the avoidance of precious materials, alkaline electrolysis is characterised by low
CAPEX when compared to other electrolyser methods [22].
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1
Anode : QOH(;q.) — 502@) + HyO(p) + 2e™
Cathode : 2H20(l) +2e” — Hz(g) + 20H( (2.2)

ag.)

1
Overall : HQO(Z) — 502(9) + Hz(g)

Downsides of an AE-based system are the relatively low current densities resulting in a large required
footprint, the use of the alkaline fluid as electrolyte requires complex maintenance because of its cor-
rosive nature [23], and the aforementioned relative slow dynamic response.

Assumed is that, due to the maturity of the technology, slower technological progress will be made
compared to other electrolyser technologies. Where previous AE systems produced hydrogen at an
atmospheric pressure, current AE systems are capable of producing hydrogen at an output pressure
of 30 bar [11].

In the majority of papers comparing AE with other electrolyser technologies for offshore application,
the AE-based system does not emerge as the most promising, due to its lower dynamics, relatively
large footprint [11] and more frequent maintenance [29]. However, these papers do not mention that
the central character of the COHP may be able to compensate for these disadvantages, as highlighted
by [14].

2.2.4. Proton Exchange Membrane Electrolysis

PEME is one of the fastest developing electrolyser technologies and is relatively new compared to AE.
PEME-based systems make use of a solid electrolyte, instead of a liquid one as used in the previous
electrolyser technologies. The system uses deionized water as feedstock with a maximum conductivity
of 1 uS/cm [30]. The absence of liquid electrolyte enables a more compact design and therefore lower
footprint [31]. The compact design is realised by the zero-gab architecture. This zero-gab concept is
realised by a membrane-electrode assembly (MEA) which is a single piece containing all the necessary
components of a cell in a three layer sandwich. On the one hand, PEME is more expensive than the
alternatives because of this costly MEA component. However, the MEA requires no maintenance for
the duration of the electrolysers lifetime [29]. Other benefits of using the MEA include the ability for
faster dynamics and shorter cold-starts compared to AE-based systems, both qualities required for
coupling to an intermittent power source. Finally, the produced hydrogen is often at higher pressures
compared to AE [6].

1
Anode : HyOqy — 502(9) + 2H(erlq‘) +2e”

Cathode :  2H}  +2e” — Hyy (2.3)

(ag.)

1
Overall : HgO(l) — 502(9) + Hg(g)

Downsides of this emerging technology are the higher CAPEX than its direct competitor. This is due to
the usage of noble metals such as P, Ir, or Ru in the cathode and anode [31]. Another disadvantage
of the PEME-systems is the relativity shorter lifetime due to faster degradation [22]. Nevertheless, the
PEME technology is considered highly suitable due to its compact design, fast dynamic responses, and
low maintenance costs. Also, the relatively high CAPEX costs are expected to decrease in the future
due to the expansion of production scale [14][29].

2.2.5. Solid Oxide Electrolysis

SOE is one of the more recently developed technologies and is still in a pre-commercial phase. It
can be categorised as a high-temperature electrolyser, as superheated steam is used as feedstock.
As electrolyte, a ceramic membrane is used. Temperatures vary between 700 °C and 1000°C [29]
which promises a higher efficiency than both PEME and AE [14]. Another benefit of this electrolyser
technology is that it does not make use of precious metals [11].
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_ 1 _
Anode: O — 302(9) +2¢
Cathode :  H30(y) +2¢~ — Hy(g) + 07 (2.4)
1
Overall : HQO(Q) — 502(9) + Hg(g)

To avoid thermal cracks developing in the components, cool-downs and heat-ups must be carried out
utter slowly. Direct coupling to an intermittent energy source like offshore produced wind energy is
therefore a considerable challenge. Furthermore, when used in maritime environments, the main issue
with this technology is finding an external source of high temperature that can maintain the SOE at
operational temperature continually [29].

2.2.6. Anion exchange membrane electrolysis

AEME is the newest electrolyser technology aiming for combining the benefits of AE and PEME. The
system’s reaction is presented in equation 2.5. The system operates with an electrolyte consisting of
low concentrations of alkaline, thus a less corrosive environment than in an AE-based system [31]. The
AEME weak alkaline operating conditions are suitable with inexpensive electrode materials, which are
mostly based on nickel and cobalt, and can be similar to those used in classic AE. They also make it
possible to use membranes that are less expensive than those used in PEME stacks [23]. Hydrogen
output pressures are reported to be up to 35 Bar [32].

Anode : 40H ,,\ = Oz(g) + 2H20() + e

Cathode : 4H504) +4e™ — 2Hy(g) + 4OH(;q_) (2.5)
Owverall : 2H20(l) — 2H2(g) + O2(g)

The small size of the cells and the moderate temperatures (25-70 °C) are further benefits of AEME
technology. Due to all of these factors, the AEME technology has emerged as a promising option that
satisfies the requirements of inexpensive integrated components and straightforward operation [31].
However, the AEME technology is still in laboratory stage and lacks large scale production [22].

2.2.7. Conclusion on electrolyser technologies

Five different electrolysis technologies were considered, each with varying degrees of feasibility when
employed for centralised offshore hydrogen generation. Table 2.1 presents the most important charac-
teristics of the different electrolysis technologies.

Technology DSE AE PEME SOE AEME
Temperature Low Low Low High Low
Efficiency Moderate | Moderate | Moderate | High Moderate
Output pressure | High Low High Low Medium
Maturity Low High Moderate | Moderate | Low
CAPEX High Low Moderate | High High
OPEX High Moderate | Low Moderate | Low

Size Low High Low Moderate | Low
Lifetime Low High Moderate | High Low

Table 2.1: Compression of different electrolysis technologies.

Not all technologies will be considered for the remainder of this study. DSE will not be considered
feasible because of its low maturity for the sole purpose of hydrogen production and high production of
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chlorine. SOE requires high operating temperatures that are technically difficult to achieve and maintain
in offshore conditions. Also, achieving these high temperatures would require a too large fraction of
the total energy available which has negative effects on the efficiency of the system. The intermittent
nature of wind energy could lower the lifetime of this technology significantly. For these reasons, SOE
is not considered a feasible option for this study. AEME, although theoretically promising, is at an
immature technology stage, which results in excessive capital expenditure and is therefore excluded
from the rest of this study. Both the AE and PEME technologies are at a relatively mature technological
stage. The compact design and fast dynamics of the PEM system are accompanied by higher CAPEX.
The AE technology, on the other hand, is cheaper but has its disadvantages like the larger associated
mass and slower dynamics. Both technologies are promising and therefore considered in this study.

2.3. Electrical equipment description

The IAC delivers medium voltage (MV), alternating current (AC) to the COHP, which has to be con-
verted to be usable by the components of the HPU unit. This conversion happens in several steps by
switchgear, transformers, rectifiers, and passive and active reactive power compensation equipment
[33][34]. Together with the electrical cables present at the platform, these components are referred to
as the electrical equipment. Figure 2.5 presents a simplified overview of what the electrical infrastruc-
ture of the COHP will look like, adapted from the work of ISPT for an onshore centralised hydrogen
production plant [35].

Rectifier 1.5kvDC _| Electrolyser
AC to DC stacks
A
1.5KkV AC
66 kV AC Switchgear 66kVAC | Transformer 15kVAC | Transformer 0.4kVAC BoP
66 kV AC 7] 66 kV to 1.5 kV " 115KV to 0.4 kv o

Figure 2.5: Simplified electrical infrastructure of the COHP

The system’s switchgear is used to distribute energy to various loads and pieces of equipment while
also controlling the flow of electricity to guarantee that the right voltage and frequency are applied. It has
several safety features like circuit breakers and fuses that may be used to stop the flow of electricity in
the case of a failure or overload. Transformers are used to step down the voltage of electricity received
from the IAC grid to a level that is suitable for the HPU components while the rectifiers are used to
convert AC power into DC.

The equipment in the HPU can be divided into two groups, depending on their requirement for AC
or DC power. The first group, which consists only of the electrolysers, requires low voltage (LV), DC.
The other group, the remaining equipment of the HPU, requires an LV, AC power.

2.4. Water treatment equipment description

The water treatment equipment of the HPU is responsible for preparing the water needed for all water-
related operations. In the proposed offshore wind-hydrogen system, seawater will be used as both a
feedstock for electrolysis and as a cooling agent. Due to the efficiencies of the electrolysers, portions
of the power supplied to the stacks will be converted into heat. Also, the compressors and desalination
and deionization equipment require cooling [35]. Given the high concentration of stacks at the platform,
it is necessary to have adequate cooling facilities in place. Using the abundant seawater as a cooling
agent for the electrolysers is a logical solution.

The water infrastructure for both the PEME- and AE-based system are presented in figure 2.6. Both
consist of water pumps and desalination equipment and, depending on the chosen electrolysis tech-
nology, deionization equipment. As stated previously in section 2.2, both technologies require different
qualities of feedwater, and therefore different water treatment equipment. In an AE-based system,
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desalinisation of the incoming seawater would suffice while in a PEME-based system, additional deion-

ization of the feedwater is required.

Desalinated Deionized
Seawater Seawater inati water jonizati water
Pumps Desgllnanon De[omzauon PEME stacks
equipment equipment
Cooling
Seawater equipment Waste water
Desalinated
Seawater Seawater i i water
Pumps Desa_lllnatlon AE stacks
equipment
Cooling _
Seawater equipment Waste water o

Figure 2.6: Simplified water infrastructure of the COHP for both a PEME-based (top) and AE-based system
(bottom).

2.4.1. Water pumps

To facilitate the use of seawater for both feedwater and cooling at the COHP, pumps are necessary to
elevate the seawater from sea level to the platform. The capacity of these pumps should be sufficient
to meet the demand for seawater at the platform at its maximum capacity. It is recommended to use
separate pumps for the feedwater and the cooling water, to ensure that the necessary flow rates can be
maintained for both purposes. The volumetric intake of seawater and the electric output of the turbine
must be coordinated to ensure that the seawater supply can meet the demand for electrolysis and
cooling.

2.4.2. Desalination

One commonly used method for seawater desalination is reverse osmosis (RO), in which seawater is
forced through a membrane with small pores. The pores are small enough to allow water molecules
to pass through but too small for salt and other dissolved minerals. As a result, the purified water is
collected on one side of the membrane, while the salt and other minerals are left behind on the other
side [36]. It is important to note that the RO process has a certain recovery rate, which represents the
fraction of the seawater that is converted into desalinated water. This recovery rate is influenced by
various factors, such as the seawater quality, the feedwater quality requirements, and the membrane
separation efficiency [37].

2.4.3. Deionization

The higher purity requirements of the feedwater for a PEME-based stack compared to an AE-based
stack, necessitates the use of additional water purification, known as deionization. This is a procedure
designed to remove ions and other impurities from the desalinated water to meet the requirements of
the PEME-based stacks [38]. Once again, a fraction of the incoming desalinated water is lost due to
the recovery rate of the deionization equipment [37].

2.5. Gas conditioning equipment description

The gas conditioning equipment of the HPU consists of a series of components that process the hy-
drogen, oxygen, and water produced by the electrolysers to increase the purity of the hydrogen and
partially prepare it for transmission. This involves separating the hydrogen from traces of impurities,
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deoxidising, and drying the gases to remove moisture to avoid the presence of liquids in the down-
stream systems. The specific components of the gas conditioning equipment will depend on the type
of electrolysis technology used. A PEME-based system typically requires hydrogen gas/liquid separa-
tors, oxygen gas/liquid separators, deoxidisers, and dryers, while an AE-based system also requires
lye recirculating equipment [35].

The hydrogen produced by a PEME-based stack is typically at higher pressures than hydrogen
produced by an AE-based stack, which means that the gas conditioning equipment must be resistant
to these higher pressures. As a result, the gas conditioning equipment in a PEME-based system may
be more expensive than that of an AE-based system [13, p. 38]. However, the AE-based system
requires an additional lye circulation system, which increases the total number of pieces of equipment
required [35].

2.6. Compressors description

The final step in the HPU is executed by the compressors. The compressors increase the pressure of
the hydrogen to the desired level. There are various types of compressors, but the majority of compres-
sors used today are either positive displacement or dynamic compressors [39]. Positive displacement
compressors work by trapping a specific amount of gas and pushing it into the discharge pipe. Dy-
namic compressors employ a spinning impeller to transmit kinetic energy from the motor to the gas.
The impeller drafts the gas and increases its velocity as it revolves, propelling the gas to the discharge
point. The compressor type employed depends on the mass flow rate of the hydrogen gas and the
desired compression ratio. Anticipating on the high expected maximum hydrogen flow rate, so-called
reciprocating piston and centrifugal compressors are deemed suitable [40].

Reciprocating piston compressors are suited for applications requiring moderate flow rates and
high pressure. These compressors are positive displacement devices that compress and displace
gases using a piston and cylinder arrangement, with the piston’s motion being powered by a crankshaft.
The cylinder has two automated valves, one for gas suction and one for gas release. Reciprocating
compressors are used in petrochemical facilities and oil refineries, and they are able to realise high
pressures, especially when employed in a multi-stage design [39].

Centrifugal compressors are dynamic compressors, often employed in applications requiring high
flow rates and moderate compression ratios. They compress the gas with a revolving impeller with ra-
dial blades, which raises the velocity of the gas and transforms the kinetic energy into pressure. These
compressors are frequently used to pressurise air and natural gas in petrochemical facilities, refineries,
gas collection, and transmission pipelines. However, the compression ratio of a centrifugal compressor
is determined by the molecular weight of the gas being compressed, and because hydrogen has a low
molecular weight, high impeller tip speeds are required. Due to material strength limits and hydrogen
embrittlement occurring, this can be challenging [39][41].

Due to the challenges arising using a dynamic compressor for hydrogen compression, it is decided
to only consider reciprocating piston compressors for this study. The power requirements of the com-
pressors are dependent on the compression step. Increasing the number of compression steps, and
therefore decreasing the size of a single step, decreases the overall power consumption of the com-
pressors but increases the complexity of the compressor. Anticipated is on a significant difference
between the instantaneous power requirements of the compressors for the PEME- and the AE-based
system, due to the difference in stack hydrogen output pressure.

2.7. Superstructure description

The superstructure is a steel structure, often consisting of several decks, that supports and houses
all the equipment. Besides, it consists of the gratings and claddings where the gratings act as floors,
and the claddings act as walls. Some of the functional areas on the platform may require specific
operating temperatures and conditions. The heating, ventilation, and airconditioning (HVAC) system is
responsible for protecting the equipment from harsh offshore conditions and maintaining the required
operating temperatures. This ensures that the equipment is able to function properly [42].

In addition to the steel structure and HVAC equipment, the topside of a COHP may also include
components such as cranes, emergency shutdown systems, and fire protection systems. Cranes are
often used to move heavy equipment and materials on and off the platform and may include both fixed
and mobile cranes. Emergency shutdown systems are critical for ensuring the safety of the platform
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and its personnel and may include a variety of sensors and alarms to detect potential hazards. Fire
protection systems may include sprinkler systems, fire extinguishers, and other measures to protect
against the risk of fire on the platform [43][44].

2.8. Substructure description

The substructure rests below the surface of the seawater and supports the topside. These substruc-
tures can either be mounted to the seabed or floating [45]. Jacket foundations, floating substructures,
and concrete gravity based substructures are the most widely used substructures, both in the offshore
wind industry, and oil and gas industry [46].

Jacket foundations consist of a vertical steel structure, which is attached to the seabed. The jacket
consists of primary steel, which serves as the major structural support, and secondary steel, which is
used for features like boat landings and external access ladders [34]. The jacket includes anodes and
coating to protect the steel from corrosion and wear [33]. Jacket substructures have been installed up
to depths of around 400 meters in the oil and gas industry, however, at such depths alternatives might
be cheaper nowadays [45].

Concrete gravity based substructures are constructed from concrete and reinforced by steel. They
rest on the seafloor and withstand sliding and overturning through friction between the structure and the
soil. These substructures are typically used in water depths similar to that of jacket based structures,
but are in general less frequently used than jacket substructures [45].

Floating substructures, as the name implies, are intended to float on the surface of the water. These
substructures are often employed for platforms located at larger water depths, where installing a bottom
fixed structure would become technically challenging and cost-inefficient [45].

Anticipating on an expected water depth below 50 meters at the COHP site, the use of a jacket
foundation or a gravity-based structure is deemed appropriate. Based on Vattenfall's experience with
jacket foundations, it is decided to utilise a jacket as substructure for the COHP.

2.9. Foundation description

Foundations connect the jacket substructure to the seabed and provide the necessary support. Several
different types of foundations can be used for offshore substructures. The most commonly used are
piles and suction caissons.

Piles are long, slender structures that are driven or bored into the ground to provide support for a
structure. Piles are generally able to transfer loads more efficiently than suction caissons, due to their
large surface and ability to penetrate deep into the seabed [47].

Suction buckets are another type of foundation used for offshore substructures. Suction caissons
are generally easier and faster to install than piles. However, they have a lower load capacity compared
to piles [47].

Anticipating on the large mass of the substructure and topside of the COHP, it has been decided to
use piles as foundation type of the platform [48].

2.10. Hydrogen transmission description

After the hydrogen is produced, processed, and compressed at the COHP, the hydrogen will be trans-
ported to shore. Different transportation methods exist for hydrogen transportation. The most com-
monly used methods are shipping and pipelines. The most promising transmission method for a spe-
cific case depends on hydrogen flow rate and distance [49]. Transmission using ships often requires
temporary hydrogen storage at the location of production, while pipelines can be run continuously. Also,
the use of existing pipeline infrastructure is promising [50].

Below a distance of 3,000 km, the use of pipelines is the most cost-efficient option [49]. Itis assumed
that the distance between the COHP and the offtake location onshore is smaller than this threshold.
Furthermore, it is highly site-specific whether an already existing pipeline can be reused for hydrogen
transmission. For these reasons, only the use of a new pipeline for hydrogen transmission is considered
in this study.
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2.11. Transport, installation and commissioning description

Once the components of the COHP have been constructed onshore, they remain to be transported,
installed, and commissioned at the designated location. The transport, installation, and commissioning
activities are closely related, hence they are treated simultaneously.

2.11.1. Substructure installation
Two main methods for substructure installation can be distinguished, the lift method and the launch
method. Lift installation involves the use of a heavy lift vessel. Once at the site, the substructure is
lifted and placed onto the seabed, where it is secured in place using piles or other foundation elements.
This method is often used for smaller substructures or those with relatively low weight, as it requires a
vessel with a high lifting capacity [51].

The substructure is launched into the sea using a launch barge and buoyancy tanks during launch in-
stallation. The substructure is upended at its designated place once afloat. This technique is frequently
utilised for bigger or heavier substructures [51].

2.11.2. Foundation installation

Two installation methods are common for piles, pre-pilling and post-pilling. These methods are distin-
guished by the relative moment the piles are installed in reference to the installation of the substructure
as the names suggest.

2.11.3. Topside transport and installation
In the oil and gas industry, three types of topside installation methods are commonly used. These are
single lift installation, modular installation, and float over [42].

Using the single lift installation method, the topside is installed at its jacket at once using a heavy lift
vessel. The lifting capacities of these crane vessels have increased parallel to the increasing platform
dimensions and mass [52]. Installing the topside at once decreases commissioning time. The capacity
and availability of crane vessels are the primary restrictions placed on the single lift installation method.
Only a small number of crane vessels have a lifting capacity of more than 5000 tonnes [52].

In the modular installation approach, the topside structure is installed in sections onto its substruc-
ture. This approach is often used when the weight of the topside exceeds the lifting capacity of a single
crane vessel. One advantage of this approach is that the weight of the sections being lifted is reduced,
allowing for the use of smaller capacity installation lift vessels, which are more readily available and
generally have lower associated costs. However, this approach also has the disadvantage of higher
commissioning costs due to the need for offshore connections between the various sections. These ad-
ditional offshore costs can be significant, as offshore labour is generally more expensive than onshore
labour [53].

The float-over method is a technique used in the oil and gas industry for installing offshore structures
when the weight of the topside exceeds the available crane lifting capacity [52]. The topside is placed
on a barge and docked between the legs of the jacket. By ballasting the barge, the topside can be
lowered and connected to the substructure. One advantage of the float-over method is that it allows for
the integrated installation of the topside, which reduces the offshore commissioning period. However,
this method has a limited operational weather window, which can impact workability [54]. If it is chosen
to use a float-over installation, this should be taken into account during the design of the substructure
to allow for docking.

Itis assumed that a regardless of single lift and modular installation method is used, the topside can
be installed on a similar substructure. Because of this reason, only single lift and modular installation
is chosen to be considered for this study.

2.11.4. Commissioning

Once all components of the COHP are installed at the designated location, the platform must be con-
nected to the IAC to receive the incoming electricity and to the export pipeline to discharge the hydrogen
produced. In addition to these connection activities, all equipment must be tested to verify their proper
functioning.
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2.11.5. Decommissioning

At the end of the project’s lifetime, the COHP requires to be decommissioned. This includes the dis-
mantling of the topside from the substructure and removal of the substructure of the seabed. Both
these structures require to be transported to shore once dismantled. The methods used for removal
during decommissioning are related to the methods used during the installation.

2.12. Other activities description

The other activities are activities related to refers to the non-physical costs associated with a project.
Three main other activities are distinguished. First, the engineering, procurement, construction, and
management (EPCm). This cost factor includes all the costs made during the designing, engineering,
and acquisition of goods and services from external sources. Owner costs are costs made for in the
form of permits, licensing fees, and training of staff. Finally, contingency costs are expenses incurred
proactively for a usage that might not materialise [35].

2.13. Overview of preliminary design choices

During the first stages of this study, a preliminary design was made. Table 2.2 outlines the potential
design choices for the COHP, as discussed in this chapter, and distinguishes between those that are
and those that are not considered for the remainder of this study. Additionally, the table indicates the
corresponding section in which each design choice is elaborated on.

Aspect Considered Not considered Section
Electrolysis AE, PEME DSE, AEME, SOE Section 2.2
Compressors | Reciprocating piston | Centrifugal Section 2.6
Substructure | Jacket Gravity based, Floating Section 2.8
Foundation Piles Suction caissons Section 2.9
Transmission | New pipeline Reusing pipeline, Shipping | Section 2.10
Installation Single lift, Modular Float-over Section 2.11

Table 2.2: Overview of preliminary design choices.
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Model set-up and modelling

The following chapter addresses the modelling of the different components and aspects. First, in section
3.1, a visualisation of the techno-economic model is presented, illustrating the relation between all
different submodels. Then, in Section 3.2, the economic modelling methods are given and in Section
3.3, the hydrogen production model is presented. After the main model is discussed in the first three
sections, the aspect-bound submodels are each presented in their own section. All submodels are
addressed according to the same structure. First, the input and output parameters are presented in a
table. The input parameters are divided into case-dependent, variable, and fixed parameters. Hereafter,
the modelling methods to derive the outputs from the inputs are shown and finally the case-independent,
fixed parameters, are given.

The submodels are presented in the following sequence. First, the wind farm submodel is discussed
in Section 3.4. Subsequently, the HPU unit submodels are addressed, starting with the stacks in Sec-
tion 3.5. Hereafter, the electrical equipment, water treatment equipment, gas conditioning equipment,
and compressors are presented in Sections 3.6, 3.7, 3.8 and 3.9, respectively. The super-, substruc-
ture, and foundation submodels are discussed in Section 3.10, 3.11, and 3.12. The final submodel
related to a material component is the hydrogen transmission submodel, addressed in 3.13. Finally,
the submodels related to the activities are presented. Section 3.14 presents the transport, installation
and commissioning submodel, and the submodel related to the other activities is discussed in Section
3.15.

3.1. Techno economic model overview

Figure 3.1 illustrates the interrelationships between the various submodels. Each block represents a
submodel, which is described in more detail later in this chapter. Six different relationships are de-
picted, distinguished by colour. The purple (dotted) line represents the inputs. The blue (dash-dotted)
line represents hydrogen production including the efficiencies, mass flows, losses, and availabilities
of the different subsystems. The green (long-dashed) and orange (short-dashed) lines represent the
CAPEX and OPEX, respectively. The red (dash-dot-dotted) line represents mass and the black (solid)
represents the totals.

Submodels represented by square blocks refer to material components, which have specific mass,
dimensions, CAPEX, OPEX, and performance characteristics. Ovals are used for non-material con-
cepts, which only affect the overall system CAPEX. Diamonds represent system totals. The model is
structured in this way to allow for the assessment of the impact of different design choices, taking into
account the interdependencies between the components.
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Figure 3.1: Visualisation of the relations of all system components and project aspects.
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3.2. Economic modelling

The following section is related to economic modelling. First, Subsection 3.2.1 addresses the equation
used to calculate the LCOH. Next, Subsection 3.2.2 is dedicated to the net present value (NPV). Finally,
Subsection 3.2.3 addresses the economies of unit scale.

3.2.1. Levelized costs of hydrogen

Once all the CAPEX, OPEX, and system performances are determined, the LCOH is calculated accord-
ing to Equation 3.1. The LCOH measures the average cost of generating one kilogram of hydrogen
over the project’s lifetime and takes into account the time value of money.

S o(CAPEX 01 (y) + OPEX 01(y)) - (1 + WACC) ™Y
S CAHP(y) - (1+WACC)—v

y=0

LCOH =

(3.1)

Here, CAPE X, (y) represents the capital expenditure in year y of the total wind-hydrogen system.
The OPEX of the total wind-hydrogen system in year y, is represented by OPE X;.:(y). The hydrogen
production during a given year is represented by AH P(y). Finally, the weighted average cost of capital
(WACC) is denoted by W ACC'. For simplicity, it is assumed that all initial investments are done in year
0. The total lifetime of the project is depicted by Lt.

3.2.2. Net present value

The Net Present Value (NPV) is a measure of the value of a series of future cash flows. It is deter-

mined by applying the WACC to the predicted future cash flows to determine their present value. This

approach is often used to assess a project’s viability and prospective profitability. The NPV is calcu-

lated by subtracting the total system CAPEX of the first year from the sum of the cash flows over all

operational years, according to Equation 3.2. In this equation, S Py, is the hydrogen selling price.
NPV — Z AHP(y) - SPus — (OPEX,(y) + CAPEX.(y))

(1+WACC)y

— CAPEX,(0) (3.2)
y=0
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3.2.3. Economies of unit scale
It is assumed that the total installed capacity or quantity of a given component affects the price per unit
of installed capacity or quantity. This phenomenon is referred to as economies of unit scale [55]. The
cost of a certain capacity or quantity of a given component, affected by the economies of unit scale, is
determined according to Equation 3.3.

S
Qneu;) ! (33)

Qref

Here, C,.y represent the reference costs and Q.. the reference quantity. C.,.., presents the costs of
the new quantity, presented by Q,...,. The new quantity or size is scaled according to a scaling factor
S¢. Each material component of the COHP has its scale factor. A scale factor closer to one implies
fewer economies of unit scale.

One’w = Oref : (

3.3. Hydrogen production modelling

The model to calculate hydrogen production from kinetic energy is elaborated on in the following section.
First, the choice to use a model based on statistical data instead of time series data is discussed in
Subsection 3.3.1. Then, in Subsection 3.3.2 the hydrogen production model is presented.

3.3.1. Model type choice

Models to convert incoming energy to produced hydrogen can be differentiated by the type of data used
as input. There are models that work based on time series data versus models that work based on
statistical probability data. Translated to the context of this project, that is the wind speed observed at
a given interval versus the annual probability of a given wind speed.

A time series model allows for an interval-by-interval analysis of the system performance. This
enables the examination of the effects of changes in power input and the system’s response to these
fluctuations. Additionally, the system efficiency at each point in time, influenced by the load, can be
obtained using such model.

Itis crucial to select a wind data set that is representative of the entire lifetime of a project to accu-
rately perform a techno-economic analysis. Using a data set that only spans a short period, may result
in biased results due to potentially favourable or unfavourable conditions during that time. Instead, a
data set with a duration that accurately reflects the chosen location should be used. While a multi-year
time series data set may be a better representation, the use of such a data set requires a large amount
of computing power. The solution to this would be to use the multi-year data set, sampled at larger in-
tervals. However, this has the consequence that the results obtained no longer reflect what was initially
the reason for choosing a time-series model. Besides, the use of an integrated system in the COHP
necessitates a more complex control strategy compared to the use of modular stacks. Such control
strategy influences the behaviour of the system, and therefore the obtained results, and is currently not
known. For these reasons, it is decided to use a hydrogen production model based on statistical data
of wind speed occurrences. Statistical data ensures that representative data of a long period can be
used, without adverse consequences in terms of simulation duration.

3.3.2. Hydrogen production model
Table 3.1 presents the input and output parameters of the hydrogen production model.

Case parameter Variable parameter | Fixed parameter Output

Wind speed distribution | OWF availability Higher heating value | Hydrogen mass flow

Power curve OWEF efficiency COHP availability Annual H, production
WTE consumption Stack SoP Stack efficiency
GCE consumption IAC losses Electrical losses

COM consumption

Table 3.1: Input and output parameters overview of the hydrogen production submodel.
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The annually produced hydrogen by the COHP is calculated according to the flowchart as presented
in Figure 3.2. The model is run over all wind speed bins, starting with the first bin. The wind speed
Uy, Of the respective bin is fed to the model in the "wind speed” input block. The wind speed is used
to calculate the wind farm power using the farm representing deterministic power curve fow (). This
implies that the losses due to wake effects are accounted for. By considering the year-dependent
offshore wind farm performance now r,, year-dependent offshore wind farm availability Aow r, and
power losses in the IAC cables P 4¢, the instantaneous power as delivered to the platform P; ow 7 is
determined, Equation 3.4.

P owr = fowr(Usin) - Aowr,y - Nowr,y — Prac (3.4)

The instantaneous offshore wind farm power delivered to the platform is compared to the installed
HPU capacity P, nppyu, as presented Equation 3.5. If the installed HPU capacity is larger than the
instantaneous delivered offshore wind farm power, the power used by the HPU, P, i py, equals the
instantaneous delivered offshore wind farm power. However, if the HPU capacity is lower than the
instantaneous delivered offshore wind farm power, the power used by the HPU is equal to the installed
HPU capacity. As a result, there is a power surplus. This power surplus is equal to the instantaneous
offshore wind farm power, minus the installed HPU capacity. By multiplying the surplus power by the
annual hours of the respective wind speed bin, the bin-specific amount of surplus power is calculated.

P ) Piowr, P owr <P.upu (3.5)
5 HPU = . )
P.upy, P owr > Prupu

The next step is to determine what part of the power instantaneously delivered to the HPU will be used
as feedstock for the stacks P; g1z and what part will be used to operate the other components of the
system, through iteration. The auxiliary power consumption is subtracted from the power delivered to
the HPU to calculate the power intended for the stacks, according to Equation 3.6.

P ere = Piupv — Pieeq — Piwre — Pi.cce — Pi,com (3.6)

Here, the losses occurring in the electrical equipment are denoted by P; . The power consumed by
the water treatment equipment, gas conditioning equipment, and compressors are denoted by P; wrz,
P; ccr,and P; cowm, respectively. The massflow of hydrogen, 72, is calculated according to Equation
3.7.

. P prE -MELEHHV
Here, ngre, mayv denotes the stack higher heating efficiency and HHV the hydrogen higher heating
value. It was decided to use a load-independent stack initial stack efficiency. The small difference in
efficiency at peak efficiency and nominal capacity suggests that the choice to exclude load-dependent
efficiency will not affect the results obtained. This is supported by the almost linear relationship between
hydrogen output and power input, as observed in Figure 2.4. Using a load-independent value for initial
stack efficiency is a method found in comparable techno-economic studies where the time-specific
system response is less of influence [6][14][56]. The massflow of hydrogen delivered by the stacks is
multiplied by the annual probability of the respective wind speed bin, II;;,,, to calculate nominal annual
hydrogen production per wind speed bin, AH P, om bin, EqQuation 3.8.

AHPno’rrL,bin = Hbin - 8760 - mHQ (38)

To calculate the real annual hydrogen production per wind speed bin AH P,.cq; pin, the nominal annual
hydrogen production per wind speed bind is multiplied by the COHP availability, Acox p, and decreas-
ing stack performance SoPgrr(y), Equation 3.9.

AHPT'eal,bin = AHPrwm,bin ' ACOHP : SOPELE (y) (39)

Once the hydrogen production of a respective wind speed bin in a given year is calculated, the wind
speed and annual probability of the next wind speed bin are fed to the model and the process is re-
peated.
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Figure 3.2: Flowchart used to determine hydrogen production per wind speed bin, ovals represent inputs and
outputs, squares represent actions and diamonds represent logic.
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3.4. Wind farm modelling

Table 3.2 presents the input and output parameters for the offshore wind farm submodel.

Case parameter | Variable parameter | Fixed parameter Output

Installed capacity | Year of operation Annual degradation | OWF availability
Decrease availability | OWF efficiency
Specific CAPEX OWF CAPEX
OPEX factor OWF OPEX

Table 3.2: Input and output parameters overview of the offshore wind farm submodel.

3.4.1. Offshore wind farm performance

Over the life of the wind farm, the performance of the wind farm decreases, both in annual yield and nom-
inal power. Reasons for this are the decline in aerodynamic and mechanical efficiency, and decreasing
availability [20]. Both the reduction in nominal power production and reduced annual availability of the
wind farm are taken into account. The availability and conversion efficiency are taken as the average
of the availability and conversion efficiency at the start and end of a given year and are assumed to be
constant over that year. Furthermore, it is assumed that the conversion efficiency is constant for each
wind speed and therefore each load.

Every 6th year there is a major maintenance campaign, increasing the performance of the wind
farm. However, after this campaign, the initial conversion efficiencies are not reached, simply because
of the ageing of the components [21]. It is chosen that only half of the lost conversion performance of
the farm is recovered during such campaign. The conversion efficiency for a given year, now r(y), is
calculated according to Equation 3.10.

nowr(y) = nowro - (1 — Nowr,ioss)” (3.10)

Here, now r,o is the initial offshore wind farm performance and now r.10ss the annual offshore wind farm
performance degradation. The availability of the wind farm for a certain year is calculated according to
Equation 3.11.

Aowr(y) = Aowro - (1 — AowF,ioss)? (3.11)

Here, Aowr, is the initial offshore wind farm availability and Aow r.10ss @annual loss in offshore wind
farm availability [21].

3.4.2. Offshore wind farm costs

The offshore wind farm CAPEX, Cow r, is assumed to be a linear relationship between the installed
offshore wind farm capacity, P, ow r, and the specific offshore wind farm costs, cow r, according to
Equation 3.12. The offshore wind farm CAPEX is made up of all initial costs related to the offshore
wind farm, and therefore includes the installed cost WTG and the IAC. The annual offshore wind farm
OPEX is calculated according to Equation 3.13 using the OPEX factor, fopex,owr.

Cowr = ProwFr - cowr (3.12)

OPowr = Cowr - forEX,0WF (3.13)

3.4.3. Offshore wind farm model constants
Table 3.3 presents the fixed farm parameters.
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Parameter Symbol Value | Unit Source
Initial availability Aowro X % [21]
Annual availability decrease AowrFoss | X %lyear | [21]
Initial performance NOW F,0 100.0 | % [21]
Annual conversion degradation | now r0ss | X Y%lyear | [21]
Specific costs COW F X €/kW [57]
OPEX factor OPowr 3.2 % [58]

Table 3.3: Model constants of the offshore wind farm submodel

3.5. Stack modelling

Table 3.4 presents the input and output parameters of the stack submodel.

Case parameter | Variable parameter | Fixed parameter Output

Installed capacity | Operational time Specific CAPEX Stack SoP

Annual energy OPEX factor Stack CAPEX
Stack efficiency Stack OPEX
Degradation Stack mass
Lifetime stack Minimal replacements
Scale factor Replacement costs

Replacement factor

Table 3.4: Input and output overview of the stack submodel

3.5.1. Stack performance
With ageing, the performance of the stacks decreases, influencing the annual hydrogen production.
The state of performance of the stacks is determined according to Equation 3.14.

SoP(y) = (1 - 6gLg)?""0% (3.14)

Here, SoP(y) is the state of performance of the stacks in year y, dg1.r the degradation of per 1000
hours, and Ot the operational time of the stack. It is decided to let the degradation depend on the
operational time instead of the total project time. This choice was made because literature is currently
not unequivocal about whether what the reasons for this degradation are. The identified reasons for
degradation stem from activities that are associated to operation like the impurities of the feed in water
and high over-potentials [59]. The operational time of the stacks is calculated by summation of the full
load hours (FLH) of the stacks of the previous years. The annual FLH of the stacks is determined ac-
cording to Equation 3.15. The annual FLH of the stacks decreases due to the diminishing performance
of the offshore wind farm. The state of performance is taken as the average of the state of performance
at the start and at the end of the year, for a given year, and is assumed to be constant over that year.

FLHpyp(y) = 2222W) (3.15)

PT,ELE
Here, Errr(y) represents the annual energy supplied to the stack. The calculation of the FLH is
based on the annual energy supplied rather than the annual hydrogen production since the annual
hydrogen production decreases due to the declining performance of the stacks. Because of these
declining performances, the stacks will be replaced over time to revive the performance of the total
wind-hydrogen system. The minimum number of times the stacks needs be replaced, n,.,, depends
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on the annual FLH of the stacks and the predetermined lifetime of the stacks, Ltz i, as per Equation
3.16. The minus one is added to account for the initially installed stacks.

Moy — {ZFLHM(% 1 (3.16)
LtpLg
Itis not possible to replace the stack fewer times than the minimum number of replacements. However,
it is possible to replace the stacks more often than the minimum number of replacements. Such a
replacement strategy could be advantageous when the costs incurred during replacement are less than
the cost of revenue due to the higher hydrogen production resulting from better-performing stacks.
Itis decided to operate the different stacks for an equal number of years. The alternative would be to
operate the stacks until they reach their maximum number of operational hours, before replacing them
with new stacks. However, in most cases this would cause the stacks that would operate for the latter
part of the project lifetime, to operate for a shorter time than the earlier installed stacks. This creates a
more unfavourable distribution of the state of performance of the stacks. Because of this approach, the
total degradation of a stack before replacement will depend on the total number of replacements and
the FLHSs of the stack, influenced by the installed HPU capacity. Figure 3.3 presents a visualisation of
the stack state of performance over time for different replacement strategies. It must be noted that this
graph is only a representation of the effect of the number of replacements and an example of the total
degradation before stack replacement.

Electrolyser state of performance for different replacement strategies

State of performance
o
[{e]
(o]

0.95
0.94 Replacerr:ents
0.93 2
— 3
09 +—1+—r—-+—+7r—r—-r—r1"—""TrT T 1T T T T T T T T
0 5 10 15 20 25 30 35
Time [years]

Figure 3.3: Visualisation of the state of performance of the stacks over time, for different replacement strategies.
AE-based system at HPU capacity of 950 MW.

3.5.2. Stack costs and mass

The stack CAPEX is calculated trough a linear relation with the installed capacity, in Equation 3.17 and
corrected for economies of unit scale by Equation 3.3. The stack CAPEX, Cgp g, is calculated according
to Equation 3.17. Here, P, g1k is the installed stack capacity and cg 1 g is the specific stack costs. The
annual stack OPEX is calculated according to Equation 3.18, using the OPEX factor forex erE.

CeLe = cgLE " PrELE (3.17)

OPgre =CgLE - foPEX,ELE (3.18)

The replacement of the stacks adheres costs. These replacement costs, C,.,, comprise both the cost
of the uninstalled equipment and the activities to reinstall the new stacks.

Crep = (CELE + CEPCm,stack + Ocont.,stack) : fTep + CTIC,stack (319)
The stack CAPEX Cgrrr, EPCm Cgpom,stack, @and contingencies Ceont. stack are corrected by the re-
placement factor, f,.,, to account for development and learning [6][60]. Cric stack: represents the
transportation, installation and offshore commissioning of the newly installed stacks.
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The mass of the stacks is calculated according to Equation 3.20. Here, mg g is the mass of the
stacks and k1. i the specific mass of the stack.

meLe = keLe - PreLE (3.20)

3.5.3. Stack model constants

Table 3.5 presents the fixed input parameters for the two different stack technologies. Publicly and
internally available information regarding the mass of hydrogen production equipment is very limited.
Therefore, it was not possible to assess the mass per installed capacity of the stacks individually. The
specific mass shown in Table 3.5 represents the mass of the water treatment equipment, stacks, and
gas conditioning equipment.

Parameter Symbol PEME value | AE value | Unit Source
Specific costs CELE 154 100 €/kW [35]
OPEX factor forex,ErLe | 2.0 4.0 % [13]
Stack efficiency NELE 80 80 % [35]
Degradation SELE 0.12 0.10 %/1000h | [38]
Lifetime Ligrr 75000 90000 h [13][61]
Scale factor St ELE 0.89 0.89 [ [62]
Replacement factor Crep 60.0% 60.0 [%] [60]
Replacement activities | Crrc stack 40.0 40.0 M€ Estimate
Specific mass keLE 5.65 11.30 kg/kW [35] [63]

Table 3.5: Model constants of the stack submodel.

3.6. Electrical equipment modelling
Table 3.6 presents the input and output parameters for the electrical equipment (EEQ) submodel.

Case parameter Variable parameter Fixed parameter | Output

Installed HPU capacity | Instantaneous power | Power loss factor | EEQ losses

Specific costs EEQ CAPEX
Scale factor EEQ OPEX
OPEX factor EEQ mass

Mass factor

Table 3.6: Input and output overview of electrical equipment submodel.

3.6.1. Electrical equipment performance
The power losses occurring in the electrical equipment, Pr g i0ss, are determined according to Equa-
tion 3.21. The power losses are assumed to be constant for each load.

PrEQ.ioss = P EEQ - PEEQ,loss (3.21)

Here, P; prq represents the instantaneous power delivered to the electrical equipment and prrQ,ioss
the electrical equipment power loss factor.
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3.6.2. Electrical equipment costs and mass

The electrical equipment CAPEX, Cggq, is calculated according to Equation 3.22, by an assumed
linear relation with the installed capacity and correction for the economies of unit scale by Equation
3.3. Here, P, grq represents the installed electrical equipment capacity and cgrq the specific elec-
trical equipment costs. The electrical equipment installed capacity is equal to the HPU capacity. The
annual electrical equipment OPEX is calculated according to Equation 3.23, using the OPEX factor
JoPEX EEQ-

Ceeq = Py EEQ " CEEQ (3.22)

OPgrg = CgrqQ - foPEX,EEQ (3.23)

The mass of the electrical equipment, mgg(q, is calculated according to Equation 3.24. Here, P, grq
represents the installed capacity of the electrical equipment and kg ¢ the specific mass.

meeQ = Pr.ero - kEEQ (3.24)
3.6.3. Electrical equipment model constants

The fixed input parameters for the electrical equipment submodel are presented in Table3.7. The fixed
input parameters are indifferent to a PEME- or AE-based system.

Parameter Symbol Value | Unit Source
Specific costs CEEQ 140 €/kW | [35]
OPEX factor forex,EEQ | 3.0 % [6]
Specific mass kEEQ 5.65 kg/kW | [33]
Power loss factor | prrQ,ioss 2.7 % [35]
Scale factor St EEQ 0.75 [-] [62]

Table 3.7: Model constants of the electrical equipment submodel.

3.7. Water treatment modelling
Table3.8 presents the input and output parameters of the water treatment equipment submodel.

Case parameter Variable parameter Fixed parameter Output
Installed HPU capacity Hydrogen mass flow | Pump efficiency Pump power consumption
Avg. seawater elevation Pump specific power | RO power consumption
Seawater density RO specific power DI power consumption

DI specific power WTE CAPEX

Specific costs WTE OPEX

Scale factor
OPEX factor
In-deck height
Cool requirements
DI Recovery factor

RO Recovery factor

Table 3.8: Input and output overview of the water treatment equipment (WTE) submodel.
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3.7.1. Sea water pumps performance

Both the water used as feedstock and for cooling purposes will be pumped from sea level to the desired
platform height. However, it is assumed that the water system used for cooling acts like a closed-loop
system as the cooling water leaves the COHP again at sea level. Therefore, the static head is not
taken into account when calculating the pump power consumption required for the cooling water, since
these systems are largely unaffected by static pressure. A closed-loop exhibits only friction losses and
thus only dynamic friction losses must be overcome. The instantaneous power required, P; ,ump.avg
to elevate the water from sea level to the level of its intended use and to overcome the internal friction
losses, is calculated according to Equation 3.25.

mfeed . hpump,a'ug g mcool : hpump,a'ug g (3 25)

+ Heool -

P; pump,avg =
Tlpump Tlpump

Where 11144, is the mass flow rate of the feed-in water and 2., the mass flow of the cooling water, i
the head, ¢ the gravitational constant, 7,,,.,, the pump efficiency, and ....; the internal friction fraction
of the cooling system. This friction factor and the cooling pump power requirements are used as it is
not possible to calculate the friction losses since this would require the actual design, but the design of
the COHP is still in a conceptual phase. Since it is anticipated that the cool water pump requirements
are small, it is deemed possible to use this assumption. As the feedwater requirements are signifi-
cantly smaller than the cooling requirements, the feedwater friction losses are not taken into account.
The mass flow of water to be pumped is determined according to Equation 3.27 and 3.26. A linear
relationship is assumed between the cooling requirements and the production of hydrogen.

mcool = mHQ * Ocool (326)
. mHg * Ostoi

ced = 5 —H 3.27
Teed = Rro - Ror (3.27)

Here, Rro and Rp; are the recovery factor of desalination and deionization equipment in percentage,
o001 the mass flow of cooling water required per mass flow of hydrogen and o ;,; the mass flow of pure
water required per mass flow of hydrogen in an ideal reaction. According to the stoichiometric reaction,
Oideal 1S €qual to 8.94 kgnoomz. The average seawater elevation, hpymp.qavg, iS calculated using the
deck elevation hejcyation,avg, @s Will be seen in Equation 3.47.

hpum,p,avg = helevation,avg + hin—deck (328)

3.7.2. Desalination and deionization performance

Dependent on the chosen stack technology, the seawater will be prepared. The use of reverse osmosis
(RO) equipment produces water of high enough purity that it can be used directly as feed-in in an AE-
based system. The instantaneous RO power consumption, P; ro, is calculated according to Equation
3.29.

m eed,Jjres
Deedfresh ypo (3.29)
Psw * 'RRO

Where 1 fccq, tresn 1S the mass flow of fresh water, p,,, the density of seawater, and pro the specific
power consumption in. In case of a PEME-based system, extra deionization of the feed-in water is
required. The instantaneous power consumption of the deionization equipment, P; pr, is calculated
according to Equation 3.30.

P; ro =

M feed,pure . (330)

P pr = DDI
N Pfresh * RDI

Where i fced pure is the mass flow of desalinated water, py,..., the density of the fresh water, and pp;
the specific power consumption of the deionization equipment.
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3.7.3. Water treatment costs

The CAPEX of the complete WTE, Cw g, is calculated according to Equation 3.34, by an assumed
linear relation with the installed capacity and correction for the economies of unit scale by Equation 3.3.
Here, cyyr e represents the specific WTE costs and P, g1 i the installed stack capacity. The OPEX of
the WTE is calculated according to Equation 3.35, using the OPEX factor foprx,wre. The capacity
of the WTE is equal to the installed stack capacity.

Cwre = P ELE - CWTE (3.31)

OPwre = CwrE - foPEX,WTE (3.32)

3.7.4. Water treatment model constants
The model constants of the WTE submodel are presented in Table 3.9.

Parameter Symbol PEME Value | AE value | Unit Source
Costs per kW CWTE 59 48 €/kW [35]
OPEX factor forexwrEe | 2.5 2.5 % [6]
Scaling factor Sy 0.6 0.6 [-] [62]
Pump efficiency Npump 80.0 80.0 % [64]
Fresh water density Pfresh 1000 1000 kg/m3 [65]
RO recovery rate Rro 50.0 50.0 % [36]
RO specific power rate PRO 3.0 3.0 kWh/m3 [36]

DI recovery rate Rpr 90 - % [66]

DI specific power PDI 2.0 - kWh/m?3 [66]
Cooling water requirements | oo 2000 2000 kgsw/kgnz | [67]
Friction factor 7 0.01 0.01 [-] Estimate

Table 3.9: Model constants of the WTE submodel.

3.8. Gas conditioning equipment modelling
Table 3.10 presents the input and output parameters of the gas conditioning equipment submodel.

Case parameter | Variable parameter Fixed parameter | Output

Installed capacity | Instantaneous power | Specific power GCE power consumption
Specific costs GCE CAPEX

Scale factor GCE OPEX

OPEX factor

Table 3.10: Input and output overview of the gas conditioning equipment (GCE) submodel.

3.8.1. Gas conditioning equipment performance

The power required to operate the gas conditioning equipment, Pssg, is calculated according to Equa-
tion 3.33. Here, P, g1 is the instantaneous power delivered to the stacks and pgsge the specific gas
conditioning equipment power consumption. It is assumed that the specific power consumption of the
gas conditioning equipment is constant for each load.

P ase = P ELE - PGSE (3.33)
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3.8.2. Gas conditioning costs

The CAPEX of the gas conditioning equipment, Cqc g, is calculated according to Equation 3.34, by
an assumed linear relation with the installed capacity and correction for the economies of unit scale
by Equation 3.3. Here cqcr represents the specific gas conditioning equipment costs and P, grr
the installed stack capacity. The OPEX of the gas conditioning equipment is calculated according to
Equation 3.35 using the OPEX factor foprx,ccr. The capacity of the gas conditioning equipment is
equal to the installed stack capacity.

Ccce = PrELE * caoE (3.34)

OPgcr = Cack - foPEX,GCE (3.35)

3.8.3. Gas conditioning model constants
The fixed input parameters of the gas conditioning equipment submodel are presented in Table3.11.

Parameter Symbol PEME Value | AE value | Unit Source
Specific power | packe 0.9 1.0 % [68]
Specific costs | cgor 45 40 €/kWgce | [35]
OPEX factor forex.cce | 3.0 3.0 % [6]
Scaling factor | S¢ 0.68 0.73 [-] [62]

Table 3.11: Model constants of the gas conditioning equipment submodel.

3.9. Compressor modelling
Table 3.12 presents the input and output parameters of the compressor submodel.

Case parameter Variable parameter | Fixed parameter Output

COM inlet pressure Hydrogen massflow | Mechanical efficiency COM power cons.

COM output pressure | Compression factor | Isentropic efficiency COM CAPEX
Specific costs COM OPEX
OPEX factor COM mass

Specific mass
Max. compression ratio
Molecular mass

Ideal gas constant

Hydrogen temperature

Table 3.12: Input and output overview of the compressor (COM) submodel

3.9.1. Compressor performance

The instantaneous power requirement of the compressors is calculated according to Equation 3.36
[69].

—1

() ] @39

R'Tl Y Zl+ZQ 1
My ~v—1 2 Ns * hm

P com = Nstage - M-
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Here, n is the number of stages,  is the mass flow, R the ideal gas constant, T} the temperature at
the compressor inlet, My, the molecular mass of hydrogen, ~ the specific heat ratio, Z the hydrogen
compression factor at suction (1) and discharge (2), 7, the isentropic compressor efficiency, 7,, the
mechanical losses of the driver, and P the pressure at the inlet (1) and outlet (2). The compression
factors are determined using the CoolProp Python package [70]. The number of stages, nqge, is
determined according to the Equation 3.37.

ln(rtot)
stage — 3.37
e [ @)
Here, 7144 is the maximum compression ratio per stage and r;,; the total compression ratio between
input and output of the compressor. Further more, it is assumed that there are no hydrogen pressure
losses between the stacks and the compressors.

3.9.2. Compressor costs and mass

The CAPEX of the compressors, Ccoar is calculated according to Equation 3.38. Here, P, con is
the maximum instantaneous power requirement of the compressors, occurring at the largest hydrogen
mass flow. The specific costs of the compressors are denoted by c¢,,m,. The annual OPEX is calculated
according to Equation 3.39. The mass of the compressors is calculated according to Equation 3.40.

Ccom = Pr.com - ccom,1i + ccom,2 (3.38)
OFcom = Ccom - forEx,com (3.39)
mcom = kcom - Pr.com (3.40)

The advantage of utilising equation 3.38 is that the CAPEX for the compressor is proportional to both
changing the installed HPU capacity, as well as changing the compressor output pressure.

3.9.3. Compressor model constants
The model constants used in the compressor submodel are presented in 3.13.

Parameter Symbol Value | Unit Source
Specific costs ccoM,1 X €/Wcom [41]
Specific costs CCOM,2 X M€ [41]
OPEX factor forex,com | 8.0 % of CAPEX | [69]
Mass constant kcom X g/W [41]
Mechanical efficiency NMm 80.0 % [69]
Isentropic efficiency s 98.0 % [69]
Ideal gas constant R 8.314 | J/mol K [69]
Maximum compression step | rsqge X [-] [41]
H, temperature Tw, 313 K [41]
Molecular mass My, 2.016 | g/mol [69]

Table 3.13: Model constants of the compressor submodel.

3.10. Superstructure modelling

Table 3.14 presents the input and output parameters of the superstructure submodel. A total of three
input parameters is required to obtain three output parameters
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Case parameter | Variable parameter | Model constants Output

Equipment mass Specific PS mass Superstructure CAPEX
Specific SS mass Superstructure OPEX
Dynamic load factor | Superstructure mass
OPEX factor

Table 3.14: Input and output overview of superstructure submodel.

3.10.1. Superstructure costs and mass

The primary and secondary steel mass is determined according to Equation 3.41 and Equation 3.42.
These relations are adapted from the work of DNV [33]. A full detailed breakdown of superstructure
costs can be found in Appendix A.1, where the costs for primary steel, grating, cladding, and coating
are calculated independently. Since the costs for these components are linearly related to each other,
it is possible to represent a simplified form. The DNV report states that the material mass assumptions
are in an uncertainty range of + 25% and does not mention the effect of dynamic load due to vibrations
on the structure. Therefore, a vibration factor, €;ynamic, is added.

Mps,sPS = MHPU * kps * €dynamic (341)

Where myg py is the mass of all HPU equipment combined and kpg the primary steel constant. The
secondary steel mass of the superstructure is determined according to Equation 3.42

Mss,SPS = Myps,SPS kss (342)

The CAPEX of the superstructure, Cspgs, is determined according to Equation 3.43. Here, cspgs are the
specific costs of the superstructure. The OPEX of the superstructure, O Pspg, is calculated according
to Equation 3.44. Here, foprx, sps is OPEX factor.

Csps = csps - (Mps,sps + Mss,sPS) (3.43)

OPsps = Csps - forex,sps (3.44)

3.10.2. Superstructure model constants
Table 3.15 presents the model constants' used to determine the mass and costs of the superstructure.

Parameter Symbol Value | Unit Source

PS mass constant kps 1.035 | kgss/kgnpu | Adapted from [33]
SS mass constant ks 0.498 | kgps/kgss Adapted from [33]
Specific costs CSPS 5.376 | k€ ton Adapted from [33]
Dynamic load factor | eqynamic 1.0 [-1 [72]

OPEX factor forex,sps | 2.0 [%] [14]

Table 3.15: Model constants of the superstructure submodel.

3.11. Substructure modelling
Table 3.16 presents the input and output parameters for the substructure submodel.

"Prices are expressed in January 2022 Euro’s. Converted according to: €591 = 1.0635 €502 [71]
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Case parameter Variable parameter | Fixed parameter | Output
Superstructure mass Specific costs Substructure CAPEX
Storm surge height Specific mass Substructure OPEX
Mean sea level Air gab Substructure Mass
Wave crest height Settlement depth

Sea level rise

Table 3.16: Input and output overview of the substructure submodel.

3.11.1. Substructure costs and mass

The substructure holds the topside at an adequate height above the sea surface. The substructure is
attached to the seabed. The substructure consists of multiple components, the primary steel, secondary
steel, anodes, and coating [42].

Primary steel
The primary steel is dependent on the mass of the topside and jacket height, Hjqcre:. The mass of the
primary steel is estimated according to Equation 3.45.

mps = (kPSq,l * Mtopside + kPS,2) ' Hjacket (345)

Here, mpg is the mass of the primary steel, m:,,s:4. the mass of the topside, kpg 1 and kpg 2 the primary
steel constants, and H ;... the jacket height. The jacket height is calculated according to Equation
3.46.

HJacket = MSL + HElevation (346)

Here, M SL is the mean sea level, and H,;..qtion iS the elevation of the deck above the mean sea level.
The deck elevation is calculated according to Equation 3.47 [73].

H
HEievation = 7T + Hss + Hwe + Hsr + Hag + Hspr (3.47)

Here, Hr is the height of the tide, Hgs the height of the storm surge, Hy ¢ the height of the wave
crest, Hgr the depth of settlement, H 4 the height of the air gab, and Hg; z an additional factor taken
into account because of the expected sea level rise. The tide height, storm surge height, and wave
crest height are location dependent. The total CAPEX related to the primary steel is determined by
multiplying the primary steel mass by the fabricated steel price using Equation 3.48. Where Cpg, is the
CAPEX of the primary steel and cpg the costs per ton of fabricated primary steel.

Cps =mps - cps (3.48)
Secondary steel
The secondary steel mass, mgg, is dependent on the primary steel mass, according to Equation 3.49.
Where ksg 1, kss,2 and kgg 3 are the primary mass constants. The total secondary steel CAPEX, Cgg,

is determined according to Equation 3.52.

mss = Mbg - kss1 +mps - kssa + kss3 (3.49)

Css =mgs - css (3.50)
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Anode

The anode mass, maqoqe, iS dependent on the primary mass, according to Equation 3.51. Where
kanode1 @nd kanode,2 are the anode mass constants. The anode CAPEX, Capode, is determined ac-
cording to Equation 3.52. Where C4,.q4c is the CAPEX of the anode, and ca,.4. the specific anode
costs.

M Anode = kAnode,l -mps + kAnode,Z (351)

CAnode = M Anode * CAnode (352)

Coating

The area to be coated, Acoating, IS dependent on the primary steel mass as presented in Equation 3.53.
Here, kcoating,1 @nd kcoating,1 are the variable and fixed coating area parameters. The coating CAPEX,
Ccoating, is determined according to equation 3.54. Here, ccoqting are the specific coating costs.

ACoating = kCoating,l -mpgs + kCoating,2 (353)

CCoating = ACoating * CCoating (354)

Substructure total CAPEX modelling

The total substructure CAPEX is determined by adding all the component’s individual CAPEX according
to Equation 3.55. The total substructure mass is by summation of the individual substructure compo-
nents, according to Equation 3.56.

CSBS = CPS + CSS + C'Anoale + CCoating (355)

msBps = mps +msgs + MAanode (3.96)

3.11.2. Substructure model constants
Table 3.17 presents the constants and prices? used in the substructure submodel.

2Prices are expressed in January 2022 Euro’s. Converted according to: €591 = 1.0635 €500 [71]
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Parameter Symbol Value Unit Source
Settlement dept Hgr 0.1 m [73]
Airgap Huq 1.5 m [73]
Mass constant kps1 0.012 | ton/(ton m) | [33]
Mass constant kps.2 7.180 | ton/m [33]
Specific steel costs Cps 2280 €/ton [33]
Mass constant ksee,1 1E-7 ton/ton? [33]
Mass constant ksec,2 0.002 ton/ton [33]
Mass constant ksec,3 91.69 ton [33]
Specific steel costs CSec 2850 €/ton [33]
Mass constant k Anode,1 0.0095 | ton/ton [33]
Mass constant k Anode,2 7.5265 | ton [33]
Specific anode costs CAnode 137 €/ton [33]
Mass constant kcoating,1 | 1.0662 | ton/ton [33]
Mass constant kcoating,2 | 597.3 ton [33]
Specific coating costs | ccoating 7410 €/ton [33]

Table 3.17: Model constants of the substructure submodel.

3.12. Foundation modelling
Table 3.18 presents the input and output parameters of the foundation submodel.

Case parameter | Variable parameter | Fixed parameter | Output

Soil type Substructure mass | Specific costs Pile CAPEX

Specific mass

Table 3.18: Input and output overview of foundation submodel

The pile mass is calculated according to Equation 3.57, as presented in the work of NREL [74]. An
additional soil factor, f,,;; is taken into account. The CAPEX of the piles is calculated according to 3.58.

kpite

Mpile = 8- mjacket : fsoil (357)

Cpile = Mpile * Cpile (358)

The fixed input parameters of the foundation submodel are presented in Table 3.19.

Parameter Symbol | Value Unit Source
Specific costs | cpize 2.132 k€/ton [33]
Specific mass | kpi. 0.5574 | kg/kg [74]
OPEX factor | forrx | 2.0 % of CAPEX | [34]

Table 3.19: Model constants of the foundation submodel
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3.13. Hydrogen transmission modelling
Table 3.20 presents the input and output parameters of the hydrogen transmission submodel.

Case parameter Variable parameter | Fixed parameter | Output
Hydrogen input pressure Material costs Transmission CAPEX
Hydrogen offtake pressure OPEX factor Transmission OPEX

Distance to shore

Max. H, mass flow

Table 3.20: Input and output overview of the transmission submodel

A model present within Vattenfall will be used to assess the CAPEX, Cyrg, of the transmission system
[75]. Given that the model is implemented rather than constructed, the equations used in the model are
not provided. The input parameters are the inlet pressure at the start of the pipeline, required offtake
pressure at the end of the pipeline, maximum hydrogen mass flow, and the distance to shore. The
model calculates subsequently the required minimum pipeline diameter, based on the pressure drop,
which is calculated as an intermediate step. Furthermore, it must be noted that only whole inches of
diameter are considered. The minimum required pipeline diameter is used to calculate the hydrogen
transmission CAPEX.

Figure 3.4 presents the required pipeline diameter versus the input pressure for a pipeline length of

100 km, at a hydrogen mass flow of 19 tonnes per hour, assuming an offtake pressure of 10 bar, for a
PEME based system.
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Figure 3.4: Pipeline diameter versus hydrogen pressure.

Figure 3.4 presents that an increase in pressure at the hydrogen transmission system inlet, leads to
a decrease in minimum required pipeline diameter. This was described in the work of DNV [33]. The
effect of the first compression steps is larger than that of the larger compression steps. Figure 3.5
presents the associated transmission CAPEX.
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Figure 3.5: Transmission CAPEX for different output pressures.

With each decrease in pipeline diameter, the hydrogen transmission system CAPEX decreases as well.
However, when increasing hydrogen pressure, but remaining at the same diameter, the pipeline CAPEX
increases, as a more expensive material is required to be used to handle this increased pressure. A
relatively larger jump in CAPEX is made around 70 bar of inlet pressure. Due to the decrease in pipeline
diameter, a different less expensive, installation method could be used. The OPEX of the transmission
system is determined according to Equation 3.59.

OPyrs = Curs - foreEx,HTS (3.99)

The fixed input parameters of the transmission submodel are presented in Table 3.21.

Parameter Symbol Value | Unit | Source

OPEX factor fOPEX,HT 2.0 % [76]

Table 3.21: Model constants of the transmission submodel

3.14. Transport, installation and commissioning modelling

Since the activities performed during the transport, installation, and commissioning of the COHP are
interrelated, it was chosen to include them in a single submodel. Table 3.22 presents the input and
output parameters of the transport, installation, and commissioning submodel.

Case parameter Variable parameter | Fixed parameter | Output

Superstructure mass Vessel day rates | TIC CAPEX
Substructure mass Action time Decommissioning costs
Transport time

Table 3.22: Input and output overview of the transport, installation, and commissioning (TIC) submodel

The CAPEX expenditure of the transportation and installation of the platform is calculated through a
commonly used method, using the day rates of the used vessels and the time certain activities require.
The vessel choice and the actions to be taken depend on the mass of the topside and substructure.
However, it is assumed that an increase in the mass of the topside and substructure, when staying
within the lifting capacity of a given vessel, increases the transport, installation, and commissioning
CAPEX negligibly [53]. Six different transportation and installation methods are proposed, depending
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on the mass of the topside and substructure, presented in Table 3.23. In methods 1 and 4, a single-lift
installation using the Sleipnir is performed. In methods 2 and 5 a single-lift installation using the Pio-
neering Spirit is performed, and in methods 3 and 6, a modular lift installation. This modular installation
is required when the mass of the topside exceeds the lifting capacity of the proposed vessels.

Method Miopside <Lsrp Lsy, < Miopside <Lps Miopside > Lps
Msubstruc < Lvessel 1 2 3
Msubstrue > Luessel 4 5 6

Table 3.23: Methods of transport and installation.

The total transport, installation, and commissioning CAPEX, Cr;¢ consists of four different components
and is calculated according to Equation 3.60.

CTIC = Ctrans + Cinstal + Cpiling + Ccomm (360)

In the Equation, C;,.,s represents the transportation CAPEX, C;,s:a; presents the installation CAPEX,
Chiting the piling CAPEX, and Ceomm the commissioning CAPEX.

3.14.1. Transport modelling
The transport CAPEX is calculated according to Equation 3.61.

Ctrans - DRvessel : (Tmob + (]- + ntrips) : noading + (]- + 2ntrips) : Tdist + Twait + Tdemob) (361)

Here, T},05 and Tgemop represent the mobilisation and demobilisation time, 1,q4ing represents the time
required to load the topside section or substructure from the docks to the vessel, Ty;,; the time required
to travel the distance between the harbour and the designated location, T3,.;; the time the vessel has
to wait, and n.,;,s the number of trips the vessel needs to make to install all sections of the topside. If
the topside is installed using a single lift installation, n is equal to 1. Otherwise, the amount of trips is
calculated using Equation 3.62. It is assumed that after the final instalment procedure, the installation
vessel is not required to sail back to the harbour but starts its demobilisation.

Miopsi

Nirips = {“’”‘ “ﬂ (3.62)
Lst.

The costs associated with the mobilisation and demobilisation of the used vessel is taken into account

in the transport CAPEX.

3.14.2. Installation modelling

The CAPEX associated with installing all components of the COHP is divided into two parts, the in-
stallation of the piles and the substructure and the topside. For each method, the piles are assumed
to be installed similarly, using a crane vessel. The pile installation CAPEX is calculated according to
Equation 3.63.

Cpiling =DRcv - (Tmob + Tpiling + Tdemob) (363)

Here. DRcy represents the day rate of the crane vessel, and T4, Tpiting aNd Tgemop the time required
for mobilisation, piling and demobilisation. The installation of the topside and substructure is method-
dependent and is calculated according to Equation 3.64.

Cinstal = DRvessel : (Tsubstruc + Ntrips * Ttopside) (364)

Here, Tsupsiruc 1S the time required to install the substructure. This includes the horizontal levelling of
the legs. The time required to install the topside is denoted by T, ,side-
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3.14.3. Commissioning modelling
Once all components of the COHP are installed at the designated location, the platform must be con-
nected to the IAC to receive the incoming electricity and to the export pipeline to discharge the hydrogen
produced. In addition to these connection activities, all equipment must be tested to verify their proper
functioning. All these actions are considered as commissioning CAPEX. The commissioning CAPEX
is determined according to Equation 3.65 [77].
o {fcomm}modular * Cypu, ?f installat?on ?s n.wodulalr (3.65)
feomm,singlelift * Crpy, if installation is single lift

Here, Cypy is the is the capital expenditure of the HPU and f.omm . is the commissioning factor. A
distinction is made between commissioning a platform that is single-lift installed or modular installed.
This is because, after a modular installation, the different modules will be connected offshore to com-
plete the full commissioning. Using a single lift installation, most of the commissioning is performed
onshore, which is significantly less cost-intensive [53]. The transport, installation, and commissioning
CAPEX per method is shown in Figure 3.6.
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Figure 3.6: Transport and installation CAPEX for different topside and substructure masses.

3.14.4. Decommissioning
The costs for decommissioning are included to determine the lifetime cost. The decommissioning costs
are presented in Equation 3.66.

Cdecom = C'TIC' : fdecom (366)

3.14.5. Transport, installation and commissioning model constants
The model constants are presented in Table 3.24
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Parameter Symbol Value | Unit Source
Mobilisation Tinob 5.0 Days Estimate
Demobilisation Taemob 5.0 Days Estimate
Pile installation Thiting 10.0 Days Estimate
Substructure installation Toubstruc 2.0 Days Estimate
Loading Tioading 1.0 Days Estimate
Installing topside(section) | Tiopside 1.0 Days Estimate
Pioneering Spirit day rate | DRpg 1.0 M€/day | Estimate
Sleipnir day rate DRgn 0.8 Mé€/day | Estimate
Crane vessel day rate DRcv 0.4 Mé€/day | Estimate
Tug vessel day rate DRrp 0.03 Mé€/day | Estimate
Commissioning single lift | feomm, singtetise | 3.0 % [77]
Commissioning modular feomm,modular 18.0 % [77]
Decommissioning factor fdecom 50.0 % Estimate

Table 3.24: Model constants for the transport, installation, and commissioning CAPEX submodel.

3.15. Other CAPEX modelling
Table 3.25 presents the input and output parameters for the soft CAPEX submodel.

Case parameter | Variable parameter | Fixed parameter Output
Material CAPEX EPCm factor EPCm CAPEX

Owners costs factor | Owner CAPEX

Contingency factor | Contingency CAPEX

Table 3.25: Model constants of the other soft CAPEX submodel

The soft CAPEX is calculated according to Equations 3.67, 3.68, and 3.69. The equations to determine
the soft CAPEX are derived from the work of ISPT [35].

Ceprcm = Cmaterial - fEPCM (3.67)
Oowner = Umaterial * foum,er (368)
Ccont = (Cmaterial + CEPCm + Cowner) : fcont (369)

Here, Cihaterial IS the CAPEX for all physical components of the COHP. Table 3.26 presents the model
constants for the soft CAPEX submodel. The costs factors of the EPCm and Owner costs are similar
for the PEME- and AE-based systems. The contingency factor is higher for the PEME-based system,
due to the lower technology readiness level. The model constants for the soft CAPEX submodel are
presented in Table 3.26.
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Parameter Symbol | PEME value | AE value | Unit | Source
EPCm factor fepcy | 23.0 23.0 % [35]
Owners costs factor | fowner 16.0 16.0 % [35]
Contingency factor | feon: 35.0 25.0 % [35]

Table 3.26: Model constants of the soft CAPEX submodel.



Case study, results and discussion

In the following chapter, the results of deploying the established model for a case study, are presented.
First, section 4.1 provides information about the intended location and the resulting case-specific input
parameters. Then, in section 4.2, the results of the case study over a fixed range of installed HPU
capacities for both technologies are presented. Here, a preliminary optimal installed HPU capacity
and associated LCOH are presented for two different optimisation objectives. The preliminary optimal
installed HPU capacity will then be used to find the optimal compressor output pressure in Section 4.3,
together with a final optimal installed HPU capacity. Then, Section 4.4 further analyses the system
at the found optimal HPU capacity and compressor output pressure. Here, the system’s performance
over the project’s lifetime is discussed. Also, a breakdown of the different cost factors is presented.
Subsequently, Section 4.5 and Section 4.6 present the sensitivity and uncertainty analysis, respectively.
Finally, Section 4.7 presents the discussion, and Section 4.8, the summary of Part I.

4.1. Background case study

In consultation with Vattenfall, it was decided
to conduct a case study for a COHP project to
be installed in the Europe, relatively close to
the coast, as shown in Figure 4.1. This se-
lection may be in contradiction with previously
made statements regarding the ideal placement
of hydrogen-producing offshore wind farms, due
to the relatively short distance to the coast. It was
previously explained that hydrogen-producing
wind farms are advantageous over electricity-
producing wind farms when located far offshore,
because of the favourable transportation costs
of hydrogen compared to electricity. Therefore,
the proposed site could have served well as an
electricity-producing wind farm.

4.1.1. Maritime condition
The maritime conditions affect the substructure
and the time required to transport the platform
from the port to the designated location. Table
4.1 presents an overview of the case parameters
related to the present maritime conditions and
transportation time.

A mean sea level of 35.0 meters is assumed
which is representative of the average depths in
the area of the intended location. The tide, storm

Figure 4.1: Intended location.

43
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surge, wave crest height, and expected sea level rise at this mean sea level are provided by a Metocean
analyst [78].

The time required to sail from the docks to the designated location is set to 1.0 days. This as-
sumption is considered reasonable given the presence of multiple ports used for offshore wind farm
installation and commissioning. These ports provide the facilities required during the installation and
commissioning phase of an offshore wind farm.

Case parameter Symbol | Value | Unit | Source
Mean sea level MSL 35.00 | m Estimate
Tide height Hr 042 | m [78]
Storm surge height | Hgg 1.50 m [78]
Wave crest height | Hy ¢ 6.50 m [78]

Sea level rise Hsrr 0.30 m [78]
Transport time Tiaist 1.0 Day | Estimate

Table 4.1: Maritime conditions at the designated location.

4.1.2. Wind conditions and wind farm power curve

Figure 4.2 presents a representation of an offshore wind farm power curve and the wind speed distribu-
tion at the designated location. The exact offshore wind farm used in this work is not presented due to
confidentiality reasons. An installed capacity of the wind farm of 1.0 GW was selected. This installed
capacity does not change during the evaluation of the different cases. The power curve presented in
the figure represents the power output of the wind farm per wind speed at the start of the farm’s lifetime,
measured before the inter-array cable losses.
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Figure 4.2: Representation of a wind farm power curve and wind speed distribution, provided by Vattenfall.

The exact offshore wind farm power curve used in this work is tailor-made to the intended wind climate
and installed capacity. Furthermore, it is assumed that the wind speed distribution is constant for each
year of the project’s lifetime.

Figure 4.2 shows that a certain fraction of the time during the year, the wind speeds are not enough
high for the offshore wind farm to produce power. As result, the offshore wind farm is not operational
every hour of the year. A method to show the duration of time the offshore wind farm is operating at
a certain load is shown in Figure 4.3, representing the load duration curve. The load duration curve is
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a graphical representation of the relationship between the proportion of a year that a certain load, or
higher, is experienced. A load equal to 1 implies operation at rated power.
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Figure 4.3: Load duration curve of the offshore wind farm.

From the load duration curve of the offshore wind farm it becomes evident that the offshore wind farm is
only operating around 20% of the year at rated capacity and that the offshore wind farm is not producing
any power around 5% of the year.

4.1.3. Other case parameters

Some of the input parameters are difficult to categorise into one of the previously mentioned categories
and are therefore treated together here. The lifetime of the project, Lt qjc.: is set at 35.0 years. It
is assumed that the lifetime of the offshore wind farm is equal to that of the COHP. Although current
offshore wind farms do not achieve such lifetimes, it is expected to be possible in the future due to the
use of more durable and efficient turbines, as well as improved maintenance practices [79].

The assumed distance to the shore, Ly;yciine is 70.0 km and a moderate offtake pressure of 50.0
bar is assumed. Furthermore, a COHP availability of 96.0% is taken and is assumed to be constant
throughout the lifetime of the project [35].

The WACC of the project is a crucial component for the LCOH and is dependent, among other things,
on the risk of the investment. In Europe, a WACC between 4.0% and 7.0% is typical for offshore wind
projects [80]. However, a higher WACC of 10.0% is currently recommended because the project’s risks
are larger due to the additional hydrogen generation and the novelty of the concept [13]. Over time, itis
anticipated that the hazards connected with this undertaking would lessen. Therefore, a WACC factor
of 7.0% is assumed.

4.2. Preliminary sizing results

The results of implementing the case-specific parameters in the built model, as presented in Chapter
3, for a range of installed HPU capacities will be discussed in the following section. The final objective
of this section is to determine the preliminary installed HPU capacity that provides either the lowest
LCOH or the highest NPV. But first, all aspects contributing to the LCOH are presented.

The results are divided into the different relations as illustrated in Figure 3.1 of the techno-economic
model overview. The results are presented for both PEME- and AE-based technologies over the in-
stalled HPU capacity range of 600 MW to 1000 MW. The first section focuses on the hydrogen produc-
tion of both technologies, followed by the CAPEX and OPEX analysis. Additionally, the topside and
substructure mass of the two technologies is presented. Finally, by integrating all the relations, the
LCOH curves, and the NPV curves are presented. As one of the primary objectives of this study is to
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compare the differences between the PEME- and AE-based systems, the results for both technologies
will be presented side by side.

At this stage in the optimisation process for determining the optimal installed HPU capacity, a de-
cision must be made regarding the required hydrogen compressor output pressure. Therefore, an
educated guess is made, resulting in a chosen compressor output pressure of 60 bar. A hydrogen
pressure level of 60 bar is sufficient to compensate for the pressure drop and to achieve a 50 bar pres-
sure level upon reaching the shore, without necessitating excessive utilisation of compressor power.
In Section 4.3, the exact hydrogen compressor outlet pressure is determined.

4.2.1. Optimum hydrogen production

As the COHP operates in island mode with the offshore wind farm, it relies on the latter for its power
supply. This reliance is increased by the fact that the offshore wind farm runs only partially during the
year, restricting the COHP’s operating fraction of the year accordingly. Figure 4.4 presents the load
duration curve of the COHP for different installed HPU capacities. This load duration curve is valid for
both technologies since the whole HPU is considered.

The area underneath the graph represents the full load hours the HPU operates on an annual base.
Therefore, from the HPU load duration curves, it is visible that decreasing the installed HPU capacity
results in a larger number of full load hours and a larger fraction of the HPU is operating at rated capacity.
This is because the offshore wind farm capacity is kept constant at 1.0 GW and, as seen in Figure 4.3,
the offshore wind farm operates for a smaller fraction of the year at an output power of for example 900
MW than at 600 MW. The curve drops for a higher installed HPU capacity due to the normalisation of
the rated HPU capacity.

Duration curve for different HPU capacity

1.0
0.8
- ]
[v] .
2 06
5 ]
o ]
i} .
5 0.4 4 HPU [MW]
E -
i ] 600
. 700
0.2 800
. 900
0.0 ; 1000
T T T T T T T T T T T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0

Fraction of year

Figure 4.4: Annual load duration curves of the COHP for different installed HPU capacities.

The effect of this increased load factor on hydrogen production per installed HPU capacity is shown
in Figure 4.5. Here, the annual hydrogen production per installed HPU capacity for both the first and
final year of operation for both technologies is shown. The annual hydrogen production is determined
according to the hydrogen production model, as presented in Section 3.3.
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Figure 4.5: Annual hydrogen production per installed HPU capacity for a PEME- and AE-based system

Figure 4.5 demonstrates a decline in marginal hydrogen production with increasing HPU capacity. The
slope of this decline steepens beyond a certain capacity threshold. In the initial year of operation, this
is 975 MW. This is the result of having a larger HPU capacity than the maximum power delivered to
the COHP. Due to availability and inter-array cable losses, there will not be a maximum power of 1.0
GW delivered at the COHP. This threshold shifts towards a lower value over time as the performance
of the offshore wind farm, and therefore the maximum delivered power to the COHP, decreases, as
seen in Section 3.4. The shifting maximum delivered power is depicted by the grey line. The final year
maximum power delivered to the COHP is 907 MW.

The undersizing of the HPU capacity in relation to the offshore wind farm capacity results in a
surplus of energy generated when the wind farm operates at its maximum capacity, as the COHP
operates in island mode. This surplus energy increases as the ratio of HPU to offshore wind farm
capacity decreases, leading to a reduction in the effective utilisation of generated electricity.

Moreover, the higher hydrogen production is associated with increased operational hours per year
and therefore faster degradation of the stacks. Since it is assumed that the stacks are operational for
a certain maximum number of hours, the end of life of the stacks is reached earlier during the project’s
lifetime. As a result of this increased use, the stacks need to be replaced an extra time. This results
in an additional required stack replacement for the AE-based system at an installed HPU capacity of
lower than 840 MW. The presence of the relatively new stacks in the final year, as a result of these extra
replacements, contributes to higher hydrogen production in that year compared to a scenario with a
higher installed HPU capacity.

Besides, as a result of the difference in the degradation rate of the two technologies, the difference
in annual hydrogen production between the PEME- and AE-based systems decreases when compar-
ing the first and final year of operation for installed HPU capacities of lower than 840 MW. These values
can be compared since at these capacities, the number of stack replacements is equal for both tech-
nologies.

4.2.2. Optimum cost

The numerator of the LCOH equation is determined by the costs incurred during the initial investments
and the lifetime of the project. Figure 4.6 presents the total COHP CAPEX and specific CAPEX for a
PEME- and AE-based system. The total COHP CAPEX is obtained by summation of all contributors
to the total CAPEX of the COHP. The specific COHP CAPEX is the total COHP CAPEX divided by the
installed HPU capacity.
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Figure 4.6: Total and specific CAPEX for a PEME- and AE-based system over installed HPU capacities for a 60
bar compressor output pressure.

Figure 4.6 demonstrates that the total COHP CAPEX increases as the installed capacity decreases.
However, the specific COHP CAPEX decreases with installed HPU capacity. Both curves show a non-
linear trend. For the total CAPEX curve, this is attributed to the economies of unit scale. For the specific
CAPEX curves, this is attributed, besides the economies of unit scale, also to the fact that the offshore
wind farm CAPEX is unaffected by the installed HPU capacity.

Some of the contributors to the total COHP CAPEX do not exhibit economies of unit scale. The
installation CAPEX is fixed when staying within the limits of an installation vessel. The transmission
system is constant when staying within the limits of a certain diameter. The other components of the
HPU exhibit economies of unit scale at lower or higher rates. The economies of scale are not well
visible in the higher range. This is mainly because the highest contributors to the total COHP CAPEX,
the electrical equipment and stacks, have a scaling factor relatively close to 1, implying low economies
of unit scale. From Figure 4.6, it can be concluded that the CAPEX of the AE-based system is overall
higher than the CAPEX of the PEME-based system. Readers interested in the CAPEX curve ranging
from 0 to 1000 MW, are referred to Figure A.1 in the appendix.

For the PEME-based CAPEX curves, several jumps are observed at installed HPU capacities of
608 MW, 721 MW, and 846 MW. As a result of increasing installed capacity and therefore increase of
produced hydrogen mass flow at rated capacity, a larger diameter of the hydrogen transmission system
is required. This larger diameter results in higher transmission CAPEX. Furthermore, throughout the
observed range, there is no need to alter the transportation and installation method, and the same
number of stack replacements is necessary. Any deviations in the installation method or a difference
in the number of stack replacements would have led to a significant jump in the LCOH curve.

For the AE-based CAPEX curve, more jumps are observed. First, the smaller upwards jumps are
addressed. It must be noted that these jumps are small and therefore poorly visible in the figure. These
are the result of the same necessary increase in pipeline diameter and occur at installed capacities of
654 MW, 778 MW, and 910 MW. The occurrences of these jumps are at a higher installed HPU capacity
compared to the PEME-based system. This is because the stack capacity of a certain HPU capacity in
the AE-based system corresponds to a lower stack capacity than in the PEME-based system. This is the
result of the higher power requirements of the other equipment besides the stacks in the HPU. Larger
power consumption of this other equipment results in a lower possible installed stack consumption. A
significant jump is observed at 749 MW. This jump is the result of the increasing mass of the topside of
the AE-based system. This increase surpasses the limit of the lifting capacities of the Pioneering Spirit
and thereby demands a modular installation method, as discussed in Section 3.14. This results in a
significant increase in CAPEX.

Figure 4.7 presents the total offshore wind farm and COHP OPEX and specific OPEX over the range
of installed capacities. The total COHP OPEX is obtained by summation of all contributors to the total
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OPEX of the COHP. The specific COHP OPEX is the total COHP OPEX divided by the installed HPU
capacity.
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Figure 4.7: Total and specific COHP OPEX for a PEME- and AE-based system over installed HPU capacities.

Similarly to the CAPEX and specific CAPEX curves, the total OPEX and specific OPEX curves show
an upward and downward trend, respectively. Both trends show small non-linear progress since the
OPEX is directly linked to CAPEX. Since only the physical components of the COHP contribute to the
OPEX, the increase in required vessel size does not result in additional OPEX costs. The OPEX of the
AE-based system is higher over the entire presented range.

4.2.3. Optimum mass

The significant difference between the two technologies and a contributor to the total CAPEX is the mass
of the COHP. Figure 4.8 presents the mass of the topside and substructure for the two technologies
over the range of considered installed HPU capacities.
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Figure 4.8: Mass of the topside and substructure for the PEME- and AE-based system.
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With increasing HPU capacity, the mass of the topside and substructure increases linearly. From Figure
4.8 it is evident that there is a significant difference in the mass of the PEME-based and AE-based
topside and substructure. For both the topside and substructure, the mass of the AE-based system
is higher. This is due to the higher mass of the stacks, water treatment equipment, gas conditioning
equipment, and compressors.

Furthermore, it is important to highlight that masses associated with the maximum installed HPU
capacities are relatively high compared to the structures that have been currently installed in offshore
environments. This could pose significant challenges in terms of transportation and installation.

4.2.4. Optimum levelised cost of hydrogen

Combining the hydrogen production, CAPEX, and OPEX as presented previously, creates the LCOH
curve, visualising the LCOH per installed HPU capacity, as calculated according to Equation 3.1. Figure
4.9 presents the LCOH-curve for both technologies given the case-specific input parameters presented
previously. Furthermore, the results of assuming a + 10% higher or lower CAPEX are shown in yellow
and blue areas.
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Figure 4.9: LCOH curves with 10 percent CAPEX difference.

Over the course of the LCOH curve in Figure 4.9, it can be seen that an optimum develops, indicated
by the cross. Maximising the installed HPU capacity does not result in the optimal capacity when
considering the lowest LCOH. The optimal HPU capacity is a balance between various factors that
influence both hydrogen production and the associated costs. The optimal HPU capacity is the capacity
where the balance between the total hydrogen production and associated costs results in the cheapest
production of one kilogram of hydrogen. In general, higher overall hydrogen production and lower
overall costs benefit the LCOH. How the hydrogen and costs curves influence the found optimal HPU
capacity is as follows.

Regarding hydrogen production, as HPU capacity increases, the total hydrogen production increases,
driving the optimal HPU capacity upward. However, the specific hydrogen yield per unit of HPU capac-
ity decreases with an increase in HPU capacity, pulling the optimal HPU capacity downward (Figure
4.5). Additionally, the stack degrades with operational hours, and increasing installed capacity results
in a decrease in FLH production and therefore total degradation, which drives the optimal HPU capacity
upward (Section 3.5). Furthermore, the decrease in the nominal delivered power by the offshore wind
farm over time, as a result of its decreasing performance, drives the optimal HPU capacity downward.

In terms of costs, the total COHP CAPEX of the system increases with an increase in HPU ca-
pacity, driving the optimal HPU capacity downward. However, the fixed offshore wind farm costs and
economies of scale result in a decrease in specific CAPEX per unit of HPU capacity, which drives
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the optimal HPU capacity upward (Figure 4.6). The same holds for the OPEX incurred during the
project’s lifetime, with the total OPEX increasing with HPU capacity. The specific OPEX, linked directly
to CAPEX, decreases with HPU capacity, driving the optimal HPU capacity upward (Figure 4.7). Table
4.2 presents the lowest LCOH and associated HPU capacity and stack capacity

Overall, a small benefit in favour of the PEME-based system in terms of LCOH is observed over
the entire range of considered HPU capacities. Table 4.2 presents the LCOH at the optimal installed
hydrogen production unit capacity and associated stack capacity. Readers interested in the LCOH-
curve per technology are directed to Figure A.2 and Figure A.3 in the appendix.

Technology | LCOH [€/kg] | HPU [MW] | Stack [MW]
PEME 2.84 940 899
AE 2.93 938 886

Table 4.2: Values at minimum LCOH for both systems.

4.2.5. optimum NPV

A different method to evaluate the project but also to find the optimal installed HPU capacity is by
looking at the NPV of the project. To determine the NPV of a project, the selling price of the produced
good is necessary. Currently, the selling price of renewable-produced hydrogen for the year 2030 is still
very uncertain. Therefore, a range of selling prices between 2.5 €/kg and 3.5 €/kg are evaluated. The
results of this method are presented in Figure 4.10 and Figure 4.11 for the PEME-based system and
the AE-based system, respectively. The NPV is calculated according to Equation 3.2. Furthermore, it
is assumed that the selling price of hydrogen remains constant during the years of operation. The red
line presents an NPV equal to zero.
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Figure 4.10: NPV of a PEME-based system for different assumed hydrogen selling prices.

Similar to the LCOH curves, an optimum installed HPU capacity emerges along the NPV curve. Fur-
thermore, it can be seen that the expected hydrogen selling price influences the optimally installed
HPU capacity. The highest NPV is found at the installed capacity where the product of the profit per
produced unit of hydrogen and the total amount of produced hydrogen is the highest. Therefore, a hy-
drogen selling price equal to that of the hydrogen production price would result in an NPV of zero and
an optimal installed capacity equal to that found when the objective is to find the capacity associated
with the lowest LCOH. A hydrogen selling price larger than the hydrogen production costs results in a
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higher optimal installed HPU capacity than when it is optimised for the lowest LCOH. Given a hydro-
gen selling price higher than the hydrogen production price results in a reward for increasing hydrogen
production by installing a larger HPU capacity. Noteworthy is that the turnover does not scale linearly
with increased HPU capacity since the marginal hydrogen production decreases with installed HPU ca-
pacity is decreasing. A hydrogen selling price below the hydrogen production price seems to influence
the optimal installed HPU capacity more than a hydrogen selling price above the hydrogen production
costs, depicted by the grey line. Optimising for maximum NPV resulted in an installed HPU capacity of
950 MW for the PEME-based system and a capacity of 948 MW for the AE-based system, assuming a
hydrogen selling price of 3.50 €/kg. For a hydrogen selling price of 2.50 €/kg, the optimal installed HPU
capacities were found to be 931 MW and 911 MW for a PEME- and AE-based system, respectively.
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Figure 4.11: NPV of an AE-based system for different assumed hydrogen selling prices.

As a result of the higher LCOH for the AE-based system, a higher hydrogen selling price is required
to obtain a positive NPV. Therefore also more of the considered hydrogen selling prices result in a
negative NPV. A similar phenomenon regarding the sizing of the HPU capacity in reference to the
hydrogen selling price is observed. Here, the effect of a hydrogen selling price lower than the hydrogen
production price is more significant, depicted by the grey line.

4.3. Optimal compressor output pressure

In this section, the optimal compressor output pressure is derived. It was observed in Section 4.2
that the optimal installed capacity of the HPU is dependent on the uncertain hydrogen selling price
when seeking to maximise the NPV. Therefore, it has been decided to exclusively explore the installed
capacities that lead to the lowest LCOH. In Section 4.2, the results indicate that the most suitable HPU
capacity would be situated between 0.9 and 1.0 GW for both the PEME- and AE-based systems, under
the assumption of an unoptimised compressor pressure of 60 bar.

An increase in compressor outlet pressure corresponds to an increase in the pressure of the hydro-
gen in the pipeline, as presented in Section 3.13, leading to a potential reduction in pipeline diameter
and cost of the hydrogen transmission system. However, increasing pressure in the compressors re-
quires additional power consumption, decreasing total hydrogen production and increasing compressor
costs, presenting a trade-off scenario. As such, further optimisation will be performed within the 900
MW to 1.0 GW range to determine the optimal compressor output pressure. Figure 4.12 presents the
LCOH for the PEME-based system over a range of HPU capacities and compressor output pressures.
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LCOH vs installed capacity and compressor pressure
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Figure 4.12: LOCH for a PEME-based system versus installed HPU capacity and compressor output pressure.

The jumps in LCOH, when remaining in a certain compressor output pressure are the result of the
requirements of a larger pipeline diameter, as seen earlier in Figure A.2. The jumps in LCOH, when
remaining in a certain HPU capacity, are the result of the possible use of a smaller pipeline diameter due
to the compacter hydrogen mass flow due to the larger pressure of the hydrogen entering the pipeline.
A significant lowering of the LCOH is observed around after a certain increment of the pressure. For an
installed HPU capacity of 900 MW this is at 69 bar and at 1.000 MW this is at 72 bar. This is because
this facilitates the possibility to use a pipeline diameter of smaller than 16 inches, resulting in a cheaper
pipeline installation method, as described in Figure 3.5.

As illustrated in Figure 4.12, the results indicate that the optimal compressor output pressure is
71 bar, which is not in accordance with the previously assumed value of 60 bar. The HPU capacity
remains at 940 MW, which implies that the installed stack capacity decreases since a larger part of
the total available power must be directed to the compressors. For this new combination of optimal
installed HPU capacity and compressor output pressure, a total stack capacity of 896 MW is to be
installed. This is 3 MW less than in the unoptimised configuration. The resulting LCOH is 2.83 €/kg
which is 0.01 €/kg less than in the unoptimised configuration. Figure 4.13 presents the range of LCOH
versus installed HPU capacity and different compressor output pressures for the AE-based system.
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LCOH vs installed capacity and compressor pressure
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Figure 4.13: LOCH for a PEME-based system versus installed HPU capacity and compressor output pressure.

Figure 4.13 highly resemblances to the PEME-based variant. The jumps in LCOH are again the result of
the different required pipeline diameters. For the AE-based system, the optimal installed HPU capacity
is 938 MW, 1 MW less than the HPU capacity found in Section 4.2. The optimal compressor output
pressure is found to be 71 bar, resulting in an installed stack capacity of 884 MW, which is a decrease
of 2 MW. This setup realises an LCOH of 2.92 €/kg, which is 0.01 €/kg less then at a pressure of 60
bar. At this pressure, equal to the PEME-based system, a pipeline diameter of 16 inches could be used
therefore decreasing the pipeline installation costs.
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4.4. Analysis at optimal installed capacity

The optimal HPU capacity and compressor output pressure, as found in Section 4.3, will be further
analysed in this section. For this specific installed capacity, the hydrogen production throughout the
project, and a breakdown of the CAPEX and OPEX per contributor are presented. Finally, a breakdown
of the LCOH for both technologies is provided.

4.4.1. Hydrogen production

The annual hydrogen production is affected by the duration the COHP and offshore wind farm have
been in operation, as shown in Figure 4.14. Here, the annual hydrogen production over the lifetime of
the project, installing the technology-specific optimal HPU capacity, is presented for both systems.
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Figure 4.14: Annual hydrogen production of both technologies. The minimum amount of stack replacements.

The total annual hydrogen production is affected by the degradation of the stacks, and the decline in
offshore wind farm performance and availability. A large jump in annual hydrogen production is made
due to the replacement of the stacks. Due to the decline in wind farm performance, initial annual
production quantities are not reached after stack replacements. The large maintenance campaign,
every 6 years, shows relatively little effect on the produced amount of hydrogen.

Furthermore, a difference in hydrogen production between the two technologies is demonstrated as
the result of the difference in system efficiency. Increasing the pressure to 71 bar in the compressors
to prepare the hydrogen for transmission demands significantly more power in the AE system than
in the PEME system, which negatively affects the amount of hydrogen that is produced. In the initial
year of operation, for the given set-up, a difference of 1.3% is observed. However, due to the lower
degradation of the AE stacks, this difference in annual hydrogen production decreases up until the first
round of replacing the stacks.

In Figure 4.14 the minimum amount of replacements is shown. Due to the difference in the lifetime
of the stacks, the PEME-based system requires two replacements of stacks, and the AE-based system
only once. Replacing the stacks has a positive impact on the annually produced amount of hydrogen,
but is also a costly procedure. For both the PEME-based and AE-based system, it was found that an
additional stack replacement would result in a higher LCOH compared to the minimum number of stack
replacements. An additional stack replacement results in a LCOH of 2.86 €/kg and 2.94 €/kg for the
PEME- and AE-based system.
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4.4.2. Costs
After discussing the denominator side of the LCOH equation, it is time to dive deeper into the costs of
the different project aspects, as presented in Figure 4.15.
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Figure 4.15: CAPEX of all COHP project aspects of both the PEME- and AE-based system at optimal installed
HPU capacity.

In this figure, the CAPEX of the different components of the COHP at their optimal installed capacity
are shown. In the figure, the electrical equipment, stacks, water treatment equipment, and gas con-
ditioning equipment are grouped in the category Equipment. At the optimal installed HPU capacities,
the PEME-based COHP system has a total CAPEX of 1061.6 M€, and a specific CAPEX of 1129.4
€/kW. The AE-based COHP has a total CAPEX of 1109.3 M€, and a specific CAPEX of 1182.6 €/kW.
The prevailing literature suggests that PEME-based systems are more costly than AE-based systems.
However, as depicted in Figure 4.15, this generalisation is not supported by the findings. The costs
associated with procurement of the equipment and contingencies are indeed lower for the AE-based
system due to the use of widely available materials and the maturity of the technology. However, when
considering the project as a whole, the PEME system proves to be more economical in several areas,
particularly those in which the system weight is a significant factor, such as the superstructure, sub-
structure, transportation, installation, and commissioning. The lighter mass of the PEME-based system
confers a cost advantage in these areas. Additionally, the PEME-based system exhibits a lower cost
for compressors, due to the requirement for a less powerful compressor as a result of the higher stack
hydrogen output pressure. This difference is reflected in both direct compressor costs and indirect
costs associated with the extra weight of the compressors.

Figure 4.16 presents an overview of the annual OPEX for the first year. In the figure, the super-
structure, substructure, and foundation are grouped in the Structural category.
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Figure 4.16: Breakdown of the OPEX

The difference in the annual OPEX shows large similarities with the CAPEX for most of the categories.
This is because for the structural, transmission, compression, gas conditioning, water treatment, and
electrical equipment an equal OPEX factor for both technologies is assumed. Only for the stacks, a
different OPEX factor was assumed. A higher OPEX factor is assumed for the stack of the AE-based
system than for the stacks of the PEME-based system. However, since the OPEX is directly linked to
the CAPEX, and the CAPEX of the PEME-based stacks is significantly higher, the total PEME-based
stack’s annual OPEX turns out higher.

The annual OPEX for both technologies shows large similarities. One main difference is observed
regarding the OPEX of the compressors. As known, hydrogen compressors are maintenance intensive
[Section 3.9]. The compression requirements of the AE-based system are larger than in the PEME-
based system, resulting in higher annual OPEX requirements.

The summation of the undiscounted COHP OPEX costs of the PEME-based system totals 18.63 M€.
This comes down to of 1.7 % of the COHP CAPEX. The undiscounted COHP OPEX for the AE-based
system amounts to 19.52 M€, representing 1.8 % of its CAPEX.

4.5. Sensitivity analysis

A sensitivity analysis was conducted to determine the key factors affecting the LCOH and optimal HPU
capacity. The model utilises numerous input parameters, some of which, such as cost, were further
subdivided. However, evaluating each sub-component’s sensitivity individually offered limited insight
due to the small contribution to the total. Thus, the analysis focused on major categories only. The
categories are presented in Table 4.3
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Category Attributes

OWF CAPEX CAPEX of the OWF

WACC WACC

COHP CAPEX CAPEX of the electrical equipment, stacks, water treatment equipment,

gas conditioning equipment, compressors, superstructure, substructure,
foundation, transmission system, transport, installation, commissioning,

decommissioning.

Stack efficiency Efficiency of the stacks
OWF OPEX OPEX of the OWF
COHP OPEX OPEX of the electrical equipment, stacks, water treatment equipment,

gas conditioning equipment, compressors, superstructure, substructure,

foundation, transmission system

Mass Specific mass of the stacks, electrical equipment, primary steel,

secondary steel

Inavailability Initial OWF inavailability, annual OWF inavailability loss, COHP inavailability

Degradation Degradation of the OWF power conversion and stacks

Consumption/losses | Inter-array cable losses and electrical equipment losses,

water treatment equipment consumption, gas conditioning consumption,

compressor efficiency

Table 4.3: Explanation of the different categories.

Each category underwent a sensitivity analysis with £ 10% and £ 20% variations. It was chosen to use
the inefficiency and inavailability instead of the availability and efficiency since increasing the availability
and efficiency by 20% would result in unrealistic values.

The sensitivity analysis of the obtained LCOH is first presented for both PEME- and AE-based
systems. Then, the sensitivity analysis of both systems regarding optimal HPU sizing is presented.
For ease of comparison, the sequence of categories in the figure, showing the change in LCOH, is
based on the rate of change of the LCOH in the PEME-based system, starting with the greatest change.
This is done to facilitate comparison with the AE-based system. The presentation of results from the
sensitivity analysis on optimal sizing follows this same sequence.

4.5.1. Sensitivity of obtained LCOH PEME-based system

Figure 4.17 presented the obtained results of the aforementioned sensitivity analysis method. The
results shown are the lowest LCOH obtained for these input parameters. The baseline LCOH for the
PEME-based system is 2.83 €/kg.
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Figure 4.17: Tornado LCOH sensitivity chart of the main categories of a PEME-based system.

The results of the sensitivity analysis present that a difference of some input parameters have a sig-
nificantly greater difference in the results obtained than others. A difference in the CAPEX categories
results in a large difference in the results obtained. Thereby, the difference between results due to
variation of the offshore wind farm and the COHP CAPEX is also approximately proportional to their
initial costs. The same phenomenon applies to the sensitivity of the OPEX categories, however, they
have significantly smaller results. Moreover, it should be noted that variance in the WACC used em-
ployed can lead to significant disparities in the outcome obtained, comparable to the outcome obtained
by variations of the OWF CAPEX.

Furthermore, attention should be paid to the amount of impact that the stack’s efficiency has on
the obtained LCOH. This initial stack inefficiency amounts to 20%. Thus, a maximum change of 20%
results in a stack efficiency of either 84% or 76%, both still high efficiencies, yet the change has a
significant effect on the LCOH.

Noteworthy are the results obtained for change in degradation, inavailability, consumption, and
losses. The reason for their relatively small influence is the fact that these input parameters are rela-
tively small and thus a difference in these input parameters has little effect.

4.5.2. Sensitivity of obtained LCOH system AE-based system
Figure 4.18 presents the results of the sensitivity analysis performed on the LCOH for the AE-based
system. The baseline LCOH for the AE-based system is 2.92 €/kg.
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Figure 4.18: Tornado LCOH sensitivity chart of the main categories of an AE-based system.
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The sensitivity analysis of the LCOH for the AE-based system is largely similar to that of the PEME-
based system, with two key differences in the Mass and Consumption/losses categories. A variation
in the mass has a much larger impact, especially at a 20% decrease. First, it must be realised that the
decrease in mass is passed on. The foundation mass results from the substructure mass, the substruc-
ture mass results from the topside mass, and the topside mass results from the equipment mass. For
example, a decrease in specific mass first has the effect of decreasing the total mass of the HPU equip-
ment, so the total mass of steel needed for the superstructure decreases. However, it is also assumed
that the specific mass of the substructure steel is decreased, resulting in even a lower total mass. This
phenomenon affects all mass-related costs. When a 20% decrease in mass is considered, it is realised
that the AE-based COHP can be installed by single lift method, instead of the modular installation as in
the baseline. This has a significant impact on the obtained LCOH. The other difference was observed
in the Consumption/Loss category. A variation in the Consumption/losses category result in a larger
difference than was observed for the PEME-based system. This is mainly because pressurising the hy-
drogen to 71 bar requires more power compared to the PEME-based system leading to a larger effect
of variation in this power.

4.5.3. Sensitivity of obtained sizing PEME-based system

Figure 4.19 presents the results of the sensitivity analysis performed on the sizing of the HPU installed
capacity for the PEME-based system. The baseline HPU sizing for the PEME-based system is 940
MW.
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Figure 4.19: Tornado sizing sensitivity chart of the main categories of a PEME-based system.

The categories are shown in the same order as those of the sensitivity analysis of the LCOH and scaling
occurs solely based on whole megawatt increments of installed HPU capacity, leading to rounding in
the model. It can be seen that the magnitude of the effect of the variations on the optimal installed
capacity are distributed differently, compared to the sensitivity analysis of the LCOH. Furthermore, it is
observed that the results are less symmetrical. In instances where the difference between a 10% and
20% change may not be significant enough to result in a change in installed optimal capacity, only the
10% change is displayed.

Variations in the costs incurred for the offshore wind farm and the COHP have an opposite effect on
the optimally installed HPU capacity. Higher costs for the COHP result in a lower optimal installed HPU
capacity while higher costs for the offshore wind farm result in a higher optimal installed HPU capacity.
When the costs of the OWF becomes higher, the power consumed by the HPU becomes relatively
more expensive and curtailment therefore less beneficial. When the costs associated with the COHP
become higher, it implies that the COHP is too expensive for the amount of time the capacity is not
used, hence optimal installed capacity goes down.

As was also seen with the LCOH, the optimal installed HPU capacity is relatively sensitive to varia-
tion in the WACC. This is noteworthy because changes in the WACC affect both the cost of the COHP
and the offshore wind farm. However, given the initial ratio of the offshore wind farm and COHP costs,
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variations in the WACC result in proportional changes in the optimal HPU capacity, similar to the impact
of variations in the offshore wind farm CAPEX.

The sensitivity analysis results reveal that changes in stack efficiency do not alter the optimal in-
stalled capacity of the HPU. This is because variations in stack efficiency result in a shift of the entire
LCOH curve, but do not affect the shape of the curve’s convexity. In terms of consumption and losses,
again a small difference is observed. The difference due to the 10% change is so small that it is not
enough to jump to the next megawatt.

Furthermore, it can be noted that for the PEME-based system, the change in optimal installed HPU
capacity tends to be more in the lower direction. A change of input of a category, pulls the optimal HPU
power to be installed further down than up. All capacities found due to changes in the input parameters
of the categories give an individual difference of up to 10 MW, which is 1% of the maximum installed
capacity. This suggests that the sizing is relatively insensitive.

4.5.4. Sensitivity of obtained sizing AE-based system
Figure 4.20 presents the results of the sensitivity analysis performed on the sizing of the HPU installed
capacity for the AE-based system. The baseline HPU sizing for the AE-based system is 938 MW.
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Figure 4.20: Tornado sizing sensitivity chart of the main categories of an AE-based system.

Similar to the PEME-based system, the offshore wind farm, and COHP CAPEX variations cause a
significant change in optimal installed HPU capacity. Again, the WACC factor variations have a signif-
icant effect on the newly found optimal installed HPU capacity. A comparison of the sizing sensitivity
between the AE-based and PEME-based systems reveals differences in the mass category. As previ-
ously noted, a decrease in mass has a considerable impact on the overall platform CAPEX, leading to
a correspondingly large change in the optimal installed HPU capacity.

4.6. Uncertainty analysis

To account for the uncertainty of the input parameters, a Monte Carlo Method analysis was employed,
similar to the work of Jang [81], on all individual input parameters of the model. As the probability
distributions for the input parameters were not available, an assumption of a uniform distribution was
made, with random values ranging from + 10% of the reference value. The method used to generate
the new input values is presented in Equation 4.1.

Yiew = Yrer - (1 + Var - rand.uni form[—1,1]) (4.1)

Here, Y.y and Y., represent the reference and new input values, respectively, while Var is the
maximum percentage change. All input variables not explicitly defined by the project scope are ran-
domised according to the method. An overview of all parameters affected by the variation can be found
in Appendix A.2. The results of this analysis are presented in Figure 4.21.
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Monte Carlo method uncertainty analysis
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Figure 4.21: PEME- and AE- based system Monte Carlo Method simulation. Based on an input variance of
+10%. 100.000 simulations for both technologies.

Certain positive skewness is observed as the mean is observed on the right side of the mode of the
distribution. The reason behind this skewness is due to the deviation in both costs and hydrogen
production-related input parameters. Costs only appear in the nominator of the LCOH equation, while
the amount of hydrogen production only appears in the denominator of the LCOH equation 3.1. Devi-
ation of only costs would have resulted in a symmetrical Gaussian distribution. Since the amount of
hydrogen is also affected, a certain skewness is observed.

Furthermore, it must be noted that, although the mean LCOH for the PEME- and AE-based system
differentiates, there is a large overlapping area when the uncertainty is included. This was already ob-
served in the sensitivity analysis, where for instance a difference in stack efficiency could be a decisive
factor for the AE-based system to realise a lower LCOH, as was seen in Figure 4.18.

It must be noted that some of the variations of input parameters would be influential on both systems,
for instance, a lowering costs of steel or costs of the offshore wind farm. Nevertheless, a significant
number of input parameters do not influence both systems, hence the overlap is seems justified.

4.7. Discussion Part |

A model was built to gain inside into the principles of centralised offshore hydrogen production from a
techno-economic point of view, as presented in Section 3. Due to the novelty of such concepts, and
therefore the absence of concrete data, assumptions had to be made which causes the obtained results
to deviate from how such a project might perform once build. These deviations are discussed in the
following section, to understand what the weaknesses of the model are and where, if all resources
would be available, improvements to the model could be made.

4.7.1. Optimal HPU capacity

The model assumes that all possible installed HPU and stack capacities are possible. However, in
an actual design, the sizing will also depend on the capacity of individual components. At the time of
carrying out this research, the sizes of these individual components were not known and therefore not
applied. Future design of such COHP must take into account the capacity of individual components and
size accordingly. Incorporating the sizes of the individual components implies that not every HPU and
stack capacity is possible. The result then obtained will probably be that the optimal sizing is related to
the individual capacity of the most expensive component and that this capacity is maximally utilised.
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4.7.2. Statistical model

The model works on Statistical wind speed data and therefore the effects of power input fluctuations
are not taken into account. The fluctuations could cause a lower use of the available electricity. Util-
ising time series data in the model would allow for the inclusion of the impact of fluctuations. These
fluctuations are addressed in Part Il. Furthermore, the yearly average wind conditions are used. This
doesn’t provide insight into the difference in performance per month. Having insight into the differences
in hydrogen production per month would realise the possibility gain insight into the optimal scheduling
of maintenance procedures to optimise the technical availability.

4.7.3. Mass data

The masses used for the components, resulting in costs for the superstructure, substructure, and foun-
dation, are obtained from literature. Such HPU equipment was not installed offshore at the time of
writing, but onshore. For an onshore installation, the weight of components is a much less relevant
aspect. This resulted in very limited available data regarding the mass of the components, which ul-
timately had a reasonable influence on the final results since the larger assumed AE-based COHP
resulted in a more expensive commissioning method.

4.7.4. Transport and installation

It is anticipated that for transport and installation purposes, the use of the largest and second-largest
installation vessels, namely the Pioneering Spirit and the Thialf, will be employed, as presented in Sec-
tion 3.14. However, given the anticipated rise in the decommissioning of oil and gas offshore structures
and the installation of renewable energy generation structures, the availability of these two installation
vessels is uncertain [42]. As such, alternative installation methods, such as float-over, should also be
considered. A float-over installation method could be a cost-competitive variant. Its availability is in
general higher but the workable weather window is smaller [42].

4.7.5. Assumed lifetime

Several remarks can be made to the model regarding the life span considered. A lifetime of 35 years
for the entire project has been assumed. For turbines, such a lifetime has not yet been achieved simply
because the turbines as they are known today were first installed not that long ago. Therefore, they
have not yet had the opportunity to achieve such a lifetime. A longer project life means that there
is a longer period in which the investments made can be recouped. Here, however, the profits must
continue to outweigh the costs incurred. In addition, such a project does occupy a certain location
which could perhaps be better used for a newer project should the performance of this project decline
significantly. Research should continue to show whether it is both technically and economically feasible
to operate the turbines for this lifetime.

The model accounts for the lifetime of the stacks and the associated replacement costs. However,
it is likely that other components within the COHP also have shorter lifetimes than the proposed project
lifetime and will require replacement. For example, compressors are wear-sensitive components. To
ensure the completeness and accuracy of the model, it is necessary to include the lifetimes and re-
placement costs of all components within the COHP in the calculations.

4.7.6. Assumed dynamic response

PEME-based systems are known for their fast dynamic response. However, current AE-based systems
are less able to withstand sudden variations in power input. In the model, however, it was assumed
that both technologies can handle these fluctuations adequately, so there is no need to differentiate the
efficiency of hydrogen production. Whether this assumption is valid is addressed in Part II.

4.8. Summary Part |
For readers who have just read this chapter, this summary is superfluous. In the previous chapter, a
case study was conducted. By using this data and the model as described in Chapter 3, an optimal HPU
capacity with matching compressor output pressure and matching LCOH were found for this location.
This was done to gain more insight into which stack technology resulted in the lowest LCOH or highest
NPV.

First, a preliminary sizing was performed to find out in which range the optimal HPU capacity would
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lie. For this, a compressor output pressure of 60 bar was assumed, as described in Section 4.2. Over a
range of 600 MW to 1.0 GW installed HPU capacity trend lines were presented. These trend lines were
constructed using the same principal relations as the model in Section 3.1. These are the total amount
of hydrogen to be generated, the initial and ongoing costs, and the masses of the two technologies.
Once these trend lines were established, the LCOH- and NPV curves were drawn up. For both the
LCOH and NPV curves, an optimum HPU capacity was found. Furthermore, both lines presented a
small preference for the PEME-based system. A preliminary optimal HPU capacity of 940 MW, resulting
in an LCOH of 2.84 €/kg was found for the PEME-based system. For the AE-based system, the lowest
LCOH of 2.93 €/kg was found at an installed HPU capacity of 939 MW. The optimal installed HPU
capacity, when optimising for the highest NPV, showed dependence on the hydrogen selling price. A
hydrogen selling price above the lowest LCOH resulted in an increase in optimal installed HPU capacity.

After the range over which the optimal HPU capacity was approximately in view, a subsequent
optimisation was carried out, in Section 4.3. This was performed to find the optimal compressor output
pressure. The higher hydrogen pressure is associated with lower pipeline costs, however, it is also
associated with higher compressor costs and power consumption. This optimisation showed that for
both systems the optimal pressure is 71 bar as this facilitates the use of a pipeline diameter smaller
than 16 inches. The optimal HPU capacity remained at 940 MW for the PEME-based system and
decreased to 938 MW for the AE-based system. The resulting LCOH are 2.82 €/kg and 2.92 €/kg for
the PEME- and AE-based system, respectively.

This combination of compressor pressure and HPU capacity was then further analysed in Section
4.4, where the effect of time on the performance of the COHP was considered to analyse the effect
of the degradation of the stacks and wind farm on the annual amount of hydrogen to be generated.
Furthermore, the CAPEX and OPEX components were broken down into all their contributors, and the
total LCOH was broken down into the CAPEX and OPEX of the offshore wind farm and COHP.

Finally, a sensitivity and uncertainty analysis was performed. The sensitivity analysis showed that
the offshore wind farm and COHP CAPEX, and the WACC were most influential on the obtained LCOH.
The optimal sizing however was relatively insensitive to the variations of 10 and 20 percent with respect
to the base value. All newly obtained optimal installed HPU capacities showed a maximum deviation
of 1% of the base value.

Note to reader: This was the final section of Part |. Hereafter, Part I| commences.
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Power fluctuations theoretical
background

After discussing both hydrogen production and the affiliated costs in Part |, with this chapter, Part Il
starts. In this part, the focus is shifted towards hydrogen production solely. In the following chapter, the
effect of power fluctuations on hydrogen production and the model used to assess these effects, are
presented.

First, the implications of a fluctuating power source on stacks and hydrogen production are pre-
sented in Section 5.1. Then, the power output fluctuations of an individual wind turbine and an offshore
wind farm are addressed in Section 5.2 and 5.3, respectively. The time-series based model, used to
determine hydrogen production from a fluctuating power source, is presented in Section 5.4. The adap-
tions made to this existing model to make it suitable for centralised hydrogen production are presented
in Section 5.5. Finally, the applied control strategy is presented in Section 5.6.

5.1. Power fluctuations and hydrogen production

The practice of connecting stacks to wind power differs significantly from the traditional industrial water
electrolysis systems that are powered by the grid. Conventional grid-connected stacks can rely on a
constant power supply, whereas the power supply for a stack in an offshore wind-hydrogen system is
significantly less stable. This intermittent power supply to the hydrogen producing system has several
negative consequences.

The changing power input leads to changes in temperature, gas pressure, gas purity, and hydro-
gen massflow. These fluctuating operations can have negative influence on the lifetime of the system
components [82]. Besides, the equipment requires energy to start-up and shut-down, procedures nec-
essary when the delivered power increases or decreases and surpasses the capacity of the operational
electrolysers. These processes do not contribute to hydrogen production and thus adversely affect the
overall production efficiency [82]. Finally, frequent complete interruption of the power supplied to the
electrolysers increases the degradation of the stacks. The degradation of the stacks affects the sys-
tem’s performance and therefore the production of hydrogen [59].

The above findings argue why an electrolyser system thrives on a more constant power supply
as it both positively affects the performance degradation of the stacks and system components, and
contributes to a more efficient use of the available energy.

5.2. Fluctuations of wind turbines output power

The variability of power output of wind turbines is directly related to the variability of the incoming wind
speed. The variability of wind speed can be divided in two components. The first is a deterministic
component caused by the daily or seasonal patterns of wind speed, while the second is a stochastic
component caused by various random events. This deterministic, mesoscale component is observed
at the left side of the spectral gap as seen in Figure 5.1. The stochastic, microscale component of
wind speed variations is observed at the right side of the spectral gap and fluctuates at a rate ranging
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from 0.1 seconds to minutes. Wind turbine power output fluctuations, are somewhat minimised by
rotor inertia, although the fluctuation period would still be in the order of seconds [83]. Since the long-
duration fluctuations are deterministic, the means to attenuate them are limited. In addition, given the
low frequency at which these fluctuations occur, they contribute less to the aforementioned problems
resulting from coupling electrolyser stacks to a wind energy power source. However, there is reason to
assume that short-term fluctuations can be attenuated. In addition, because these fluctuations occur
with high frequency, damping these fluctuations would have significant positive effects on the wind-
hydrogen system. Therefore, for this study, there is only interest in the short-term power fluctuations
of the wind turbine power output. Thus, when fluctuations are mentioned, reference is made to the
stochastic short-term fluctuations.
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Figure 5.1: Van der Hoven Spectrum (1957) as drawn by Alan Davenport. Taken and adapted from [84].

These fluctuations in the power output are due to both natural and mechanical aspects. The first and
foremost reason behind power fluctuations is the variability in wind speed and turbulence as received
by the wind turbine. Wind speed variations occurring below cut-in wind speed and above rated wind
speed generally do not influence the power output of the wind turbine. However, wind speed changes
in the partial load region are amplified by the steepness of the wind turbine’s power curve. Hence,
wind speed changes near rated wind speed cause large power fluctuations [85]. Other natural effects
resulting in power output fluctuations are rapid changes in wind direction and wind shear.

5.3. Power fluctuations in large offshore wind farms

The power source of the COHP is the entire offshore wind farm, consisting out of multiple wind turbines.
The spatial arrangement of these wind turbines, characterised by a high density of wind turbines that
spread over a large area, influences the wind speeds and power output within the offshore wind farm.

In an offshore wind farm, the presence of upstream wind turbines generates wake effects that have
an impact on the performance of downstream wind turbines. The high wind turbine density in an off-
shore wind farm leads to an incomplete recovery of airflow before it reaches the next wind turbine,
resulting in a decrease in wind speed and an increase in turbulence experienced by the downstream
wind turbine. This amplified turbulence subsequently enhances the short-term variations of the individ-
ual wind turbine’s power output. Two other effects of the high concentration of wind turbine are wake
meandering and wind shifts [86]. Wake meandering is the oscillation of the whole wind turbine wake
[87] at low frequencies. As a consequence, downstream wind turbines may intermittently experience
increased turbulence due to being within the wake of an upstream wind turbine or beyond its reach.
Wind shifts could cause temporary yaw misalignment, decreasing the observed relative wind speed
and therefore decrease the power output of the wind turbine. Figure 5.2 presents the power output of
a wind turbine versus incoming wind speed and shows the variability in power output, even at equal
wind speeds.
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Figure 5.2: Normalised wind turbine power output versus wind speed. Made with historical data provided by
Vattenfall.

It is expected that as technology continues to advance and economies of scale are realised, the power
rating of offshore wind farms will increase. This increase in power rating will likely result in an expansion
of the physical footprint of the offshore wind farm, either through the installation of more wind turbines or
through the use of larger wind turbines that require larger distances between them [88]. This increase
in surface area, decreases the coherence of wind speeds observed at a specific time. The level of
correlation is dependent on the distance between two points and decreases as the distance between
measured points increases [89]. This spatial distribution of wind turbines results in an instantaneous
power output that differs from one wind turbine to another, both because of the difference in wind speed
due to turbulence, but also because it takes some time, for example, for a wind gust to reach the next
wind turbine.

In the centralised configuration, the power output of all wind turbines is collected at a central platform
through the aggregation of the individual wind turbine outputs. Although the power fluctuations of an
wind turbine are enhanced because of its situation in the offshore wind farm, the aggregation of the
multiple stochastic fluctuations leads to a dampening of total fluctuation, resulting in significantly more
stable power output. Figure 5.3 presents the time series power output of an individual wind turbine
versus that of an offshore wind farm.
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Figure 5.3: Time series power output of an individual wind turbine versus offshore wind farm.
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This damping effect was observed, for example, around minutes 2260 and 2320. These short-term
peaks in power output have a duration of no longer than 10 minutes. Additionally, medium-term tem-
porary increases in power output have also been observed to be mitigated, with examples observed
around minutes 2400 and 2560. These increases in power production are up to one hour. A final
observation has been made regarding situations caused by an overall increase in power production
due to wind rise. After minute 2440, an overall increase in wind speed was experienced, leading to
an increase in power output from near cut-in levels to rated capacity for both the wind turbine and the
offshore wind farm. However, during this overall increase, significant temporal reductions in the power
output of the wind turbine are also observed. To compensate for these intermediate decreases, the
incremental rate of change of the power output was observed to be larger, as seen between minutes
2600 and 2680. Since the increasing wind speed is experienced in phases across the offshore wind
farm, the offshore wind farm power output increase is more gradual.

The phenomenon of a more consistent power output resulting from the spatial distribution of wind
turbines in an offshore wind farm has been previously documented in the literature [15][83][90][91][92].
It has been established that the spatial and temporal distribution of wind turbines within an offshore
wind farm has a significant smoothing effect on the power output for fluctuations in periods shorter than
10 minutes. However, the effectiveness of this smoothing effect diminishes for periods longer than 10
minutes.

5.4. Time-series model description

The following section will describe the model used for the examination of the effects of the power profile
in the centralised configuration. To understand how short-term power input fluctuations affect hydrogen
generation, a time-series model must be used. For this study to produce appropriate findings, the model
must be able to handle high-frequency data.

Such a model was built by Helgason [93]. The model was initially developed to gain an understand-
ing of the effects of different operational strategies for decentralised stand-alone hydrogen-only wind
turbines and their response to short-term power fluctuations. For this model, modular containerised
electrolysers were directly connected to the power output of a wind turbine. Anticipating the increasing
size of wind turbines and the limited size of electrolysers, multiple electrolysers were connected to a
single wind turbine. Therefore, a control strategy had to be adopted to operate the electrolysers most
advantageously. Two main topics of interest in this study were the influence of the control strategy on
overall hydrogen production and the frequency of electrolyser turn-ons and turn-offs. It was performed
to better understand how power should be allocated among various electrolysers and when to turn an
extra electrolyser on. Also, whether to turn an operating electrolyser to idle, and subsequently off, once
the incoming power is not sufficient to operate the electrolysers appropriately or effectively. Only those
aspects of Helgason’s model that are pertinent to this study will be discussed. Reference is made to
Helgason’s report to get a complete explanation of the model [93].

5.4.1. Electrolyser operation state
There are three possible states for an electrolysers. First, the status can be offline. When an electrol-
yser is offline, there will be no energy delivered to the electrolyser. Therefore, it does not consume
energy nor does it produce hydrogen. The next operational state is online. An online electrolyser con-
sumes energy and produces hydrogen. To arrive in an online state, an offline electrolyser needs to
be warmed up. The final considered operational mode is being in idle mode. An electrolyser in idle
mode, also referred to as hot standby, can transition to an online state within 10 seconds. While an
electrolyser in idle mode does not produce hydrogen, it does consume energy.

The operational state of an electrolyser is determined through rule-based advisory control, which
utilises predetermined thresholds as decision-making criteria. Several thresholds are applied in the
advisory control, as presented in the following summation.

» Turn-on threshold: If the operational point of the online electrolysers surpasses the turn-on thresh-
old, an additional electrolyser will be turned from its offline status to online. This turn-on threshold
is set between 60% and 100% of the operational range of the electrolysers.

 Turn-to-idle threshold: If the operational point of the online electrolysers will drop below the turn-
to-idle threshold, one of the online electrolysers will be set to idle. This is done to distribute the
consumption of power over the operational electrolysers more efficiently. If there is already one
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electrolyser in an idling state, this electrolyser will be turned offline and an online electrolyser will
be set to idling mode. The turn-to-idle threshold is set between 10% and 20% of the operational
range of the electrolyser

» Turn-on-from-idle threshold: If one of the electrolysers is in idling mode, and the operational
point of the online electrolyser surpasses turn-on-from-idle threshold, the idling electrolyser will be
turned online again. Similar to the work of Helgason, this threshold is 50% as this is a good trade-
off between extra hydrogen production and decreasing the number of switches of the operational
status of the electrolysers.

* Turn-off threshold: The turn-off threshold is only used when a single electrolyser is operational.
When the operational point is below this threshold, the only operating electrolyser is set to offline.

5.4.2. Model assumptions
The model’s operation rests on choices and assumptions since not all information was available. The
most important and relevant ones are displayed in the following summation.

* Rigidity: The control strategy utilised by the model is based on predetermined rules. These rules
will be followed in all situations, regardless of whether an alternative strategy may have been
more beneficial.

Parallelism: When multiple electrolysers are online, the power is divided equally across the elec-
trolysers. As result, all operational electrolysers operate at the same operating point.
Quick-start: An electrolyser in idle mode can be turned on in 10 seconds by supplying power to
the electrolyser and initiating hydrogen production.

Activation: To turn a certain electrolyser on, time and energy are required. During this start-up
period, the electrolyser that is turning on does not contribute to the production of hydrogen but
does consume energy.

Redistribution: The power distribution must be reallocated when one of the electrolysers is turned
on or off, based on the new number of operational electrolysers.

Rotational: The electrolyser that has been in operation for the longest duration will be deactivated,
once the threshold is passed to turn one of the operational electrolysers to offline. Conversely,
when an electrolyser is to be turned on, the electrolyser that has been in offline status for the
longest period will be turned on first.

Prioritisation: When a control strategy decides to operate an additional electrolyser, an idling
electrolyser will be activated before an offline electrolyser.

* Overloading: Stacks are able to operate above their rated capacity for a certain amount of time.

By implementing the model, insight is gained in the overall hydrogen production, number of switches
between the operational states, total turn-offs, idle time and dumped power.

5.5. Model modification for centralised production

Several modifications of, and additions to, the model need to be made to use it for centralised hydrogen
production. These modifications are needed because of the differences in characteristics between cen-
tralised and decentralised hydrogen production. The key difference is the use of modular electrolysers
in the decentralised configuration versus the integrated electrolysers in the centralised configuration.
This results in a difference in efficiency [5.5.1] and startup time [5.5.2]. Furthermore, in the centralised
configuration, the power produced by the wind turbine has to be transported to the COHP before it is
used for hydrogen production [5.5.3].

5.5.1. Efficiency curve

To compare the hydrogen production rate of the two configurations, a configuration-specific load-dependent
efficiency curve is required. The efficiency curve is constructed using the average specific energy de-
mand. Literature reports a specific energy demand of 47.6 kWhac/kgye for a 5 MW PEM electrolyser
and a specific energy demand of 48.1 kWhac/kgu, for a 100 MW PEME based system. While the water
treatment equipment and gas conditioning equipment of the central configuration operate slightly more
efficiently, larger losses in the electrical equipment are reported. This is due to the higher conversion
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losses in the central configuration, as it is fed with medium voltage power, as opposed to the low voltage
power supplied directly from the wind turbine in the decentralised configuration. Itis chosen to compare
the two configurations for a hydrogen output pressure of 30 bar, hence additional compression is not
required.

Installation size 5MW | 100 MW | Unit
Electrical equipment 4.00 4.16 %

Water treatment equipment | 0.76 0.75 %

Gas conditioning equipment | 0.22 0.21 %

specific energy demand 47.6 48.1 kWhac/kgn2

Table 5.1: Comparison of energy consumption for a small-scale and large-scale electrolysis system [68].

The specific energy demand values found are used to establish new efficiency curves. These new effi-
ciency curves have the same shape as the efficiency curve of the electrolysers as found in literature for
currently operational PEM electrolysers, as presented in Figure 2.4 [68]. However, to accommodate for
future expected efficiencies and the difference in efficiency between the centralised and decentralised
configuration, a scale factor is added. The resulting electrolyser efficiency curves are shown in Figure
5.4. The efficiency curves are scaled such that the average efficiency between 10% and 100% of the
operational load is in accordance with the specific energy demand as stated in Table 5.1.
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Figure 5.4: Efficiency curve of the centralised and decentralised configuration.

In the centralised configuration, it is assumed that all stacks in a single module will operate at the same
operating point when online. This implies that all electrolysers operate at equal efficiency. Therefore,
the efficiency curve as presented in Figure 5.4 is representative for an entire module.

5.5.2. Start up time and down time

The duration of the start-up time is a model input and is assumed to be different comparing the two
configurations. For the decentralised configuration, a start-up period of 5 minutes is obtained from
literature [13]. For the centralised integrated configuration, the start-up time is not known. However,
the large size of the electrolysers modules and the large power rating of the individual components
might argue that a longer start-up period is required. Therefore, a 10-minute start-up time for the
decentralised configuration is assumed.
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5.5.3. Inter-array cable losses

The transmission of power from the wind turbines to the COHP is accompanied by power losses due
to resistance in the inter-array cables. The magnitude of these losses is determined by the current,
voltage, resistivity, and length of the inter-array cable. The power delivered from a single inter-array
cable string to the COHP, as well as the intermediate losses, are depicted in Figure 5.5. The losses
in each section are dependent on the length of the section and the amount of power flowing through it.
This power is influenced by the number of upstream wind turbines that have contributed power to the
inter-array cable string, as well as the losses that have occurred in the preceding sections.

Psection 1 Psection 2 Psection 3 Psection 4
WTG 1 WTG 2 WTG 3 WTG 4 COHP

P\oss,sec\ion i P\oss,section 2 Ploss,section 3 Ploss,seclfon 4

Figure 5.5: Power losses in inter-array cable sections. Distances between wind turbines and COHP are not
proportional.

The power loss in each inter-array cable section, P, scc, IS calculated according to equation 5.1 [94].

) Rsec (51)

Here, I,.., is the current through a specific inter-array cable section and R,.. is the resistance of that
section. The resistance in each inter-array cable section is determined according to equation 5.2 [94].

sec

2
Boss,sec =31

Rsec =pP- Lsec (52)

Here, p is the resistivity and L,.. the length of a specific inter-array cable section. The resistivity is
dependent on the cable selected, which must be able to handle the highest power through the inter-
array cable string. The distances between the different wind turbines and the COHP can be found in
Table B.1 in the appendix. The current through each section is subsequently calculated according to
equation 5.3 [94].

_ Peee
V3 Usac
By maintaining the voltage in the inter-array cable grid, U 4¢, constant, the current in each section can
be determined. The power in a section, Ps.., is equal to the power generated by the wind turbine and
the power transmitted by the previous inter-array cable section combined.

The resistivity of the cable used depends on the required cable diameter to handle the maximum power
through the cable. A constant cable diameter for all inter-array cable sections is assumed. This maxi-
mum power is determined according to equation 5.4.

Isec = (53)

Praz = \/g “Dnaz - Urac - 008(9) (54)

Here, cos(6) will be chosen as X [95]. To remain within margins, the maximum power through a cable
section is determined by using the power rating of the wind turbine and the number of wind turbine on
a single string. The lowered maximum power due to losses in the cable are here neglected.

5.6. Applied control strategy

To compare the two different configurations, equal control strategies will be adopted, referring to the
turn-on threshold and the turn-to-idle threshold. The turn-on threshold relates to set value for turning on
another electrolyser or module. A higher turn-on threshold implies that it demands more input energy
before the next electrolyser is turned on. this on its term influences the number of operational mode
switches. However, by setting the turn-on threshold higher, the electrolysers or modules will operate
for a larger load in the less efficient region. Hence, this influences hydrogen production.
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Two different turn-on and turn-to-idle thresholds will be tested, resulting in four different strategies.
A turn-on threshold of 95% and 85 %, and turn-to-idle threshold of 15% and 10 % is adopted. It must
be noted that this study is interested in comparing the two different configurations, not in finding the
optimal control strategy, hence this approach deemed suitable. Multiple strategies are taken in order to
make sure that the results obtained are not due to the chosen control strategy but because of difference
in configuration characteristics.



Case study, Results and Discussion

In the following chapter, the model as presented in Chapter 5 is implemented on a chosen data set
to perform a case study that will provide the results of Part Il. First, the selection of the historical data
set is presented. Section 6.1 addresses the chosen offshore wind farm and Section 6.2 the specific
moment in time. Subsequently, Section 6.3 will outline the process for preparing the data set, as the
original data set was not suitable for direct implementation.

The results of Part Il are divided into two sections. First, an analysis of the obtained power output
data set is performed to compare the power output of an individual wind turbine versus that of multiple
wind turbines, and the entire offshore wind farm. This power output difference is presented in Section
6.4. Then, the time-series hydrogen production model and specific data set are used to gain insight into
the effects of the different power input patterns on hydrogen production in Section 6.5. Finally, Section
6.6 and Section 6.7 present the discussion and summary of Part Il, respectively.

6.1. Specific wind farm

The model is tested using historical data from an existing offshore wind farm that closely resembles the
characteristics of a future GW-scale offshore wind farm. To ensure the highest level of relevance, the
offshore wind farm was selected based on criteria such as wind turbine rating and the number of wind
turbines. Despite the availability of data from multiple offshore wind farms within the company, data
from GW-scale offshore wind farms was not available. Therefore, the offshore wind farm chosen for
this study was the one with the highest possible wind turbine rating and the highest possible number
of wind turbines.

These conditions were met in an offshore wind farm in Northern Europe. Due to seabed restrictions,
the offshore wind farm features a gap in its layout. This gap increases the total surface area occupied by
the offshore wind farm, thereby contributing to its resemblance to a future gigawatt-size offshore wind
farm. On the other hand, the central gap also enables the wake to recover more, which resembles a
future offshore wind farm less.

Since the original inter-array cable lay-out did not meet the requirements for centralised offshore
hydrogen production, a new inter-array cable layout is proposed. The number of wind turbine per string
is maintained at four. The wind turbines in the left section of the offshore wind farm are connected in
the same configuration as the original offshore wind farm. However, the right section of the offshore
wind farm has been given a new layout due to the absence of data of some of the wind turbine and the
placement of the central platform. Connecting the original strings to the central platform would result in
inter-array cables crossing each other, thus necessitating a new proposed string configuration. It should
be noted that no further efforts were made to optimise the cable layout, as this is beyond the scope
of this work. Additionally, it would have been impractical to optimise the layout of inter-array cable as
the original wind turbine placement must be preserved, and optimising the combined wind turbine and
inter-array cable layout is a simultaneous task rather than a sequential task. It is important to recognise
that even though data of some wind turbine may not be available, their presence in the actual offshore
wind farm still impacts the wakes observed by the wind turbine for which data is available.

According to the same analogy as in Section 2.1.2, the voltage in the proposed inter-array cable
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is set at 66 kV, even though the voltage in the original offshore wind farm is 33 kV. It is assumed that
difference in losses between stepping up the voltage to 33 kV and 66 kV are negligible [95]. Using
Equation 5.4, it is found that a minimum diameter of 150 mm is required. Selecting the minimum
necessary diameter is a common practise based on economic considerations since lowering the losses
by using a larger diameter does not outweigh the additional costs.

6.2. Specific data set

When selecting a time-series data set, it is essential to ensure that the data set used captures a variety
of wind turbine operations. This includes conditions where operation is in lower partial load, around the
steep part of the power curve, and at nominal capacity. Additionally, wind phenomena such as wind rise,
wind fall, wind gusts, and wind lulls should also be present in the data set to obtain a comprehensive
understanding of the offshore wind farm’s performance. Furthermore, it is important to have data with
a sample rate in the order of seconds and a large enough total sampling time. A data set containing all
the described wind phenomena, with a sampling rate of around 5 seconds over a 72-hour period, was
found. This data set covers the 14th to 16th of October of the year 2022. Figure 6.1 presents the data
set obtained of four wind turbines of the offshore wind farm.
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Figure 6.1: Time-series of the individual power output of four wind turbines of the offshore wind farm between 14
and 16 October 2022.

6.3. Time-series data preparation

The data sets obtained from the 59 wind turbines, as received, were not immediately suitable for their
intended application. Specifically, measurement errors resulted in missing data points and the power
output of the wind turbines was sampled at varying frequencies, resulting in different lengths of the data
sets per wind turbine. The procedures employed to rectify these issues and prepare the data set for
usage are discussed in the following sections.

6.3.1. Gabs in received data

In each data set, a maximum of 3 data gaps are identified. To fill in these gaps of information, an
interpolation method outlined in the study by Lepot et al. [96] is employed. Specifically, once the index
of an data gab is located, the value of that index is calculated through linear interpolation of the values
from the two nearest indexes that have available data.

6.3.2. Difference in sampling interval

Discrete time-series data of each wind turbine is provided. The data for all wind turbines covers a 72-
hour period. However, the sampling intervals for the wind turbines vary, resulting in a different number
of data points for each wind turbine, collected at different times. The wind turbine with the highest
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sampling frequency is sampled at a frequency of 0.197 Hz (5.072 seconds). The wind turbine with the
lowest sampling frequency is sampled at a frequency of 0.165 Hz (6.050 seconds).

To accurately calculate the instantaneous offshore wind farm power production, it is necessary to
sum the power production of the individual wind turbines at the same moment in time. However, due
to the different sizes of the time-steps, the i-th index of wind turbine = may not be at the same moment
in time as the i-th index of wind turbine y. To address this issue, all individual data sets are linearly
interpolated and subsequently resampled at an equal sampling rate. This sampling rate should be
selected such that no information is lost from the original data set. Sampling the original data set at
a too-high sampling frequency results in the peaks in this original data set being shaved off. For this
study, these peaks in power output are relevant. Therefore, shaving off the peaks should be minimised.

An appropriate sampling rate would be the Nyquist rate, as established by Nyquist [97], which
states that the new sampling rate should be at least twice the original data sampling rate to preserve
the information present in the original data set. To have a consistent new sampling rate for all individual
wind turbines and to meet the Nyquist criterion for all data sets, the sampling time should be twice the
sampling rate of the data set with the lowest sampling rate. The highest sampling rate found is 0.197
Hz. The Nyquist rate is therefore equal to 0.394 Hz. A section of the obtained data set, based on the
Nyquist rate, is depicted in Figure 6.2 (left).

However, a visual comparison of the data set created with the Nyquist rate and the original data
set reveals that, albeit minimal, some information about the original data set is lost. To mitigate this
issue, a higher data sampling rate of 1 Hz is chosen, which corresponds to a sampling interval of 1
second. This data set is presented in Figure 6.2 (right), and is used for the case study. This results in
the creation of 59 new data sets, each containing 259.200 data points.
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Figure 6.2: Visualisation of sampling at Nyquist rate (left) and the selected rate of 1 Hz. (right)

6.4. Power output analysis
This section analyses the power output of the offshore wind farm and individual wind turbines. Eventu-
ally, this power output will serve as the power input for the COHP in the centralised configuration, and
for the electrolysers in the decentralised configuration. Since the hydrogen producing system needs to
withstand these power fluctuations, it is important to have a thorough understanding of them.

To compare the power output fluctuations, despite the difference in maximum power output between
the offshore wind farm and an individual wind turbine, the fluctuations are normalised. Equation 6.1 is
used to determine the normalised power fluctuations, AP; ,,orm.-

P — P

A]Dz',norm = P
max

(6.1)
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Here, P, represents the power output at time-step i, and P,,,, the maximum power possibly produced
by the power source. The time-step size is variable. The results of this analysis are depicted in Figure
6.3 for fluctuations in the 1-minute average, 5-minute average, and 10-minute average power output
of both the offshore wind farm and an individual wind turbine. This methodology enables a quick and
intuitive manner to compare and analyse the power fluctuations.
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Figure 6.3: Normalised power fluctuation of an individual wind turbine (blue) and the offshore wind farm (yellow)
for a 1-minute, 5-minute, and 10-minute average power output. The number of fluctuations decreases as result
of increases in averaging time of the output power.

Since only a single random wind turbine is considered, the conclusions drawn based on Figure 6.3
must be with nuance. Nevertheless, it shows, for all time-steps considered, some first examples of the
smoothing of the power fluctuations comparing the power output of the offshore wind farm versus an
individual wind turbine.

The severity of the fluctuations will differ per wind turbine and depends, amongst others, on the
location within the offshore wind farm and the incoming wind direction. Table 6.1 considers all wind
turbines present in the offshore wind farm. Here, the maximum normalised power fluctuation of the
offshore wind farm and the highest and lowest maximum normalised fluctuation of the population of wind
turbines is presented, for the three considered time-steps. The maximum normalised power fluctuations
of the remaining wind turbines falls between these two values.

WTG
Min. | Max.
1 min. | 0.041 | 0.216 | 0.571
5min. | 0.086 | 0.244 | 0.588
10 min. | 0.150 | 0.296 | 0.674

OWF

Table 6.1: Maximum normalised power fluctuation.
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The result of this analysis, as presented in Table 6.1, show remarkable differences between the maxi-
mum fluctuation of the offshore wind farm and the individual wind turbines. For the data set analysed,
the offshore wind farm exhibited a maximum fluctuation in power output of approximately 4% of its max-
imum power output, while the individual wind turbines showed fluctuations ranging from 22% to 57%
of their maximum power output, within a 1-minute interval. Furthermore, the duration of the observed
interval influences the magnitude of the maximum fluctuation. Over a 10-minute period, the power
output of the offshore wind farm has shown a difference of 15% of its maximum output and the wind
turbine maximum output differences between 30% and 67%. The differences between the 1-minute
and 10-minute interval power output maximum fluctuation is larger for the offshore wind farm than for
the wind turbine.

Further analysis reveals the standard deviation of the normalised power fluctuations, as presented
in Table 6.2. The standard deviation reflects the spread of the collection of data points considered. A
lower standard deviation implies that the considered data points are closer to the long-term average.
Therefore, the standard deviation of a data set of power fluctuations reflects the severity of the power
output fluctuations.

WTG
Min. Max.
1 min. avg. | 0.0044 | 0.0157 | 0.0391
5 min. avg. | 0.0128 | 0.0276 | 0.0785
10 min. avg. | 0.0231 | 0.0371 | 0.1134

OWF

Table 6.2: Standard deviation of the normalised power fluctuation.

From Table 6.2, it becomes evident that the standard deviation of the normalised power fluctuations of
the offshore wind farm is significantly lower than those of the individual wind turbines. Even the lowest
standard deviation of the normalised power fluctuation of an individual wind turbine is still higher than
that of the offshore wind farm. Again, as the considered length of the average power production period
increases, the standard deviation of the normalised power fluctuation increases for both the offshore
wind farm and the wind turbine.

For a better understanding of after how many wind turbines such power smoothing occurs, a method
is adopted to analyse the obtained power output data. As the correlation between the output of wind
turbines decreases with increasing distance between the wind turbines [89], it is important to take the
distance between the different wind turbines out of the equation when analysing the effect of increasing
the number of wind turbines on reducing power fluctuations. A model in Python is written to select
a random number of wind turbines from the total wind turbine population and aggregate the power
delivered by the respective wind turbine collection. By repeating this program a significant number of
times, a certain trend is obtained. This trend converging to the result of the complete offshore wind
farm, i.e the case in which all wind turbines are considered. The number of iterations required for this
procedure is determined by repeated execution until the observed change in outcome is insignificant.
After completing 5,000 iterations, there was no discernible difference in the outcome, leading to the
acceptance of this exact number of repetitions.

First, this method is used to evaluate the maximum absolute power fluctuation of a randomly com-
bined set of wind turbines. The results applying this method on the maximum absolute power fluctua-
tions are presented in Figure 6.4. To compare the fluctuations of the randomly generated combinations
of wind turbines, the fluctuations are normalised to eliminate the difference in total maximum power
output.
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Figure 6.4: Maximum fluctuation versus number of wind turbines for different time-steps. Data created using
5.000 combinations of wind turbines.

Figure 6.4 presents the convergence of the maximum normalised power fluctuation as the number
of wind turbines increases, up until all wind turbines are combined, representing the offshore wind
farm. This indicates that the number of wind turbine considered, influences the maximum absolute
normalised power fluctuation observed. The largest decrease in maximum normalised power fluctu-
ation is observed during the combining of the first 15 wind turbines. Furthermore, the figure present
that there exist combinations of wind turbines, with an installed number of wind turbines lower than
the maximum uninstallable number of wind turbines, that show a lower maximum fluctuation than the
complete offshore wind farm. This is the result of the random coupling of the sets of wind turbine. The
power output fluctuations are dampened when wind turbines are combined that are positioned far and
downwind from each other, as the output correlation decreases with increasing distance. Conversely,
wind turbines located closely and side-by-side, based on the incoming wind direction, demonstrate a
high degree of power output correlation and result in low power fluctuation damping effects [98].

Figure 6.5 presents the standard deviation of the normalised power output fluctuations over a 1-
minute, 5-minute, and 10-minute average time-step for an increasing number of wind turbines until the
complete offshore wind farm is considered. To compare the fluctuations, the fluctuations are normalised
to eliminate the difference in total maximum power output.
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Figure 6.5: Standard deviation of normalised power fluctuations versus number of wind turbines for different
time-steps. Data created using 5.000 combinations of wind turbines.
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Figure 6.5 presents a downwards converging trend of the standard deviation of the normalised power
fluctuations, for all three considered lengths of power output averages, as the number of wind turbines
increases. A sharp decrease is observed during the aggregation of the first 15 wind turbines. Here-
after, the change in normalised standard deviation converges slowly to the standard deviation of the
normalised fluctuations of the complete offshore wind farm.

The power fluctuations are an important factor to consider since the stacks are only able to withstand
a certain ramping. One of the main disadvantages of an AE-based system is the slower dynamics of
the system, as presented in Section 2.2. The ramping capabilities of an AE-based system reported in
literature show a significant variance, namely between 0.13% per second for older systems and 10.0%
per second newer ones [99]. Other newer AE-based systems report a maximum ramping of 1.67% per
second [100]. The maximum fluctuation of the complete offshore wind farm is 0.3% per second.

In the centralised configuration, the power fluctuations seem to have decreased sufficiently that an
AE-based system is able to withstand them. The power fluctuations of a decentralised configuration
however would not suffice for an AE-based system. The results of this section therefore seem to confirm
one of the assumptions made in Part |, regarding the assumed capability of the AE-based system to
withstand the fluctuations of the incoming power source. Besides, given the high ramping rates of a
PEME-based stack, these fluctuations do certainly not form a challenge for a PEME-based system
[100].

Concluding this section, this section delved into the difference between power fluctuations between
an offshore wind farm, relevant for centralised production, and individual wind turbines, relevant to
decentralised production. This section showed that a significant difference between the magnitude
of the fluctuation between an offshore wind farm and an individual wind turbine. By means of power
aggregation, the power fluctuations are damped resulting in a lower maximum and lower standard
deviation of the fluctuations. Furthermore, it was shown that the time-step over which a difference in
power output was observed also influenced the magnitude of the fluctuation. With an increasing time-
step length, the magnitude of the fluctuation increases. The slope of the increment however decreases
as the time-step length increases.

6.5. System operation results

Whether this smoothed power output of the offshore wind farm contributes to the hydrogen production
process, is tested by applying the analysed data set to the model. Since literature does not present
any benchmark values to compare the centralised configuration with, and because the results of such
research are highly dependent on the chosen power input data set and applied control strategy, it was
decided to compare the result obtained for a centralised configuration with a decentralised configura-
tion. In a decentralised configuration, all wind turbines are supplied with their own set of electrolysers,
eliminating the use of the inter-array cable. A schematic representation of a decentralised configuration
is presented in Figure 1.1. To have a representative comparison, both configurations are submitted to
similar control strategies.

Anticipated are multiple possible benefits in the centralised configuration. First of all, due to the
smoother power input, the thresholds as set as part of the control strategy adopted are less often
reached. Therefore, an operation with fewer switches of operational mode might be observed in the
centralised configuration. Furthermore, switching operational state requires energy and therefore low-
ers the total energy available for hydrogen production. This smoother power input might therefore
benefit the total amount of hydrogen produced. Nevertheless, the power generated in the wind tur-
bines first has to be transported to the COHP, resulting in inter-array cable losses, as presented in
Section 5.5.3. Finally, due to the lower anticipated number of switches, the stacks are assumed to be
less time in an idling status.

It was decided to employ four parallel, equally sized, hydrogen producing systems in both configu-
rations. It is anticipated that the use of four parallel stack modules or electrolysers facilitates enough
flexibility to operate at an optimal load, while maintaining a sufficiently large size for each individual
hydrogen producing system. It must be noted that no further efforts were made in this work to optimise
the the number of stack modules or electrolysers.

To ensure a fair comparison between the centralised and decentralised configurations, multiple
control strategies are considered as presented in Section 5.6. While the results may not necessarily
be indifferent to the control strategy, using multiple strategies helps to account for the possibility that
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the optimal strategy may differ between the two configurations.

First, the operational state of the different electrolysers over the entire observed data set is pre-
sented, providing a first visual comparison between the centralised and decentralised configurations.
Then, the obtained results are further analysed, starting with the total hydrogen produced, the number
of switches of operational states, and number of turn-offs. For the centralised configuration, a single
result is obtained for each control strategy. For the decentralised configuration, ranges are presented
since each wind turbine provides an individual result.

6.5.1. Time-series visualisation

First, a visual representation of the decentralised configuration is presented. It was chosen to present
the operation of a random wind turbine. It's important to note that, while the same control strategy is
applied to all wind turbines, the incoming power profile differs, leading to varying operations of the wind
turbines.

Figure 6.6 presents the operational status of the different electrolysers over the entire duration of
the available data set for the decentralised configuration. The figure is based on the results of adapting
a control strategy using a 10% turn-to-idle threshold and a 95% turn-on threshold. In the figure, the
incoming power profile as supplied by the wind turbine is presented in the top figure. The middle figure
presents how this power is distributed among the different operating electrolysers. The bottom figure
shows the operational status of the different electrolysers as a result of the applied control strategy on
the incoming power profile.
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Figure 6.6: Incoming power profile (top), power consumption per electrolyser (middle), and operational mode
(bottom) for a decentralised configuration. Power rating on y-axis left out intentionally due to confidentiality.

A value of 0 is subscribed to an offline operation, a value of 1 to idle-mode operation, and 2 to an online
status of the electrolysers. Furthermore, the different electrolysers are all presented in their own colour.
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At the middle figure in Figure 6.6 a grey colour indicates that only a single electrolyser is operating.
Yellow, black, and blue indicate that 2, 3, and 4 electrolysers are in operation, respectively.

The first 15 hours represent a period with a relatively low wind speed and therefore a lower power
output by the wind turbine. The control strategy, therefore, summons the single electrolyser in operation
to switch operational mode several times. Six times the electrolyser is shut down completely after being
in idle mode operation in this segment and three times turned back. These switches often are within
short notice of each other, indicating an inefficient use of the available energy.

Following hour 15, a noticeable increase in wind speed was experienced, leading to a corresponding
rise in power production from the wind turbine. This, in turn, resulted in turning on an increasing number
of electrolysers until all were in operation by hour 25. Then, during the period between hours 30
and 40, a significant number of changes in operational mode as response to the power fluctuations
of the incoming power input, was observed. These fluctuations were often characterised by sudden
and temporary changes in the power input. Despite the substantial drop in power output by the wind
turbine around hour 50, the control strategy demonstrated its robustness by not requiring any changes
in the operational mode. Once the wind turbine is operating at rated capacity, it is observed that all
electrolysers are operational. Before diving into the exact numbers, it can be observed through visual
inspection that the operational mode of the electrolysers changes frequently, particularly during periods
of higher power output fluctuations.

Figure 6.7 presents the results for a centralised configuration. Again, a 10% turn-to-idle threshold
and a 95% turn-on threshold are adopted. As the centralised configuration is under examination, the
terminology changes from wind turbine to offshore wind farm and from electrolyser to stack module.
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Figure 6.7: Incoming power profile (top), power consumption per module (middle), and operational mode
(bottom) for decentralised configuration. Power rating on y-axis left out intentionally due to confidentiality.

The figure presents how the incoming input power influences the operational mode of the stack modules.
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A substantial portion of the initial 15 hours of the analysed data set allowed for one stack module to
be in an online operational mode. After hour 17, at least one of the stack modules was in operation,
similar to the decentralised configuration.

By visual comparison of Figure 6.7 and Figure 6.6, differences in the operational modes between
the two configurations are observed. Where in the decentralised configuration multiple switches in
operational mode were observed within one hour, the switches of modes in the centralised configuration
show a notably longer interval of time between them. The direct cause of switches in operational mode
is an significant increase or decrease in delivered power. As concluded in Section 6.4, the magnitude
of power output fluctuation within a certain time frame is severely lower in the centralised configuration
than in the decentralised configuration. This is reflected by both the time between switches in the
control strategy and the total number of switches observed in the analysed data set.

Given the similarities in the outcomes of the various control strategies, it was deemed unnecessary
to present them individually. However, a thorough examination of the results obtained for each control
strategy is provided in the following subsections.

6.5.2. Hydrogen production

The total hydrogen produced over the 72 hours of simulation, is calculated. In the decentralised config-
uration, a single quantity per control strategy is obtained since all hydrogen is produced at the COHP.
In the decentralised configuration, the total hydrogen production is calculated by summation of the
production per wind turbine. Figure 6.8 presents the total hydrogen production of the centralised and
decentralised configuration for the four proposed control strategies. Note that the y-axis does not start
at zero.
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Figure 6.8: Total hydrogen production for the centralised and decentralised configuration for different control
strategies.

Both the centralised and decentralised configuration, for all four different control strategies, produce a
total of approximately 320 tons of hydrogen in the 72 hours considered. The decentralised configuration
shows, for all four control strategies, a marginal benefit in terms of the total produced hydrogen. The
chosen control strategy seems to have little effect on the total produced amount of hydrogen. Slightly
higher hydrogen production is observed for a strategy adopting a turn-on threshold of 85% compared,
to a turn-on threshold of 95%. Due to the lower turn-on threshold, an additional stack module or elec-
trolyser is turned on, dividing the total power over a larger number of stack modules or electrolyser and
therefore enabling operating in a more efficient region of the efficiency curve, as seen in Figure 5.4.
Due to the losses in the inter-array cable, 0.87 % less energy is available for hydrogen production
in the centralised configuration compared to the decentralised configuration. Furthermore, as a result



6.5. System operation results 84

of higher losses in the electrical equipment of the centralised configuration, the efficiency curve of the
centralised configuration is lower. Nevertheless, the difference in hydrogen production is only 0.47 %,
in favour of the decentralised configuration. This indicates that less energy used for processes not con-
tributing directly to hydrogen production, albeit minimal. Anticipated is that this is attributed to the lower
number of operational switches. It should be noted that the overall comparison of hydrogen production
between the two configurations is so small that it is not possible to determine a clear preference based
solely on this factor.

6.5.3. Switching operational modes

The difference in hydrogen production could not give a clear preference for a certain configuration
and did not reveal a large benefit from the reduced power fluctuation in the centralised configuration.
Hence, the focus has now shifted toward investigating the transitions between operational states. The
following subsection relates to the number of switches of the operational modes of the stack modules
and electrolysers. For the centralised configuration, a single result is obtained for the number of mode
switches and turn-offs. For the decentralised configuration, each wind turbine has its total number of
switches and they are varying between the wind turbines. Therefore, the number of switches per wind
turbine and their mean are provided. Figure 6.9 presents the number of switches for the centralised
and decentralised configuration for four different control strategies.
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Figure 6.9: Number of operational switches for the centralised and decentralised configuration.

The figure shows a significant difference between the different configurations regarding the number of
operational switches. For all four different control strategies, the number of switches of the centralised
configuration is significantly lower. The number of switches of operational mode in the centralised
configuration is 9 and 13, depending on the applied control strategy. The mean value of the number of
switches per wind turbine in the decentralised configuration is between 31 and 39. It is noteworthy that
even the wind turbine with the lowest number of operational mode changes, switches more frequently
than the centralised configuration. Readers interested in the location of the wind turbines in the offshore
wind farm and there respective mean number of switches, are directed to Figure B.4 in the appendix.

For the decentralised configuration, strong outliers are observed. These outliers are caused by
unnatural wind turbine operations. The cause of this unnatural operation was not found. There are
several potential explanations, both deliberate and accidental, that could be considered. Deliberate
causes for such wind turbine operations could be running tests or curtailment because of offshore
substation undersizing. If the reason was because of the offshore undersizing, then this would not have
been observed if it was a decentralised hydrogen-producing wind turbine because of the absence of
an offshore substation.
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6.5.4. Turn-offs

Another interesting output of the model is the total turn-offs per strategy. A turn-off implies changing the
stack module or electrolyser from an idling mode to an offline status. Figure 6.10 presents the number
of turn-offs for both configurations for four different control strategies.
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Figure 6.10: Number of turn-offs for the centralised and decentralised configuration.

The figure shows that the number of turn-offs of the centralised configuration is significantly lower than
the average number of turn-offs of the decentralised configuration. Furthermore, also the wind turbine
with the lowest number of turn-offs still changes to an offline state more frequently than the centralised
configuration. The number of turn-offs in the centralised configuration is 1 or 3, depending on the
applied control strategy. For the decentralised configuration, for a normal operating wind turbine, the
number of turn-offs ranges between 5 and 20, with a mean of approximately 12 occurrences.

To a certain extent, the chosen control strategy has an impact on the number of turn-offs. An
increase in the turn-to-idle threshold leads to a decrease in the total number of turn-offs. The number
of turn-offs is related to the turn-to-idle threshold since the control strategy allows only one stack module
or electrolyser to be in idle mode. When another stack module or electrolyser transitions from an online
state to an idle state, the stack module or electrolyser previously in idle mode is forced to switch to an
offline state.

What the time-series model does not take into account is the accelerated degradation of the hydrogen-
producing equipment. As seen in Figures 6.9 and 6.10, the centralised configuration has a clear advan-
tage in terms of limiting the number of switches of operational modes. The lowered number of switches
could over time, as a result of decreased degradation, result in more efficient hydrogen production in
the centralised configuration.

6.6. Discussion

A time-series model was used the reflect real-world operations. Due to the limited available power
output data and lack of information and knowledge related to the exact design of such systems, as-
sumptions had to be made. The shortcomings of the obtained results of Part Il are presented in the
following section.

6.6.1. Centralised integrated system

In the centralised configuration, the stack modules were assumed to operate independently of one an-
other. However, during the actual design and implementation of such a system, it is crucial to evaluate
whether this independence is achievable. Due to the benefits of scaling individual components, several
modules may be connected to a single compressor. This would result in a loss of complete indepen-



6.7. Summary Part I 86

dence among the modules and a more complex control strategy would have to be developed. Addi-
tionally, the efficiency of hydrogen production would be affected by the compressor’s load-dependent
efficiency curve. To avoid these complications, a system without additional compressors was chosen
in this particular case. The feasibility of this decision depends on factors such as the distance to the
customer and the desired hydrogen offtake pressure.

In a centralised configuration, it is assumed that all electrolysers within a module operate in parallel
at all times. This parallel operation is most efficient when the power supplied to the module is at least
around 30% of its maximum capacity [Figure 5.4]. However, when this 30% power of a single stack
module cannot be supplied, it may be more advantageous to operate only some of the electrolysers of
a stack module and leave others offline. This would result in a lower minimum load for the module. For
example, consider a module that consists of 15 stacks of 10 MW each. If all stacks within the module
are operated completely in parallel, the minimum input power required is 15 MW, as this is 10% of
150 MW. However, if the stacks within a module could operate separately, the minimum input power
required would be 1 MW, as this is 10% of 10 MW. This would allow for hydrogen production over a
wider range of input power.

6.6.2. Energy storage element

The study by Helgason presented that the addition of an energy storage element could lower the num-
ber of switches between operational modes in the decentralised configuration. Such energy storage
element is used to keep an electrolyser temporarily in idling mode during moments the wind speed is
insufficient to meet the requirements for hydrogen production. As a result, when wind conditions are
again sufficient to produce hydrogen, there is no start-up time required. Such energy storage element
operates in situations the wind speeds are not sufficient for a relatively short period. The length of
the period that can be bridged by the storage element depends directly on its installed energy storage
capacity. Hence, it is argued that a larger part of the energy is used and that the electrolysers switch
fewer times between off and idle mode. The energy provided by the storage element originates from
the wind turbine. The use of such a storage element implies that less hydrogen can be produced at
times when the storage element is charged than when such storage element is not charged.

For this study, both configurations were assessed without such an additional storage element. This
choice was made since this would require research into the installed capacity of the additional storage
element and this was beyond the scope of this work. However, it can be noted that in the case of the
centralised configuration, short periods when the wind speed is not enough to produce hydrogen are
less frequent and the use of such a storage element may not be necessary.

6.6.3. Data set choice

The data set used covers a total of three days in October and influences the results obtained. As
presented in Section 5.2 the power varies both on a short-term and long-term period. Measurements
taken close to the location of the offshore wind farm over a 50-year period, present strong variations
of average wind speed per month. Here, it was found that the average wind speeds were around 5
m/s during summer, while being around 8 m/s during the winter. This difference in average wind speed
directly influences the amount of hydrogen produced. Furthermore, these higher wind speeds are likely
paired with operations happening more often in the steeper part of the wind turbine power curve, hence
larger power fluctuations are observed influencing the number of switches and turn-offs.

Therefore, the obtained results are not representative for the entire year. However, since the cen-
tralised and decentralised configurations were tested using the same data set, the results provide a
benchmark to compare the two configurations during periods characterised by a higher average wind
speeds. Operation during the summer could result in lower power output fluctuation, decreasing the
difference in the number of switches and turn-offs for the two configurations. It is suggested that a
data set spanning more than 3 days is used to perform a comprehensive comparison between different
configurations.

6.7. Summary Part Il

For readers who have just read this chapter, this summary is superfluous. In Part ll, the focus was
shifted towards a closer examination of hydrogen production, utilising time-series power output data.
Since there are no benchmark values for the performance of such system, regarding hydrogen pro-
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duction and switching of operational modes, the centralised configuration was compared to a decen-
tralised configuration. The main interest of this part was whether aggregating power, as observed
in a centralised configuration, would have a positive effect on hydrogen production and the state of
performance of the equipment.

First, the obtained power output data was analysed in Section 6.4. This section showed large reduc-
tions in the observed normalised power fluctuations comparing an offshore wind farm to an individual
wind turbine. This was concluded by analysing the maximum and standard deviation of the normalised
fluctuations, occurring in 1-minute, 5-minute, and 10-minute intervals. The observed offshore wind
farm’s maximum normalised fluctuations halved the magnitude of the normalised fluctuation of the
least fluctuating wind turbine. Compared to the wind turbine which showed the largest maximum fluc-
tuations for a given time interval, a fluctuation four times larger than that of the offshore wind farm was
observed.

In Section 6.5, the model as presented in Chapter 5 was used to gain insight into the effects of this
damped power fluctuations on hydrogen production and the number of switches of operational modes.
With regard to total hydrogen production, it was observed that there is no clear preference for either
centralised or decentralised production. While there may be slight tendencies towards decentralised
production, the available data does not allow for a definitive conclusion to be drawn in favour of one
configuration over the other. It was found that the centralised configuration produces hydrogen more
efficiently per available unit of energy. However, due to the inter-array cable losses, the total available
energy destined for hydrogen production is lower compared to the decentralised configuration. With re-
gard to the number of switches of operational mode and turn-offs, a clear preference for the centralised
configuration was found. The number of switches of operational mode and turn-offs was found to be
three times lower for the centralised configuration, compared to the average of the decentralised con-
figuration. Also, the best-performing wind turbine of the decentralised configuration had around twice
as many changes in operational mode and turn-offs. Since frequent changing of operational mode
influences degradation and system performance, over time this could result in a benefit in hydrogen
production for the centralised configuration.

Note to reader: This was the final section of Part Il. Hereafter, the conclusion on both Part | and Part II
starts.



Conclusion and recommendations

The following chapter presents the conclusion derived from the findings obtained in Part | and Part Il,
and the recommendations for future studies. In case readers have not perused either of the parts or
wish to revisit the content, they are directed to the part-specific summaries provided in Section 4.8 for
Part | and Section 6.7 for Part Il. The conclusion is presented in Section 7.1 and the recommendations
in Section 7.2.

7.1. Conclusion

The primary objective of this study was to have a thorough understanding of centralised offshore hydro-
gen production, under the condition of using a single platform in island mode operation, connected to
a 1-gigawatt OWF, based on projected performances and costs of the year 2030. To accomplish this
objective, both a techno-economic analysis and an assessment of the benefit of power aggregation
were conducted on this configuration. The research question of this study was formulated as follows:

“What is the techno-economic viability of centralised offshore green hydrogen production
for projected performances and costs of 2030, and how beneficial is its smoother power
input on electrolyser dynamics?”

The main conclusion of this study is that the centralised offshore hydrogen production configuration
facilitates the possibility to produce hydrogen at a competitive levelised cost of hydrogen. Furthermore,
the reduction in power fluctuations due to power aggregation of the spatially distributed wind turbines
provides partial benefits. The reasoning behind this conclusion is provided below.

Based on a qualitative assessment of the available electrolysis technologies, alkaline electrolysis
(AE) and proton exchange membrane electrolysis (PEME) are concluded to be feasible for centralised
offshore hydrogen production for the year 2030, as was presented in Section 2.2.7.

For both technologies, an undersizing of the hydrogen production unit capacity in comparison to
the offshore wind farm capacity results in a more cost-efficient production of hydrogen, as presented
in Section 4.2.4. The main drivers for this optimal installed hydrogen production unit capacity are the
decreasing performance of the offshore wind farm and the relative cost of the centralised offshore hy-
drogen platform to the offshore wind farm, in reference to the diminishing marginal hydrogen production.
The optimal installed hydrogen production unit capacity is influenced by the choice between optimising
for the minimum levelised cost of hydrogen or maximising the net present value, as the hydrogen selling
price has an impact on the latter. An optimal installed hydrogen production unit capacity undersizing
ranging from 5% to 9% was found.

Moreover, it was concluded that increasing the hydrogen pressure at the platform above the required
minimum pressure to overcome the pressure drop in the hydrogen transmission system, facilitates the
possibility to reduce the production costs of hydrogen, as presented in Section 4.3. Nevertheless, given
the relatively small distance to shore used in the case study of this work, the benefits of this reduction
were marginal.

The PEME-based system is capable of delivering slightly more cost-competitive hydrogen, at a rate
of 2.83 €/kg in comparison to 2.92 €/kg for an AE-based system. Multiple factors lead to this outcome.

88
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The hydrogen yield of the PEME-based system is slightly higher, mainly due to the smaller hydrogen
compression requirements, as was found in Section 4.4.1. Additionally, the smaller physical footprint of
the PEME-based system translates into less expensive transportation, installation, and commissioning
procedures, thus compensating for the higher stack capital expenditure, as was found in Section 4.4.2.
Moreover, the larger compression step and higher stack operational expenditure resulted in a higher
operational expenditure of the AE-based system. Despite, the lower number of stack replacements as
a result of the lower degradation rate of the AE-based system, this benefit could not offset the lower
hydrogen yield, and higher capital and operational expenditure. Nevertheless, as demonstrated in the
sensitivity analysis in Section 4.5, and uncertainty analysis in Section 4.6, there are possibilities in
which the AE-based system produces hydrogen at a more competitive levelised cost. Therefore, it is
advised to consider both technologies for further concepts from a production cost perspective. From a
mass perspective, however, both technologies could encounter significant challenges due to their high
topside masses.

Furthermore, the effects of the aggregation of the power output of the individual wind turbines, ben-
efit the hydrogen-producing system partially. It was found that the short-term normalised fluctuations of
the power output of an offshore wind farm are significantly reduced compared to the normalised power
fluctuations of an individual wind turbine. Depending on the time step and wind turbine observed, a
decrease of maximum normalised power fluctuation of 50% to 90% was observed in the centralised
configuration, as presented in Section 6.4. The significant reduction in the standard deviation of the
normalised power fluctuation showed that aggregation affect the total severity of the power fluctuations,
not only the maximum normalised fluctuation.

However, the more constant power supply had a limited effect on the total produced hydrogen. This
is attributed to the additional inter-array cable and converter losses in the centralised configuration, as
presented in Section 6.5. The more constant power supply had however a significant result on the num-
ber of switches of operational mode and the number of turn-offs of the stack modules. The number of
switches was reduced by approximately 70% on average and the number of turn-offs by approximately
80% on average, compared to the decentralised configuration, as presented in Subsection 6.5.3 and
Subsection 6.5.4. This reduction in the number of switches of operational mode and reduced number
of turn-offs decelerates the degradation of the stacks and therefore benefit hydrogen production.

7.2. Recommendations

Interesting issues and the need for further research regarding centralised offshore hydrogen production
emerged during this study. Although the current study does not specifically address these topics, they
are presented here to generate interest and encourage future research.

» Muiltiple platforms: For this study, the use of a single platform was assumed. However, the mass
of both the PEME- and AE-based COHP is in the range of the largest installed offshore structures.
Further research should point out the technical and economical feasibility of such large structures.
An alternative could be to use multiple medium-size platforms. Dividing the total mass over multi-
ple platforms could realise the use of cheaper transport, installation, and commissioning methods.
This raises the need for new location optimisation. Placing the platforms next to one another and
linking them results in maximising the economies of scale and could increase availability. On the
other hand, spreading the platforms across the OWF could lower the cost of IAC and spread risk.
Alternative design choices: To narrow down the scope, a certain base design was assumed.
However, there are also alternative designs potentially delivering a cost-competitive LCOH. These
alternative design options include utilising a gravity-based or floating substructure, and float-over
installation as a potential method of transport, installation, and commissioning method.

Availability: Further research should be carried out to find the exact COHP availability. Since all
the power produced by the OWF needs to be processed at the COHP, this forms a bottleneck in
terms of availability. If the complete COHP is offline, this is disastrous for the availability of the
total system, since all the power potentially produced by the OWF is not useful. However, if for
example, one of the four modules is offline (25% offline) while the power supplied by the OWF is
less than 75% of the total HPU capacity, this does not reduce the amount of hydrogen produced.
The platform must be designed with this in mind. During the process of creating advanced de-
signs of the COHP, incorporating redundancy should be paramount. Components with a high
individual capacity, such as compressors, but that require regular maintenance, should have a
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spare component available to provide increased system availability. Also, cross-connections be-
tween the different modules could increase the total system availability but it should be assessed
whether this is cost-effective.

Synergies: Due to the limited available knowledge and information, the COHP was designed as
an add-on to the OWF. Further research should be carried out to maximise the synergies between
the OWF and the COHP. Earlier studies pointed out that the use of conventional WTGs would also
be most beneficial when combined with centralised offshore hydrogen production. Nevertheless,
no work pointed out the possible benefit for the OWF. The COHP could be used as storage
or close access point to the OWF, to increase the OWF’s availability. Furthermore, during the
construction and transport, installation, and commissioning phase, synergies between the OWF
and the COHP must be maximised.

Control strategies: A relatively simple but robust control strategy was applied both in the cen-
tralised and decentralised configuration. It was found that the fluctuations per WTG vary partic-
ularly, caused by the relative placement in the OWF. In the decentralised configuration, these
differences in occurring power fluctuations might demand for a WTG-specific control strategy.
Such a WTG-specific control strategy might increase hydrogen production and the electrolyser’s
lifetime.

Replacement strategies: During the lifetime of the project, the stacks need to be replaced. Such
replacement is a logistically challenging and costly process. Furthermore, it influences the avail-
ability of the system. A sound replacement strategy could benefit the overall performance of the
system in terms of produced hydrogen and incurred costs. During the design of the platform, the
replacement should already be anticipated.
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Appendix Techno-economic analysis

A.1. Cost modelling superstructure

The following section presents the relations found and used. The relations are taken from the DNV
report unless state otherwise [33]. The topside structure is a steel structure, often consisting of several
decks, that supports and houses all the equipment. It also consists of the gratings and claddings. The
gratings act as floors, and the claddings act as walls for the rooms. This includes the control rooms
and their equipment mass.

A.1.1. Topside primary steel
The mass of the topside steel structure depends on the weight of the equipment for which it is designed,
as presented in equation A.1.

mps = kPS,l * MEquipment (A1)

Where kpg ;1 is primary steel constant. The total topside primary steel CAPEX is determined by multi-
plying the primary steel mass by the price per fabricated ton primary steel, as presented in equation
A.2.

Cps = mps - pps (A.2)
Where ppg is the price per fabricated ton primary steel.
A.1.2. Topside grating
The total area to be grated is related volume of the topside. The topside volume dependent on the
installed electrolyser capacity and is estimated according to equation A.3.
VTopside = k'uolume,l . Pe (A3)
Where kyoiume,1 is the volume constant and P, the installed electrolyser capacity. The grating area is
subsequently estimated according to equation A.3.
AGrating = kGrating,l : VTopside (A4)
Where karating,1 is the grating area constant. The CAPEX related to the gratings is determined accord-
ing to equation A.5.
CGrating = AGrating * PGrating (A5)

Where parating 18 the price per square meter grating
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A.1.3. Cladding

The mass of the cladding is related to the installed electrolyser capacity, and estimated using equation
A.6.

Mecladding = kcladdingJ - P, (AG)

Where kciqading,1 1S the cladding mass constant. The total cladding costs are calculated using equation
A7

CCladding = MCladding * PCladding (A7)
Where Cciqdding I8 the cladding CAPEX and Pciqq4ing the cladding price per ton.
A.1.4. Topside coating
The area to be coated of the topside is dependent on the primary steel mass and the mass of the
auxiliary equipment, and estimated according to equation A.8.
ACoating = kC’oating,l : (mPS + mCladding) (A8)
Where kcoating,1 i the coating area constant. The total coating CAPEX is determined according to
equation A.9.
CCoating = ACoating * PCoating (Ag)
Where pcoating 18 the coating price per square meter.

A.1.5. Total topside structure
The total CAPEX of the topside structure is determined according to equation A.10.

CTopsidestructure = CPS + CGrating + CCoating (A10)
The total topside mass is calculated according to equation A.11.

MTopside = MPS +mps + MEquipment (A11)

Where Cropsidestructure i the total CAPEX of the topside structure.

A.1.6. Data input

This section presents the constants and prices' used to determine the weight and costs of the topside
structure.

Constant | Value Unit

kps 1.035 ton/ton
pps 3722 €/ton
kvolume1 | 193.55 | m3/ MW
kGrating,1 | 0.11 m?2/m3
DPGrating 191 €/m?

kcoating1 | 12.74 m? /ton

PCoating 128 €/ ton

Table A.1: Topside structure constants and prices

"Prices are expressed in January 2022 Euro’s. Converted according to: €591 = 1.0635 €502, [71]
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A.2. Total CAPEX and OPEX curves
Figure A.1 present the total CAPEX and OPEX curves for the PEME- and AE-based system.

CAPEX and OPEX over installed HPU capacity
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Figure A.1: CAPEX and OPEX for PEME-based and AE-based system

A.3. LCOH curve per technology
Figure A.2 presents the LCOH curve solely for the PEME-based system. The figure shows the LCOH
versus both the installed HPU capacity and stack capacity.

LCOH curve PEME with £10% COHP CAPEX
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Figure A.2: LCOH for the PEME-based system.

The trend of the LCOH curve for the PEME-based system demonstrates a downward slope until reach-
ing an optimal installed HPU capacity of 940 MW, after which it rises again, indicating the optimal
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installed HPU capacity when the lowest LCOH is the objective. This corresponds to an installed stack
capacity of 899 MW. Here, an LCOH of 2.84 €/kg is found. The small jumps in the PEME-based LCOH
curve are the result of the jumps in the CAPEX curve. These were caused by the increasing required
pipeline diameter as a result of the increasing hydrogen mass flow. The difference between the HPU
capacity and the stack capacity is attributed to the electrical losses and power consumption of auxiliary
equipment.

Figure A.3 presents the LCOH curve solely for the AE-based system. Again, showing both the
LCOH versus the installed HPU capacity and stack capacity.

LCOH curve AE with £10% COHP CAPEX
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Figure A.3: LCOH curve for the AE-based system.

The trend of the LCOH curve for the AE-based system demonstrates overall a similar shape as the
LCOH curve of the AE-based system. The optimal HPU capacity when the objective is to find the
lowest LCOH occurs at an HPU capacity of 939 MW This corresponds to an installed stack capacity of
886 MW. Here, an LCOH of 2.93 €/kg is obtained. The lower optimal installed HPU capacity is in line
with previously made statements related to the negative effect of COHP CAPEX on the optimal HPU
capacity.

For the AE-based system, more jumps are observed in the LCOH curve, both upwards and down-
wards. The smaller jumps are the result of the increasing required pipeline diameter causing an in-
crease in the CAPEX curve. The larger jump upwards is the result of the different required installation
method, increasing the CAPEX curve significantly [Figure 4.6].

The only decrease in LCOH is observed at an installed HPU capacity of 841 MW. This decrease
in LCOH is dedicated to the number of stack replacements required. The increasing HPU capacity
decreases the number of operational hours of the stacks from 841 MW onwards, only a single stack re-
placement is required [Figure 4.5]. Since replacing the stacks is a cost-intensive procedure, a decrease
in the number of replacements has a positive effect on the LCOH curve. The difference between the
HPU capacity and the stack capacity is attributed to the electrical losses and power consumption of
auxiliary equipment.
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A.4. Monte-Carlo method

Table A.2 present the input parameters covered by the uncertainty analysis of the Monte Carlo method.

Performance CAPEX OPEX Mass Others

Stack efficiency OWF OWF Stacks WACC

Stack lifetime Stacks Stacks Electrical Project lifetime
Stack degradation Electrical Electrical Compressors Water depth
Availability Gas conditioning | Gas conditioning | Superstructure | In-deck height
IAC losses Water treatment Water treatment | Substructure

Electrical losses Compressors Compressors

Gas conditioning Superstructure Superstructure

Compressor efficiency | Substructure Substructure

RO Recovery factor Foundation Foundation

DI Recovery factor

Transmission

Transmission

RO consumption

Transport

DI consumption

Installation

Pump efficiency

Commissioning

OWF initial availability

Decommissioning

OWF availability loss

EPCm

OWF degradation

Owner costs

Contingencies

Table A.2: Input parameters or categories covered by the Monte-Carlo uncertainty analysis



Times series appendix

B.1. Original lay-out offshore wind farm
Figure B.1 presents the original lay-out of the offshore wind farm.

Figure B.1: Original layout of the offshore wind farm.[Confidential]
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B.2. Distance inter-array cable sections

Table B.1 present the distances between the different wind turbines.

Section

Distance [m]

Section

Distance [m]

Table B.1: Distance per cable section. [Confidential]
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B.3. Output per wind turbine

Figure B.2, Figure B.3, and Figure B.4 present the standard deviation, maximum fluctuation and number
of switches per wind turbine of the wind farm.

Figure B.2: Standard deviation of power fluctuation over 5 minutes per WTG.[Confidential]

Figure B.3: Maximum power fluctuation over 5 minutes per WTG.[Confidential]

Figure B.4: Number of switches of operational state per WTG.[Confidential]
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