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A B S T R A C T   

Automated vehicles (AVs) aim to dramatically improve traffic safety by reducing or eliminating human error, 
which remains the leading cause of road crashes. However, commonly accepted standards for the ‘safe driving 
behaviour of machines’ are pending and urgently needed. Unless a common understanding of safety as a design 
value is achieved, different manufacturers’ driving styles may emerge, resulting in inconsistent, unpredictable 
and potentially unsafe ‘behaviour’ of AVs in certain situations. This paper aims to explore the main gaps and 
challenges towards establishing shared safety standards for the ‘behaviour’ of AVs, and contribute to their 
responsible traffic integration, by reviewing the state-of-the-art on AV safety in the core relevant disciplines: 
ethics of technology, safety science (engineering & human factors), and standardisation. The ethical and safety 
aspects investigated include the users’ perception of AV safety, the ethical trade-offs in critical decision-making 
contexts, the pertinence of data-driven approaches for AVs to mimic human behaviour, and the responsibilities of 
various actors. Moreover, the paper reviews the current safety patterns, metrics (surrogate measures of safety – 
SMoS) and their thresholds introduced in existing research for three use cases: mixed traffic of AV and con-
ventional vehicles, AV interaction with pedestrians and cyclists, and transition of control from machine to human 
driver. The results reveal several knowledge gaps within each discipline and highlights the lack of common 
understanding of safety across disciplines. On the basis of the results, the paper proposes a framework for further 
research on AV safety, identifying concrete opportunities for interdisciplinary research, with common goals and 
methodologies, and explicitly indicating the path for transfer of knowledge between sectors.   

1. Introduction 

Automated vehicles (AVs) aim to bring dramatic safety improve-
ments by minimizing human driver’s role and dramatically reducing 
human error, which remains the primary contributory factor of road 
crashes. Superior safety is the principal “banner value” to promote AVs 
technology, however it has been proved difficult to responsibly claim, as 
the existing evidence is insufficient (ETSC, 2016; ITF/OECD, 2018). This 
creates the risk of misinformation, by which societies may be misled into 
decisions that serve the industry’s interest, rather than citizens’ interest. 
Establishing an objective baseline and coherent metrics of road safety 
that enables a fair assessment of AVs performance relative to non-AVs, 
and thereby demonstrating AVs societal benefit, is the recommenda-
tion no.1 of the recent report of the EU expert group on Ethics of Con-
nected and Automated Vehicles (EC Expert Group E03659, 2020). 

A concise definition of safety in the context of AVs that is laid down 
in safety standards is still lacking and is a significant challenge for 
ensuring AV safety (Koopman & Wagner, 2017; Dankd & London, 2017). 
Unless a common understanding of machines’ ‘ethical and safety 
behaviour’ is achieved, different manufacturers inevitably develop 
different driving styles of AVs. That may result in inconsistent ‘behav-
iour’ of different types of AVs in different situations, discordance of that 
‘behaviour’ with the values and expectations of other road users (e.g. 
conventional vehicles’ drivers, pedestrians, cyclists), and uncertain 
safety consequences. 

In the literature, AVs’ safety is investigated from ethical perspec-
tives, safety science perspectives (including, but not limited to, trans-
portation engineering, human factors and systems engineering), as well 
as standardisation and policy perspectives. However, several questions 
on AV safety standards touch upon more than one of the above core 
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disciplines, yet they are seldom explored with an interdisciplinary 
approach (see Fig. 1). Addressing the broad question of how to define 
safety in the context of AVs (‘how safe is safe enough’), involves evident 
safety engineering and human factors issues (e.g., what metrics should 
be used, what thresholds, in which scenarios), but also overarching 
ethical issues (e.g. what moral/legal/societal values should be reflected 
in machines’ decision-making and how should (residual) risk be 
distributed, what trade-offs exist between safety and other moral and 
societal values) (Nyholm & Smids, 2020) etc. Furthermore, it involves 
the question of how to translate values and design principles into stan-
dards, and involve all relevant stakeholders from industry and research. 
This inherent interdisciplinarity has not been taken into account in 
existing research, and the potential benefits from the integration of ef-
forts in different disciplines, have not been sufficiently investigated. 

2. Objectives and methods 

This paper aims to identify gaps in existing research towards the 
definition of typical ‘safe behaviour’ standards for AVs and to contribute 
to their consistent design and responsible traffic integration. The 
research question is: how can acceptable safety standards for the 
“behaviour” of AVs be developed. 

In this paper, automated vehicles are defined and discussed in 
accordance with the SAE taxonomy as “vehicles that perform part or all of 
the dynamic driving task on a sustained basis” (SAE International, 2018), 
with 6 levels of automation ranging from: level 0 (no automation), level 
1 (automated longitudinal or lateral control, driver assistance), level 2 
(automated longitudinal and lateral control, partial automation, driver 
response needed), level 3 (automated control, conditional automation, 
response-ready driver), level 4 (fully automated control in certain con-
ditions, manual driving possible), and level 5 (fully automated control in 
all conditions). Typically, levels 1 & 2 (currently available on the mar-
ket) are referred to as low levels of automation, while levels 4 & 5 are 
referred to as high levels of automation. 

A dedicated literature search is carried out, with particular emphasis 
on the principles, methods and indicators used to define safety, the 
degree of standardisation of approaches and the main challenges 
involved within the core disciplines: ethics, safety (engineering, human 
factors), standardisation. It is noted that integration between safety 
engineering and human factors/behavioural approaches is already in 
place to a large extent within existing research, hence the term “safety” 
used in this research includes both aspects. Moreover, both descriptive 
ethics (empirical study of people’s perception) as well as normative 
ethics (conceptual and normative analysis), are considered. Safety and 
security issue related to hardware or software development (e.g. me-
chanical engineering, computer science etc.) were considered out of this 
search scope. 

The literature search was done for the period 2010–2020 by using 
combinations of terms in the form of <Automated vehicles > AND <
safety > AND < discipline >. The following synonyms were included in 
the search terms:  

• Autonomous vehicles, automated vehicles, driverless  
• Safety, safety thresholds, safety patterns, functional safety  
• Ethics, moral  
• Transport engineering, behaviour, human factors  
• Standards, assurance, certification 

For the engineering and behavioural disciplines, the search returned 
a very high number of studies (>1500 ‘hits’). For this reason, a more 
focused search approach was taken, i.e., to examine safety in specific 
safety–critical use cases: mixed traffic (conventional and automated 
vehicles), interaction of AVs with vulnerable road users (VRUs), and 
transition of control from automation to human. Therefore, in this case, 
the search terms were adjusted as < Automated vehicles > AND <
safety > AND < use case>, with the following additional terms for use 
cases:  

• Mixed traffic  
• Pedestrians, Cyclists, VRUs  
• Transition, takeover, handover. 

It is noted that a systematic and exhaustive literature review was 
beyond the scope of this paper; of primary interest was the selection of 
high-quality studies that are representative of the current state-of-the- 
art; hence a hybrid search method was used with the following 
criteria: recent studies (<5 years) were prioritized over older studies, 
and existing review/meta-analysis papers were prioritized over indi-
vidual studies. For the use cases, quantitative studies, i.e., studies with 
quantitative estimates of safety parameters were prioritised over quali-
tative studies, in order to assess the homogeneity of approaches and 
thresholds used. 

The relevance of studies was assessed through title and abstract 
screening. An initial selection was made once a ‘critical mass’ of be-
tween 10 and 20 recent papers per discipline was reached. The vast 
majority of these recent studies included detailed and comprehensive 
literature reviews. Therefore, a targeted selection of key additional 
studies was made through the references included in the initially 
selected studies (‘backward snowballing’) – for instance, the “trolley 
problem” in AV ethics, and the questions on human-mimic behaviour of 
AVs, were eventually given further attention. Additional references were 
added at the suggestion of peer reviewers. 

The final selection included 20 studies on ethics (6 studies on user 
expectations, 9 on ethical trade-offs, 5 on responsibility), 24 studies on 
engineering and behaviour (5 on human-mimic behaviour of AV, 6 on 
mixed traffic, 7 on pedestrians or cyclists, and 4 on takeover perfor-
mance), and 15 studies on standardisation of AVs (6 studies on func-
tional safety and 9 studies on safety assurance/certification). 

Based on the results, this paper’s remainder is structured as follows: 
Section 3 explores the safety values, underlying ethical trade-offs, and 
expectations regarding AVs ‘behaviour’. Section 4 reviews existing 
studies on AV behaviour in different use cases, with focus on user ca-
pabilities and acceptable safety thresholds on the basis of relevant sur-
rogate measures of safety (SMoS). Section 5 reviews recent 
developments in safety assurance of AVs from the system design stan-
dards, i.e. the industry perspective. A synthesis of the results in Section 6 
leads to identifying gaps within each discipline and recommendations 
on methodologies and tools that will allow determining and testing the 
benefits of standardized AV ‘behaviour’. Section 7 presents the conclu-
sions of this research. 

3. Ethical aspects of automated vehicles safety 

3.1. User expectations, perception and acceptance 

AVs have attracted the public interest by promising more efficient, 
inclusive, and safe mobility. Users’ acceptance is key to achieve these 
goals. However, in several recent studies, the user’s expectations, Fig. 1. Inter-disciplinary questions in defining AV safety standards.  
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perception, and acceptance of AVs present considerable variations. 
Hulse et al. (2018) argue that the ethics of AV decisions concerning 

pedestrians (e.g., programmed to yield, safety choices at the benefit of 
pedestrians) might affect the passengers’ expectations and trust. 
Furthermore, in an extensive population survey in Finland, the main 
points of concern over AVs were traffic safety and the uncertainty about 
AVs’ moral decisions (Liljamo et al., 2018). In another survey in the US, 
it was shown that the vast majority of potential AV users were concerned 
over issues of AV safety, namely that AVs would not drive as well as 
human drivers, they would be unpredictable in emergencies, adverse 
weather, and interactions with pedestrians (Woldeamanuel & Nguyen, 
2018). Moody et al. (2020) find that industrialized countries have 
currently lower perceived safety of AVs, and are more pessimistic over 
their safety potential. On the other hand, participants from low and 
middle-income countries, especially those with a high share of vulner-
able road users’ (VRU) fatalities, appear more optimistic about the 
number of years at which a safety benefit could be achieved. A relevant 
study in the EU found a relatively large share of ‘hostility’ towards AVs, 
and a negative relationship between the current road safety level in a 
country and favourable opinions of AVs (Hudson et al., 2019). 

Gkartzonikas & Gkritza (2019) made a systematic literature review 
and found that safety is more frequently encountered as a concern of 
users than an expected benefit. Jienitz et al. (2019) propose a set of 
macroscopic risk acceptance thresholds (in terms of accidents per 
mileage travelled) for highly automated vehicles (HAV), which at the 
individual level are assumed to be based on the risk acceptance of 
professional drivers. However, from a societal perspective, it is often 
suggested that an unacceptable risk would result only from a “notice-
able” increase in total traffic victims (PEGASUS Consortium, 2020). 

3.2. Safety choices of AVs 

There is significant literature devoted to the ethical dilemmas that 
AVs may encounter in critical situations (Lin, 2013; Bonnefon et al., 
2019); these are inspired by the older “trolley problem” and describe 
situations in which an observer needs to decide who should be hit by a 
fully autonomous vehicle in a scenario where a crash cannot be avoided, 
but different potential victims can be selected by, e.g. swerving to the 
right or to the left. There are different approaches to this dilemma, 
which is related to vehicle design failure conditions: on the one hand, a 
utility-based approach would argue that the objective would be to save 
the higher number of lives, assuming as morally acceptable to sacrifice a 
smaller number of lives. This approach can be extended to estimate the 
total utility of each choice in relation to gender, age and other relevant 
characteristics. Pickering et al. (2019) developed a set of models 
allowing assessing the utilities of scenarios between collision against a 
rigid wall or into a group of one to ten pedestrians, and finding that 
survey respondents accepted utilitarian approaches. 

Other studies have extended the dilemmas over sacrificing between 
own self or others (Millar, 2014), younger or older victims (Lin, 2016), 
law compliant and uncompliant collision opponents (Goodall, 2014) or 
combinations of these. ‘Moral Machines’ is an online application (Mas-
sachusetts Institute of Technology, 2016) presenting users with various 
scenarios of AV ethical dilemmas, aiming to collect data on the values, 
ethics and eventual choices of humans. For example, Rhim et al. (2020) 
revealed clusters of moral choice making: altruists, deontologists, and 
non-determinists (i.e., individuals making context-specific decisions), 
suggesting that “AV morality is pluralistic” and varies in different cul-
tures. Cultural factors were also identified in Awad et al. (2018) who 
thoroughly analysed the ‘Moral Machine’ data. 

The EC recommendations also bring forward the dimension of risk 
inequality: AVs should contribute to the reduction of the disproportional 
risk exhibited by certain road user groups (EC Expert Group E03659, 
2020). Radun et al. (2019) found that humans distinguish between 
deliberate actions and unforeseen circumstances of the opponent in their 
decision whether to sacrifice themselves or not. 

Santoni de Sio (2017) notices that a simple utilitarian approach 
would be in contrast with some deep-seated legal principles and prac-
tices of many Western jurisdictions. In line with this, and from a more 
deontological approach, recent German guidelines on the ethics of AVs 
suggest that damage to property or animals can be acceptable in order to 
prevent damage to humans. However, it is also suggested that AV de-
velopment’s focus should be placed on the total avoidance of ‘genuine 
dilemmatic situations’ involving humans, as it is unfeasible and unde-
sirable to standardize these. The recent EU recommendations on self- 
driving cars’ ethics propose that such dilemma situations are a 
limiting case of risk management, i.e. they do not require specific 
principles to be handled, but should be handled in compliance to the 
general ethical and legal principles proposed for AVs design and 
behaviour, among others non-maleficence, human dignity and fairness 
(EC Expert Group E03659, 2020). They also recommend more generally 
to move away from these rare, fictional scenarios towards more sub-
stantive ethical issues such as risk, data ethics, and responsibility. 
However, lessons learned from retrospective judgments of such in-
cidents could be taken into account in updating regulations (Luetge, 
2017). On the other hand, based on Karnouskos (2018) results, it is 
suggested that users expect AV manufacturers to take into account the 
commonly accepted ethical values. 

Dennis et al. (2016) argue that it is feasible to integrate a ranking of 
ethical violations into AV behaviour design. Autonomous systems can be 
designed as (rational) agents with given beliefs, goals and plans, 
choosing from a set of alternative ethical plans. Mordue et al. (2020) 
simulated a random decision making of a scenario of a vehicle steering 
right, going straight or steering left, with different safety consequences 
in each case (crash outcome, age of victims), within four ethical ap-
proaches: egoism, utilitarianism, virtue ethics and ‘moral machine’ (i.e., 
the ‘democratic’ result of a relative online experiment). Although utili-
tarianism and ‘moral machines’ resulted in fewer fatalities, the results 
were comparable to those of the other approaches on the aggregate 
level; nevertheless, there was significant variation in the composition of 
fatalities, revealing how different programming of AVs would result in 
large discrepancies in the related societal impacts. 

3.3. Responsibility and liability 

As higher levels of automation are achieved, and the control of a 
vehicle is gradually transferred to the machine, responsibilities will be 
redistributed across the network of human individuals and organisations 
involved in their manufacture, deployment, regulation and use (EC 
Expert Group E03659, 2020, p. 53; Mordue et al., 2020). In this context, 
vehicle failure conditions will be subject to new responsibility and lia-
bility questions. The EC recommendations also stress the importance of 
distinguishing five senses of responsibility i.e. two forward-looking re-
sponsibilities: obligation and capacity to design, regulate, use AVs 
responsibly; and three backward-looking responsibilities: accountability 
(duty to explain the behaviour of an AVs), moral culpability (being 
legitimately blamed or shamed for the behaviour of an AVs) and legal 
liability (being legally forced to compensate for the wrong behaviour of 
am AVS). 

As for obligations, Banks et al. (2019) use a Risk Management 
Framework to represent the responsibilities and expectations of 
different actors at the macro (international organisations, regulators 
etc.), meso (manufacturers, resource providers etc.) and the micro (end 
users, equipment and environment) levels. The authors argue that, while 
manufacturers have been left to manage safety in their own approaches, 
the responsibility envisaged to be placed on ‘meso-level’ actors is 
disproportionate. By a network analysis of relevant stakeholders in the 
UK, it is recommended that responsibility should lie with macro-level 
actors who should provide legislation ‘leaving little room for interpre-
tation’, while manufacturers should be responsible for providing evi-
dence of their compliance with requirements. 

In this framework, De Bruyne & Werbrouck (2018) stress the role of 
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supernational institutions and regulators in clarifying liability for AVs 
beyond the current – and rather outdated – approach of technical reli-
ability (e.g. EU Directive 85/374/EEC), and highlight several areas 
leaving room for unclear liability (e.g. does an update of the software of 
an AV make it a new product?). Noy et al. (2018) distinguish the driver 
error from driver culpability, pointing out that there may be not only 
situations where a crash may be due to vehicle or environmental factors, 
but also situations where driver error is unintentional (e.g. due to mis- 
perception) – and it is unlikely that AI algorithms can handle these 

situations in a straightforward way. The same is the case for intentional 
violations (e.g. deliberate autopilot disengagements in AVs). 

It is expected that the driver is in principle fully responsible at lower 
levels of automation, at least from insurers’ perspective (liability). 
However, at higher levels of automation, there are at least three ele-
ments that need to be known for a fair assessment of the driver’s 
culpability: (i) whether full automation was active, (ii) whether there 
was a mandatory authority transition request and the response of the 
driver to that, and (iii) whether there was a violation of traffic rules by 

Table 1 
Summary of studies on ethical issues of AV safety.  
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another road user (Gasser et al., 2013). 
The way responsibility is still shared between human and machine 

can be better understood when looking into situations of authority 
transitions between human and machine, for which there is currently no 
consensus for what would be considered a safe handover request 
(McCall et al, 2019) – see following section 4.2.3. This makes attribution 
of fair moral and legal culpability to drivers more difficult. It also 
arguably gives regulators an extra responsibility to provide drivers with 
(new) training schemes to learn a proper interaction with the new 
technology (Heikoop et al., 2020). 

Finally, the EC report also recommends that manufacturers and 
deployers ensure that the logic behind sensitive decisions made by AVs 
are transparent and explainable to the public (responsibility as 
accountability) and point to the regulation of explainable automated 
decision-making under the GDPR as a promising starting point. The 
report also stresses the importance of creating a “culture of re-
sponsibility” where different actors in the chain of design, regulation, 
control, and use of AVs are not only made aware of their respective 
responsibility but also actively supported, i.e. given the capacity and a 
fair opportunity, to do so (EC Expert Group E03659, 2020). 

This analysis shows that safety depends on responsibility in different 
ways. It critically depends on a clear and fair distribution of obligations, 
culpability and liability across the different actors in the AVs network. 
Different human actors should be given a sufficient level of competence, 
(moral) motivation and power to be considered responsible for the AVs’ 
behaviour (“meaningful human control”) (Calvert et al., 2020a), to 
avoid various “responsibility gaps” (Santoni de Sio & Mecacci, 2021). In 
general, not only a stronger “safety culture” (NTSB – National Trans-
portation Safety Board, 2019), but also a stronger culture of “re-
sponsibility” (capacity to comply with one’s obligation) and better 
“accountability” mechanisms (capacity to explain the behaviour of AVs) 
should be promoted (EC Expert Group E03659, 2020). 

Table 1 summarizes the reviewed studies dealing with ethical issues 
related to AV safety ‘behaviour’ and choices. The identified gaps and 
limitations are provided in section 6.1. 

4. Safety engineering and behavioural approaches to AV safety 

4.1. Human-mimic behaviour of AVs 

There is an antithesis in the way AVs safety behaviour is currently 
conceived: on the one hand, AVs are aimed to eliminate human error, 
accepting that humans are imperfect drivers; on the other hand, AVs 
need to be predictable and compatible with user expectations so that 
trust can be built, and safety in mixed traffic can be ensured. Sparrow & 
Howard (2017) argue that AVs ideally could outperform even the most 
experienced and compliant human driver, while at the same time need 
not be “perfect drivers” in order to be ethically acceptable; performing 
better than the average human in a given situation would be sufficient. 

One approach to defining AV safety standards is the data-driven 
approach, in which field observations are analysed to derive rules of 
human behaviour in a particular setting. Sadigh et al. (2019) demon-
strate this through inversed reinforcement learning and suggest that the 
‘robot’ can also ‘learn’ the error distribution of humans, minimizing the 
probability of replicating these. McAree et al. (2017) proposed an al-
gorithm aimed to translate human-like decision making in trajectory 
finding with situation-awareness building under uncertainty, into the 
context of AVs; the crossing of a roundabout was used as a case study. 
Riaz et al. (2018) developed an algorithm regarding the choices of 
different AV agents (e.g. vehicle types, manufacturers etc.) for collision 
avoidance, on the basis of a model of human emotions and social norms; 
decision making is based on the comparison of ‘fear’ with ‘egoism’ – 
leading to comply with norms or not. 

An alternative approach for defining AV safety standards would be 
‘expert judgment’ resulting from knowledge, experience, and data anal-
ysis. In this case, however, there is still room for errors, as the experts are 

humans themselves and thus prone to errors (Sadigh et al., 2019). 
A third approach is discussed by Nyholm & Smids (2020): instead of 

developing a human-like driving behaviour for robots, or assuming that 
the robot-like behaviour is ideal, an optimal human-robot coordination 
should be pursued, in which human driving is made more similar to 
robot-like driving, e.g. through in-vehicle technologies aiming to pre-
vent common human errors or violations. 

4.2. Surrogate measures of safety and thresholds 

Automated vehicles are designed to perform certain tasks within an 
Operational Design Domain (ODD). ODD is defined as “Operating con-
ditions under which a given driving automation system or feature 
thereof is specifically designed to function, including, but not limited to, 
environmental, geographical, and time-of-day restrictions, and/or the 
requisite presence or absence of certain traffic or roadway characteris-
tics.” (SAE International, 2018). Exiting this ODD corresponds to the 
system reaching its boundary, and a human operator needs to take over 
control. Moreover, within this ODD, AVs need to navigate, detect and 
comprehend other road users’ intentions and maintain safety margins or 
make safety choices. 

In this section, existing safety margins and thresholds for risk 
assessment of AVs are reviewed in three specific use cases: mixed traffic, 
VRU encounter, and authority transition. These use cases correspond to 
the most common accident scenarios and causes, as reviewed by Wang 
et al. (2020); that study reviewed accident investigation reports from on- 
road tests of automated vehicles in the USA and in China, and concluded 
that automation disengagements and safety risks caused by other users 
(conventional vehicles, pedestrians, cyclists) were the vast majority of 
AV risks. The review presented in this paper for each case is not meant to 
be exhaustive, but rather to highlight the key SMoS and their thresholds 
used to define/measure safety in recent studies, and draw some con-
clusions on the main practices and gaps that can be identified. Table 2 
summarizes the methods and findings of the reviewed studies on all use 
cases. 

4.2.1. Safety of mixed traffic 
There are several recent studies dealing with simulation of mixed 

(conventional and automated) traffic. Most of them are dealing with 
longitudinal control of platoons with Cooperative Adaptive Cruise 
Control (CACC), whereas in some cases lateral manoeuvres such as lane 
changing or exit ramps are included. The typical analysis method is 
(microscopic) traffic simulation. 

Ye & Yamamoto (2019) developed a rule-based cellular autonomous 
model to predict dangerous encounters in mixed traffic via TTC (Time to 
Collision) assessment. The results suggest that safety is generally 
improved with the increase in the AV penetration rate, provided that 
car-following rules of AVs are more conservative (i.e. larger gaps). 

Papadoulis et al. (2019) simulated AV traffic on motorways by 
introducing an external driver model application, setting rules for lon-
gitudinal and lateral control on the basis of adjacent traffic and traffic 
rules. The AV decision making rules have the dual objective of platoon 
formation while keeping safe distances (gap threshold taken as 0.6 s). 
The results suggested large safety improvements in terms of conflicts 
reduction for increased penetration rate; threshold values for TTC and 
PET were at 1.5 sec and 5 sec respectively. 

In a similar study, Virdi et al. (2019) simulated mixed traffic in 
different junction types, i.e. signal-controlled, priority, roundabout and 
diamond intersections. Their AV car-following model imposes speed, 
deceleration (between − 8 and 6 m/s2) and jerk (0.5 m/s3) thresholds in 
lane changing, following and braking actions. The results suggest sig-
nificant reductions in conflicts as the AV penetration rate increases. 

Rahman & Abdel-Aty (2018) developed a similar model with a 
different car-following algorithm and different thresholds (e.g. acceler-
ation/deceleration between − 2.8 and 1 m/s2, minimum gap at 0.6 sec), 
and evaluated safety through SMoS such as the standard deviation of 
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speed, time exposed time-to-collision (TET), time integrated time-to- 
collision (TIT), time-exposed rear-end crash risk index (TERCRI), and 
sideswipe crash risk (SSCR). A sensitivity analysis of the TTC threshold 
ranging from 1 to 3 sec showed no significant difference in the results. 
Rahman et al. (2018) made a similar study with simulation under poor 
visibility conditions due to fog. 

For a systematic review of recent studies on simulation of AVs at 
corridor level the reader is referred to Sinha et al. (2020). These authors 
use the algorithm of Virdi et al. (2019) to simulate AV platoons control 
and evaluate safety by means of time-to-collision (TTC), post- 
encroachment time (PET), and relative speed during a TTC. Unlike 
other studies, the authors report little or no safety benefit for conven-
tional vehicles in all AV penetration rates, compared to the 0% AV 
penetration rate. In terms of total crash rate, the full benefits of AV can 
be achieved only for the 100% penetration rate. It is found that reduced 
TTCs for AVs may result in discomfort for drivers in critical events, 
defined as those with a PET of <1.5 sec. The study concludes that 
thresholds for AV ‘behaviour’, currently taken from previous naturalistic 
driving studies or standard car-following/simulation tools, may need to 
be reconsidered for actual AV deployment. 

Asljung et al. (2016) suggest that “inevitable collisions states” may 
be more robust measures for safety assurance of AVs than the traditional 
conflict-based approaches; for instance, TTC is largely affected by speed 
and therefore cannot be easily generalized for different situations, while 
metrics like steering and break response may be more robust. 

4.2.2. Vulnerable road users’ encounter 
There have been several studies on the impacts of advanced sensing 

technology on automated vehicles safety, especially as regards pedes-
trians. For instance Chen et al. (2021) compared several object detection 
algorithms – including but not limited to several neural network appli-
cations – on the basis of precision, speed and memory consumption. 
Zhuang et al. (2021) tested an improved and environment-sensitive 
multispectral network to improve pedestrian detection in challenging 
illumination and temperature conditions. Pu et al. (2021) proposed an 

improved algorithm for real-time traffic speed estimation and subse-
quent traffic mode detection. However, only part of the AV-pedestrian 
safe interaction can be ensured by means of accurate sensor detection, 
due to the numerous traffic and human factors involved. 

The interactions of non-motorised road users and AVs is based on 
several components. First, the lack of transparency in the AV ‘intentions’ 
may reduce trust and induce stress and confusion to the pedestrian, 
while over-trust (e.g. AVs always yield for pedestrians) may result in 
critical conflicts. Moreover, the AV ‘behaviour’ (expressed by its speed, 
distance etc.) may affect the pedestrian’s situation awareness – e.g. 
perception, comprehension and projection of the situation (Rodriguez 
Palmeiro et al., 2018). ‘Forward incompatibility’, e.g. the potential 
absence of visual/auditory interaction or other human cues and man-
nerisms that are common in traffic “negotiations” may reduce trust in 
AV (Van Loon & Martens, 2015). In this context, the question seems 
relevant: is mimicking human behaviour safer, or another commonly 
acceptable AV gap should be established? Or can the “forward in-
compatibility” be addressed by external HMIs creating room for 
communication and negotiation between VRUs and AVs? 

Rodriguez Palmeiro et al. (2018) conducted a ‘Wizard of Oz’ 
experiment in which a pedestrian had to decide to cross the road in front 
of an approaching AV in different scenarios based on combinations of 
AV direction, braking behaviour, attention/engagement of the AV 
‘driver’ and recognisability of the AV through signs. The study found no 
significant effect of any of the combinations on the gap acceptance of 
pedestrians, although in a post-experiment questionnaire several par-
ticipants reported having distinguished the differences and been 
affected by them. The critical gaps measured ranged from 5.66 sec to 
7.67 sec, in line with the average gaps accepted by pedestrians when 
interacting with conventional vehicles. 

In ‘ghost driver’ experiment - where no driver was visible - (Roth-
enbücher et al., 2016), it was found that pedestrians crossed in front of a 
(fake) AV the same way that they would cross in front of a conventional 
vehicle, unless an ‘unusual’ behaviour of the AV was observed. 

In Nuñez Nunez Velasco et al., 2019, the crossing intentions of 

Table 2 
Review of surrogate measures of safety (SMoS) and their thresholds for selected AV use cases.  
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pedestrians were studied in a virtual environment, and values of AV 
speed of 10 km/h and 20 km/h were combined (among other things) 
with gaps of 2 sec and 4 sec. While the results suggested rather counter- 
intuitively that lower speeds of the AV resulted in fewer positive 
crossing intentions, it was found that the distance gap was the most 
significant predictor of crossing intentions, with the odds of crossing 
being significantly lower for smaller AV distances. 

In another virtual experiment based on agent modelling (Razmi Rad 
et al., 2020), participants were asked to cross a road while in a hurry to 
catch a train; in one scenario, AVs were marked as black vehicles, while 
in another one AVs could use lights to signal their yielding intentions to 
pedestrians. The study tested three TTC values of 3, 5 and 7 sec. The 
modelling results showed a reduction of the probability to cross for 
smaller TTC, while pedestrians were found most likely to interrupt the 
AV and cross for a TTC of 5 sec. 

In Vlakveld et al. (2020), a video experiment displaying cyclist- 
vehicle conflicts was taken by >1000 participants, comparing early, 
mid and late decision moments with different types of vehicles (con-
ventional, AV, and AV communicating its intentions,), while controlling 
for the participants’ trust in technology. The results indicated that 
generally the frequency of yielding increased in early decision moments 
and with lower trust in AVs. Overall, in situations where participants 
had priority they yielded less often to conventional vehicles than AVs, 
but even less often to AVs that communicated its intentions. 

Nunez Velasco, (2021) used a 360◦ video-based virtual reality (VR) 
method to determine the main factors influencing cyclists’ crossing in-
tentions when interacting with an automated vehicle. Four main factors 
were considered in the study: vehicle type, gap size between cyclist and 
vehicle, vehicle speed, and right of way. It was found that the gap size 
and the right of way were the primary factors affecting the crossing 
intentions of the individuals, while the vehicle type and vehicle speed 
did not have a significant effect on the crossing intentions. 

Overall, the findings suggest that AV ‘behaviour’ in terms of its vis-
ibility/recognition, time/distance gaps maintained and speed will have 
significant impact on pedestrians’ perception, intentions and actual 
crossing decisions. It is noted that these subjective measures are often 
used to assess the safety of interactions. It is also shown that diversity of 
configurations may affect trust and create uncertainty in AV/VRU in-
teractions. A recent meta-analysis of external HMIs (eHMIs) that can be 
used for the AV to “communicate” its level of automation or “behav-
ioural” intentions suggests several knowledge gaps regarding the 
optimal features of this communication to ensure safe interactions (Dey 
et al., 2020). Zandi et al. (2020) suggest, on the basis of a survey in six 
countries, that AV intention messages are more important for pedes-
trians than AV status signals. Finally, it is suggested that AV systems are 
not guaranteed to handle safety critical situations when the movements 
of pedestrians are non-typical (Ondruš et al., 2020). 

4.2.3. Authority transitions 
Authority transitions between automation and human drivers has 

received a lot of attention in the literature, and has been identified as a 
key safety determinant at medium to high levels of automation (levels 3 
and 4) (Biondi et al., 2019). In this paper, we focus on handovers that 
may occur either because of technical failure or because the vehicle has 
reached the boundaries of its ODD, and may therefore be classified as 
emergency/non-emergency handovers; human-initiated handovers are 
out of the scope of this analysis. Of particular interest are the SMoS that 
are used to assess the takeover performance of human drivers in such 
automation-initiated takeover alerts. 

In this respect, recent reviews and meta-analyses have summarized 
the main determinants and influencing factors of safe transitions (Zhang 
et al., 2019; McDonald et al., 2019; Papadimitriou et al. 2020). The 
takeover time budget (TTB) is generally defined as “the time available 
until the system limit of the automation is reached”, while the takeover 
time (TOT) defined as “the time from the moment of automation 
disengagement until the first signs of steering corrections or braking 

behaviour of the driver” (Zhang et al., 2019). The ratio of TOT/TTB is 
then used as a performance indicator/SMoS for safety of the takeover. 
McDonald et al. (2019) report other time indicators used to assess 
takeover performance, e.g. gaze/feet-on/hands-on reaction times, gaze/ 
side-gaze time. A number of other relevant indicators are found in the 
literature under the general term ‘takeover quality’ (TQ), including 
different longitudinal and lateral control indicators, but also driver 
factors such as hazard perception and situational awareness (McDonald 
et al., 2019; Papadimitriou et al., 2020). 

McDonald et al. (2019) report a range of TTBs used in the literature 
from 3 to 30 sec. In the meta-analysis of Zhang et al. (2019), the mean 
TOT across 129 studies including various conditions ranged from 0.69 s 
to 19.79 s, with an average mean of 2.72 s. TOT increases with emer-
gency takeovers, performance of secondary tasks, adverse weather and 
high traffic density, and decreases with auditory or vibrotactile takeover 
alert and shorter TTB. McDonald et al. (2019) report a 0.27 s increase in 
takeover time per a 1 s increase in time budget. 

There are no clear conclusions as per the safety-optimal takeover 
time or TTB and TOT combination. The question becomes critical when 
taking into account that the time required for a driver to rebuild situa-
tional awareness after a disengagement of the automation may range 
from 4 to 6 sec on average, up to 20 sec in certain contexts (Papadimi-
triou et al., 2020) and driver response time to critical events signifi-
cantly worsens at high levels of automation (de Winter et al., 2014). 

5. Functional safety and the industry perspective 

In the automotive industry, the safety assurance of components and 
systems is based on the concept of functional safety, i.e. “the specifica-
tion of functional safety requirements, their allocation to architectural 
elements and their interaction necessary to achieve safety goals”. Safety 
goals (high-level or task-specific) are associated with an Automotive 
Safety Integrity Level (ASIL), defined as ‘‘one of four levels to specify the 
item’s or element’s necessary requirements of ISO 26262 and safety 
measures to apply for avoiding an unreasonable residual risk” (ISO, 
2018). The four levels are denoted as QM (lowest level), and ASIL A, B, 
C, D (highest level), and are estimated on the basis of severity, exposure 
and controllability ratings. The approach is based on the HARA (Hazard 
Assessment and Risk Analysis) method, in which hazards are assessed 
from a systems perspective and risks are calculated from decomposition 
methods. A review of these methods is beyond the scope of the present 
paper, the reader is referred to Khastgir et al. (2017). In the following 
paragraphs, the functional architectures relevant to AVs safety are 
reviewed, and a number of key studies are described with regard to the 
existing approaches for AV safety assurance. Gaps and limitations of the 
state of the art are analysed in section 6.1. 

5.1. Safety in AV functional architectures 

A functional architecture refers to the system’s logical decomposi-
tion into components and sub-components, and the data flows between 
them. In the automotive industry, it is the basis for the introduction of 
“intelligence” in the system, reflecting the tasks handled by automation 
(Behere & Törngren, 2016). 

Behere and Törngren (2016) define three types of AV functional 
components: (i) perception (including sensing, localization, world 
model, and semantic understanding); (ii) decision & control (including 
trajectory generation, energy management, diagnosis & fault manage-
ment, reactive control, and vehicle platform abstraction); and (iii) 
vehicle platform manipulation (including passive safety, trajectory 
execution in terms of propulsion, steering, and braking) – in an analo-
gous approach as the one in Calvert et al. (2020a) where different 
components of the whole traffic system are relevant for safety and re-
sponsibility. Wang et al. (2020) indicate a typical AV system architec-
ture as (i) perception layer, (ii) decision layer and (iii) action layer). 

Typically, the architecture(s) are tested using scenarios (use cases) 
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upon which they are validated, and gaps breaking the architecture are 
identified (Behere et al., 2013). Several studies stress the difficulty in 
identifying all the possible degradation processes that may be relevant 
to AVs within the architecture and the need for more functional safety- 
specific applications (Behere & Törngren, 2016). Behere et al. (2013) 
note that safety is often seen as a non-functional property of the system, 
and in most cases, it relies upon the approach taken by the system 
architect. 

Mauborgne et al (2017) discuss how the functional safety concept 
can be integrated into the system’s logical architecture. The (sub) sys-
tem’s logical architecture is drafted, including its dysfunctional failure 
modes and critical propagation paths. As a second step, safety functions 
are created to describe the behavioural view of the architecture. As a 
third step, alternative functions are provided. All steps and activities can 
be linked to safety goals. The example of unintended acceleration of a 
vehicle is used for that purpose. 

5.2. Safety assurance 

Khastgir et al. (2017) argue that the ISO 26262 lacks concrete 
guidelines for implementation, inducing uncertainty and concerns on 
reliability and validity. They report on expert ratings based on a dedi-
cated HARA over two collision scenarios of a low-speed autonomous 
pod: pedestrian collision and unintended braking. The study drafted 
parametrized rules for severity assessment of these scenarios based on 
vehicle/oncoming obstacle velocity and type of obstacle, and control-
lability assessment based on deceleration value, distance to obstacle, 
TTC, and vehicle velocity. While initial results showed variation in ASIL 
ratings, eventual convergence after a certain number of rounds was 
achieved. 

Sini & Violante (2020) suggest that using data from driving simulator 
experiments may reduce the subjectiveness of expert ratings or the ex-
perts’ limited previous knowledge, which are considered significant 
drawbacks of ASIL determination. The authors tested AEB (Autonomous 
Emergency Braking) based on scenarios obtained from NHTSA, EuroN-
CAP, and European Commission reports. They used thresholds from the 
literature on the relative speed between the test vehicle and the target 
vehicle for the collision severity, and TTC for the controllability, while 
the exposure was assigned manually. 

Saraoglu et al. (2019) developed a simulation model with ‘fault in-
jection’ at the vehicle front sensor and speed sensor components in order 
to test the safety of AV driving systems, using the functional architecture 
of Behere and Törngren (2016). The model allows for fault-failure-error 
analysis along the entire chain from the component level to the vehicle 
level and the traffic level. Based on data from real-life collisions, the 
authors propose severity threshold metrics of 1.4 sec time headway (2.5 
m distance) in AV platoons and deceleration of − 7m/s2 for emergency 
braking. Their simulations show that a single AV’s sensor failures may 
affect traffic safety (with or without the occurrence of crash) in different 
ways, depending on the failure and traffic conditions’ timing. 

A multi-agent simulation tool based on a belief-desire-intention 
model was presented by Kamali et al. (2017) to verify the safety of 
vehicle platooning. The study goes in-depth into the AI algorithm of 
vehicle control but is based on a general safety principle according to 
which “a vehicle can join and leave a platoon if, and only if, the whole 
platooning remains safe”. The authors conclude that the actual AI code 
needs verification, and the system perspective might not be adequate for 
all critical situations. 

Elgharbawy et al. (2019) discuss AV safety assurance for heavy ve-
hicles and note that functional safety assurance is mostly targeted at 
higher levels of automation, in which the driver cannot over-ride the 
system in case of failure. The authors suggest that a combination of an 
(iterative) simulator, laboratory, and field testing is needed in order to 
result in only a negligible residual risk due to minor imperfection of 
sensors. 

An earlier project FUSE Consortium (2016) proposed methods to 

gradually reduce the risk of missing hazardous events within the HARA 
analysis of ISO26262. Interestingly, the project suggests that AVs safety 
assurance may, in fact, eliminate “trolley-type” problems, as long as the 
functional requirements allow the AV AI systems to “anticipate” well in 
advance these situations. 

Burton et al. (2017) note that “the safety standard is limited to 
avoiding potentially safety–critical situations caused by systematic 
software and random hardware failures. Safety violations due to tech-
nological and system-technical deficiencies remain outside the scope of 
ISO 26262:2018 (e.g., insufficient robustness, uncertainty issues with 
perception sensors, etc.)”. 

In a recent review of research on AV safety assurance, Batsch et al. 
(2020) review relevant testing strategies with regard to a number of 
specific tasks (modelling capabilities, automation subsystem, driving 
task level and the metrics for safety evaluation) and conclude that 
testing strategies are usually targeted as specific tasks, and the lack of 
appropriate metrics limit the testing capabilities for complex scenarios. 

5.3. Standardisation 

Technology standardisation is the scientific discipline studying the 
dynamics of standardisation processes and their consequences, both 
from a theoretical and empirical perspective (David & Greenstein, 
1990). Standardisation may follow two processes (Wiegmann et al., 
2017). De jure standardisation refers to a process whereby actors (mostly 
firms) come together in standardisation organizations. The coordination 
mechanism here is cooperation (Van de Kaa & De Bruijn, 2015). De facto 
standardisation refers to a situation whereby standards or products are 
developed by multiple companies that are fighting for market domi-
nance. The coordination mechanism here is competition (van de Kaa 
et al. 2011). It can be understood that both processes are active at pre-
sent towards the standardisation of AV safety: on the one hand, national 
and international governments have initiated stakeholder consultations, 
and standardisation bodies have issued some technical standards. On the 
other hand, AV manufacturers define their own safety features and 
engage in the competition, thereby creating de facto standards that may 
be neither homogeneous nor safety-proof. 

Li et al. (2019) reviewed policy developments regarding AVs and 
concluded that while research has been conducted in the fields of 
governmental, legal, ethical, licensing/testing and certification, the lack 
of a common framework for AV deployment may have significant im-
pacts on eventual AV safety and security. 

As shown in the previous section, the concept of verification of safety 
includes both the quantification of safety and the demonstration that all 
hazardous situations can be handled by the AV, in a challenging context 
where all systems are continuously active. However, field testing of all 
possible AVs scenarios is economically unfeasible, while the simulation 
of these situations requires their full coverage via adequate metrics and 
prior knowledge (Asljung et al., 2016). Results from the New Car 
Assessment Programme (Euro NCAP, 2018), where current vehicle 
systems are evaluated and assigned star ratings, revealed that none of 
the level 2 systems could offer adequate assistance in all scenarios and 
tests, and the lack of knowledge about the systems design and limita-
tions, as well as the lack of common safety goals, does not allow for 
meaningful star ratings of automated vehicles. 

Eventually, formal safety verification could be done via online per-
formance assessment against commonly agreed standards or against a 
‘library’ of verified scenarios and test cases (Schwarting et al., 2018). 
Junietz et al. (2019) further suggest that “unexpected critical situations 
and near misses must be monitored similar to air traffic, in order to find 
flaws in the system (including infrastructure and human interaction) 
with the chance to improve them”. 

Cummings & Britton (2020) review the regulation approach to 
autonomous systems in different sectors (aviation, medical, automotive) 
in the USA and note that the approach taken for AVs is the least con-
servative, with NHTSA’s approach assuming a priori the safety of new 
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technological features on a car, unless shown to induce unreasonable 
risks after introduction into the marketplace. 

Junietz et al. (2019) also underline that, despite ISO26262 and its 
subsequent specification for safety of the intended function (SOTIF), 
there is still uncertainty in the safety verification of AV components and 
the system as a whole, and note that the uncertainty will remain during 
their introduction on the roads. 

There are several recent or ongoing projects, mostly within auto-
motive industry partnerships, dealing with AV deployment stand-
ardisation, including safety features. For instance, the earlier project 
CityMobil (Van Dijke et al., 2012) defined a procedure for the certifi-
cation of automated transport systems based on comparison with the 
current level of risk of conventional vehicles. The authors provide results 
from early trials in Italy, France, and the UAE. The ARCADE project 
brings together national and European stakeholders involved in AV 
deployment to ensure synergies’ cooperation and exploitation (Arrúe 
et al., 2018). 

The Pegasus project used a fusion of data from accident databases, 
simulator trials and naturalistic driving studies, to generate scenarios of 
human performance in critical situations, in order to define acceptable 
AV ‘behaviours’ and safety margins for validation and verification of 
AVs. These logical scenarios are described based on a six-layer model 
(road, infrastructure, temporary influences, movable objects, environ-
ment conditions, digital information). An algorithm is used to extract 
minimal and maximal parameter values to describe parameter ranges 
within the logical scenarios. These criteria are represented by metrics, 
such as TTC, THW, etc. Subsequently, test cases are performed in 
simulation or field tests, in which performance is compared to the 
specified criteria. The final step is creating a “Safety Argumentation” 
framework for the securing and approval of high-level AVs, within an 
overall architecture. The method aims to serve as the first proof of 
concept that will be continuously evolving with additional use cases and 
ODDs. 

Shladover & Nowakowski (2019) summarize experience from the 
California PATH program and underline that “in the absence of clearly 
defined standards and testing procedures, it is not yet clear how safety 
can be certified by the developer, a regulatory agency, or a third party”. 
The authors suggest four potential targets for certification: 

(i) The manufacturer’s functional safety system development 
through ISO26262 or similar. 

(ii) The manufacturer’s specific system design’s functional safety 
through an intensive hazard analysis and mitigation for all components. 

(iii) Testing the performance of the automated driving system rela-
tive to required “behavioural competencies”: there are enormous chal-
lenges for achieving adequate testing time, scenario coverage and a 
representative population of drivers (including “extreme” AV 
encounters). 

(iv) Simulating the behavioural competency and system performance 
under a more comprehensive range of scenarios and conditions than 
would be practical for on-road or test track testing - in this case, how-
ever, validity concerns would be raised, and the simulation would need a 
certification process itself. 

6. An interdisciplinary approach for AV safe behaviour 

6.1. Critical assessment of existing research 

The above review aimed to span a set of disciplines relevant to the 
research question of how to develop acceptable ethical and safety 
standards for the “behaviour” of AVs. Ethical issues are involved in AVs’ 
design, both from the individual, societal, and normative perspective. 
There are certain expectations at the societal level as per the safety 
impact of AVs, together with a degree of uncertainty and mistrust on the 
“promises” made by policy and industry stakeholders. These are re-
flected in the controversies of the proposed approaches to AVs’ actual 
ethical choices in certain critical situations (descriptive ethics). These 

ethical choices seem to be pluralistic: they can be affected by de-
mographic, socioeconomic, cultural or contextual factors. Most impor-
tantly, some studies have demonstrated how AI algorithms’ different 
safety configurations can affect the final outcomes in terms of traffic 
victims (e.g. Mordue et al., 2020). On the other hand, different general 
objections to the “trolley problem” approach are: that they should be 
avoided ‘by design’ so that AVs will never be found in such situations 
and, in any case, that they should play a less central role in ethical 
discussions, as other issues are more urgent and relevant for AVs safety. 

The literature on moral dilemmas with AVs show that engineering 
approaches to safety choices cannot evade the issue of choosing the 
(ethical) principles to be followed. Different approaches lead to different 
results. While laypersons tend to disagree on the principles to be fol-
lowed, ethics and legal experts notice that some of these choices are 
more or less compatible with deeply seated shared ethical and even legal 
principles of our institutions, and in any case recommend to promote a 
public, critical and inclusive deliberation on these norms, values and 
principles as opposed to leave them to the decision of (individual) 
manufacturers or users. 

Nevertheless, AVs are still widely expected to make similar choices as 
an “ideal” human driver, although in practice, all drivers may exhibit 
different driving choices in different circumstances. Several studies 
show that an AV behaviour in line with user expectations will enhance 
trust in automation and ensure safety encounters in mixed traffic; 
therefore, a data-driven approach to identifying distributions and mar-
gins of safe human behaviour is often recommended. On the other hand, 
this behaviour may not necessarily comply with scientific standards 
based on acceptable safety margins in given situations, which may raise 
ethical concerns as to the legitimacy of such an approach. 

Currently, simulation and field studies on AVs mixed traffic adopt a 
set of AV navigation rules and define or identify relevant thresholds or 
reference values of SMoS in particular situations. However, there are no 
commonly accepted values of these thresholds. It is interesting to note 
that in most studies AVs reaction time is assumed to be zero (Ye & 
Yamamoto, 2019). The typical TTC taken for safety purposes is ~1sec, 
while smaller values are assumed in CACC car following situations. The 
majority of studies suggest impressive safety improvements with 
increased AV deployment. In addition, most of these simulation studies 
assume that human drivers will interact with AVs in the same way as 
they interact with other human driven vehicles, i.e. lack of behavioural 
adaptation. Therefore, future studies need to test this assumption. 

Several recent studies have been conducted on AVs’ safety behaviour 
when encountering non-motorized traffic, i.e., VRUs. The results suggest 
a more conservative attitude of pedestrians and cyclists towards AVs 
compared to conventional vehicles; however, in several cases the find-
ings did not reach statistical significance. There is a variation in the time 
or distance gaps accepted by pedestrians (as is the case with conven-
tional vehicles), and further research is needed to conclude a preferred 
gap maintained by the AV. 

As also Kolekar et al. (2020) underline, a fragmentary approach is 
mostly used to analysing AV safety situations: selected use cases are 
modelled, focusing either on longitudinal or lateral movement, but 
seldom both. The authors indicate that this bottom-up approach will 
require identifying all possible scenarios and integrating human 
decision-making principles in all of them – resulting in an entirely un-
feasible task. 

Most importantly, the ethical, behavioural and traffic engineering 
studies dealing with the above questions are of entirely different 
methodological and conceptual frameworks than those used by the AV 
manufacturers and AI developers. A very recent study (Martinho et al., 
2021) reviewed ethical issues presence in industry reports and found 
that, while the industry is aware of and concerned about moral di-
lemmas in ‘extreme’ situations, more focus is placed on safety and 
cybersecurity issues. The industry is primarily driven by the concept of 
functional safety, as defined in ISO26262 or relevant standards. Func-
tional safety may concern individual failures of sensors, connectivity or 
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security issues – it is therefore mostly relevant to connected vehicles and 
their communication with other vehicles, pedestrians, and environment 
(V2I, V2P, V2X) - but the impacts are seldom assessed at the traffic 
system level (i.e. including all road users) or at socio-technical system 
level (i.e. including all actors: regulators, designers, managers). 

Therefore, while this approach is proved useful for ADAS and lower 
automation levels, where individual systems control specific functions, 
the safety verification of higher automation levels will be much more 
challenging because system architectures and the numbers of embedded 
interacting components become immense. At the highest levels of 
automation, safety is often perceived as merely a software verification 
task. However, sensor or algorithm failures are only a part of potential 
causes of AV crashes, and numerous other crash causation factors e.g. 
traffic and human factors, may be involved. Again, there are no 
commonly agreed ethical and safe “behaviours” to be reflected in the 
sensor capabilities and AI algorithms, and the safety goals are often very 
aggregate. At this stage of AV development, safety assurance is mostly 
placed on the manufacturers, however, this responsibility is dispropor-
tional once the size of potential safety consequences is considered. 

6.2. Framework for further research 

In light of the gaps presented in the previous section, we propose a 
new framework towards common standards to be acceptable by all 
stakeholders: (i) for AV moral choices with shared or democratically 
accepted moral and legal standards, (ii) for AV “behaviour” and relevant 
safety thresholds in critical situations, and (iii) for safety assurance/ 
verification procedures targeted to the agreed safety “behaviour” rather 
than the reliability of technical implementation. 

The proposed framework is depicted in Fig. 2, together with the 
concrete steps and research goals that need to be addressed for its 
implementation. The scientific disciplines involved are displayed as 
three vertical pillars (ethics, safety & standardisation), while the 

interdisciplinary research goals are displayed as horizontal boxes 
spanning different disciplines. For each of these goals, we recommend a 
set of specific methodologies and tools with high potential for achieving 
the goals. 

First, an interdisciplinary state of the art review is proposed, in order 
to learn from safety standardisation experiences in other sectors; ex-
amples may include (but are not limited to) aviation, traffic signs and 
signals, telecommunications, cybersecurity protocols. 

Subsequently, research should tackle AVs safety standards at 
different layers/disciplines: 

At the ethical layer, research should further explore the safety values, 
underlying ethical trade-offs, and expectations regarding AV ‘behav-
iour’, aiming to a set of ethical guidelines and safety design principles 
(including vehicle failure conditions), both at a macroscopic level (i.e., 
values and norms) and at microscopic level (i.e. choices, dilemmas, etc.). 
These questions are usually tackled using questionnaire survey data or 
‘moral machines’ experiments, however we suggest that broader ethical 
and philosophical research is required, both theoretical and empirical. 
Moreover, the interaction between actors is seldom taken into account in 
previous studies; therefore, a promising method to consolidate the 
acceptable trade-offs may include serious gaming applications. Also, 
norms and values should be discussed and shaped by a broad critical, 
inclusive deliberation process, and not only be observed and extracted 
from empirical studies about people perceptions and attitudes. 

At the safety layer, as a next step, research should analyse more 
systematically the variability in human driving behaviours with respect 
to the agreed ethical principles, user capabilities and existing safety 
standards, in order to define acceptable safety thresholds of relevant 
SMoS in various scenarios (EC Expert Group E03659, 2020). In this 
paper we suggest a combination of approaches, in contrast to the ‘bi-
nary’ current practice. On the one hand, simulated or naturalistic 
driving data will be useful for that purpose in order to identify human 
driving patterns that correspond to optimal safety (data-driven 

Fig. 2. Proposed interdisciplinary framework of research goals and tools for commonly accepted AV safe behaviour standards.  
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approach). At the same time, expert knowledge needs to be explicitly 
integrated in the process to ensure scientific robustness and accept-
ability. The EU underlines the importance of open data policies with 
respect to high-value datasets related to AVs (e.g. spatial data, satellite 
data, weather data, data on crash or near-crash situations including and 
not including AVs, and data on mobility & traffic patterns), as a means to 
ensure their ethical and safety conscious deployment (EC Expert Group 
E03659, 2020). However, data from field tests of industry actors remain 
inaccessible, and concrete steps should be taken by regulators and all 
parties involved to increase their availability. 

The next research step is to further study how both ethical and safety 
design principles can be implemented in standards at the stand-
ardisation layer. Existing standards should be adapted to aim at a more 
macroscopic level of standardisation than that of technical components, 
including the specific and commonly agreed safety goals and thresholds 
identified per function. This approach can form the basis for actual 
standardisation of AV safety, with all relevant stakeholders’ participa-
tion. In this framework, the role of international stakeholders involved 
in vehicle safety assessment, e.g. the New Car Assessment Programme 
can play a crucial role in defining safety standards, also because their 
vehicle testing and star-rating programmes may have a substantial 
impact on consumer preferences, and this may significantly influence 
the design and deployment of new technologies from the manufacturers. 

Summarizing, the main research methods and tools recommended 
within this framework are: 

(i) methodologies for defining safety in the context of AVs, that can 
be useful to researchers and industry partners studying the AV safety in 
various ODDs, and also for international regulators and standardisation 
institutes who need to know what ethical and safety aspects to take into 
account in the standards they develop. 

(ii) protocols for safety thresholds in the ‘behaviour’ of AVs in 
selected use cases/ODDs, which can be readily implemented in simu-
lation and field testing for AV safety assessment. 

(iii) simulation tools for testing the safety benefits of various sce-
narios of standardised AV design (against heterogeneous and “unpre-
dictable” behaviour scenarios), that can be used by researchers and 
practitioners involved in AV safety assessment projects, as well as au-
thorities involved in the development of AV safety standards. 

7. Conclusions 

This paper reviewed existing approaches to AVs safety from an 
ethical, safety (engineering, behavioural) and standardisation perspec-
tive. The paper takes an interdisciplinary approach – in contrast to 
previous review studies that focus either on ethical or on safety issues – 
and establishes for the first time a robust link with the scientific field of 
standardisation. 

From this review, it was concluded that there is no common under-
standing of AV safety; on the contrary, there is little recognition of safety 
as a distinct design value in AVs research and development projects. 
There are useful methods and concepts within each discipline, however 
a ‘silos’ effect is mostly in place, as safety is examined from entirely 
different perspectives, ranging from ethical to purely technical. The 
results reveal the need for a common and interdisciplinary approach to 
AV safety, with two main objectives: (i) a complete definition of safety in 
the context of AVs, and (ii) a structured transfer of knowledge between 
sectors and relevant stakeholders. 

The framework proposed in this research uses a “comprehensive 
engineering” approach, which combines three different perspectives for 
analysing complex societal challenges: values, systems and governance 
(Weijnen & Herder, 2018). This approach although not exhaustive, may 
allow a convergence of AV safety goals, testing objectives, expectations 
and assessment frameworks, resulting in new opportunities for re-
searchers, industry partners, road authorities, cities, standardisation 
authorities etc. This approach’s added value is that it contributes to a 
smoother and more responsible path to the desired safety level of AVs, so 

that the ambitious AV safety vision can be achieved, in terms of smooth 
coexistence of AVs with conventional drivers and non-motorized road 
users, increased trust in AVs, and fewer road casualties. 

The present study has some limitations. Due to the large number of 
papers available in each of the disciplines examined, we carried out a 
targeted, rather than a systematic literature review. The proposed 
framework is based on the gaps identified in the literature, and the 
expertise of our interdisciplinary team. A much broader consultation 
would certainly allow to fine-tune the proposed research goals and tools. 
Moreover, the full potential of the proposed framework needs to be pilot 
tested with actual datasets relevant to each research goal (e.g. from AV 
use cases, stakeholder surveys). 

It should be noted that in the literature, it is often suggested that 
standards should remain constant. However, ethical values and safety 
aspects that society finds essential are not always known at the time that 
the standard is defined (see e.g. van de Poel, 2018). Therefore, it is also 
necessary to study whether standards’ flexibility in terms of the incor-
poration of ethical values throughout their life cycle will affect the 
standards’ acceptance and AV systems’ adoption, and how broad 
stakeholder support will affect flexibility and adoption. 

There are several complicating factors in this respect; on the one 
hand, the current lack of a common approach requires a change of 
culture and perspective by researchers, practitioners, and policy/in-
dustry stakeholders. On the other hand, it will be challenging to 
converge the various safety aspects involved in the numerous initiatives 
currently in place in Europe and beyond. International coordination of 
critical Institutes and authorities involved in AV research and dedicated 
consultations will facilitate the fusion of needs, strategies, and safety 
perceptions. 
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