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Abstract

The quantum internet improves upon the classical internet with several new possibilities. However, to
create such a quantum internet, metropolitan hubs (for this research we will use an Entanglement Gen-
eration Switch - EGS - as hub) are needed to avoid a scaling problem when connecting all end nodes
individually with one another. These EGSs share resources for multiple end nodes. Hence, resource
sharing protocols are needed to manage these resources. Unfortunately due to the probabilistic nature
of end-to-end entanglement generation, classical resource sharing protocols will not suffice for imple-
mentation in a quantum network. Therefore the need to design quantum resource sharing protocols
arises. These protocols, where we specifically investigate quantum schedulers, should be simple and
predictable to provide a comprehensible addition to current research by incorporating more parameters
into the current EGS model while still attempting optimal resource efficiency. In this research we have
extended quantum network simulation software to be used in this research and following projects. We
have implemented a classical Max Weight scheduler with a constant time window size to simulate the
inefficiency of such a classical protocol in a quantum environment and improve upon this protocol by
implementing a scheduler with a dynamic time window size which scales with the link length and the
probability of a photon arriving at the EGS. We investigate the entanglement successes, idle time and
entanglement rates when using these schedulers and compared these with each other and with a third
scheduler without a time window size but using a cutoff timer instead, the Cutoff scheduler. These
results show an optimality of entanglement successes, idle time and entanglement rates for the Cutoff
scheduler over the Dynamic TimeWindow scheduler and for the Dynamic TimeWindow scheduler over
the Max Weight scheduler with a constant time window size. Also a decrease in entanglement rate for
all schedulers is shown when increasing the link length.
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Nomenclature

Abbreviations

Abbreviation Definition

AET Average Entanglement Time
DTW Dynamic Time Window
EDF Earliest Deadline First
EGS Entanglement Generation Switch
FIFO First-In-First-Out
MW Max Weight
QIA Quantum Internet Alliance
RCP Rate Control Protocol
RR Round-Robin
TW Time Window
TWP Time Window Prefix

Symbols

Symbol Definition Unit

pemit Probability of travelling photon generation
pinit Initiation probability of a qubit pair in an end node
Psuccess Percentage of successfully entangled qubits in one

time window
ptravel,tot Arrival probability of photons from both end node ar-

riving at the EGS
rent Entanglement generation rate
tbsm Bell state measurement time [s]
tinit Initiation time of a qubit pair in an end node [s]
temit Travelling photon generation time [s]
tent,avg Average entanglement time of one qubit pair [s]
tswitch Optical switch time [s]
ttravel Two way travel time from an end node to the EGS [s]
w Time window size [s]
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1
Introduction

Classical networks like the internet have become crucial for connecting people all over the world. How-
ever the classical computer networks currently used have various limitations [11, 31, 33]. Quantum
networking, and with this the quantum internet, has the possibility of solving some of these problems
and allows for new functionalities, some of which are secure communication [3, 10] and quantum cloud
computing [4, 1]. However, many elements needed for the use of a quantum internet are not ready yet
for real world use.

Quantum hardware is thus far limited to small, error-prone quantum systems [16, 22] and to date
network demonstrations have only connected few users via dedicated links that privately provided all
of the resources needed for entanglement generation. Such a setup with dedicated links grows as

(
N
2

)
(where N is the number of nodes in the network) when connecting all end nodes with each other. To
solve this scaling problem, quantum networks may include hubs with shared resources to generate
end-to-end entanglement which instead scales as R (with R being the number of resource nodes of
the hub). However, not enough research has been done on the possible improvements upon classical
networking protocols needed or possibly even the need for completely new protocols to be able to
implement such hubs in a working quantum internet. In Ref. [12] the authors develop an architecture
for such a hub - an EGS - and propose a resource sharing protocol for managing the entanglement rates
demanded of an EGS by the end nodes, namely a Rate Control Protocol (RPC). This protocol should
then be used in combination with a scheduler at the EGS, where in Ref. [12] a Max Weight scheduler
with constant time window sizes was used. This setup has been tested using numerical evaluation. In
this work however the authors make several assumptions, one of which is the assumption of constant
entanglement success probability for all end nodes using the EGS. To contribute to this research we
create a more realistic setup which takes varying link lengths for the different end nodes to the EGS
into account thus simulating different entanglement success probabilities for these different end nodes.
With this setup we look into the effect of link length on the end-to-end entanglement rate when using
an EGS with various types of schedulers. This research is intended to further the development of
a quantum network which uses an EGS by creating a more realistic model and by contributing to a
software framework for simulating such a network.

In this thesis we investigate the following research questions:

1. What is the efficacy, in terms of well-defined performance metrics, of scheduler implementations
for an EGS without fixed time window sizes in comparison to a scheduler with fixed time window
sizes?

2. Is there an optimal time window size for quantum schedulers when attempting end-to-end entan-
glement?

3. What is the influence of link length on the entanglement rate?

In this thesis we investigate various Max Weight schedulers and their optimal time window sizes
for generating end-to-end entanglement between end nodes using an intermediate quantum network
hub. We weigh their implementation difficulty to their optimality in terms of throughput and look at the
implications of the entanglement rates of these schedulers for rate control protocols. The contributions
of this thesis are as follows:

1
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• We quantify the entanglement rates for various link distances generated when using aMaxWeight
scheduler with various constant time windows. This will give us a time window size for which
entanglement rates are optimal in terms of throughput given our setup. These entanglement
rates are important to measure the need for protocol adjustment (for the RPC and the scheduling
protocol) when removing the assumption that all distances between end nodes and the EGS, and
therefore all entanglement success for various sessions, are identical as assumed in Ref. [12].

• We introduce two new schedulers, a Dynamic Time Window scheduler and a Cutoff scheduler
which could improve upon the entanglement rates possible with the MW scheduler when extend-
ing EGS research to a more realistic setup. The relevance of investigating schedulers other
than the MW scheduler with constant time window size comes from the assumption that this MW
scheduler will not be optimal for use in a realistic quantum network model with non-homogeneous
link lengths. Therefore other schedulers should be considered that will take into account the de-
creased probability of successful entanglement when increasing link lengths. The allowed exe-
cution time of one request using either one of the two proposed schedulers scales with the link
length and therefore could provide a solution to this optimization problem.

• We provide a software setup integrated with SquidASM that includes the MW and DTW sched-
ulers and a new optical fibre link type implementation. These software contributions provide
researchers with more tools to investigate various quantum network protocols and with a soft-
ware setup that behaves more like a real-world network than had been implemented thus far.
This software is intended to be used specifically for research on the Quantum Internet Alliance’s
(QIA) first full-stack quantum internet prototype network [23]. QIA is a research collaboration with
partners across Europe sharing the goal of building a prototype quantum network by 2029.

In this thesis we will first explain some of the background concepts relevant to this research in
Chapter 2. Specifically, we describe some classical networking concepts in Sec. 2.1, and a quantum
internet network architecture and a detailed description of EGSs in Sec. 2.2 and 2.3, respectively. In
this background chapter we also take a look at the Heralded Single Click scheme for bi-partite entan-
glement generation used in this research (Sec. 2.4), the constraints on entanglement rates in our setup
(Sec. 2.5) and the quantum simulation software packages used (Sec. 2.7). Our evaluation metrics are
explained in Sec. 2.6. Related work is described in Chapter 3 and the model used for the simulations
in Chapter 4, including the definition of the time window sizes (Sec. 4.2). Sec. 4.3 shows the expected
results. Chapter 5 then describes the contributions made to the SquidASM simulation software and the
software implementation for our research. Results addressing our research questions are shown and
discussed in Chapter 6. We conclude in Chapter 7 by looking back at the implications of these results
and possible directions for further research.



2
Background

The future quantum internet will be a classical-quantum hybrid network. Such a network uses a clas-
sical control plane and a quantum data plane. In other words, such a network uses classical control
messages to facilitate end-to-end entanglement between end nodes. Research has already been done
on the implementation of such a quantum network [6], but hardware is not yet able to facilitate its use
on a large scale [5, 22]. Investigations on necessary network capabilities of a quantum internet and
what it could look like are described in Ref. [18, 24, 32]. In these works the authors provide overviews
of expectations of quantum network requirements for various stages of development of the quantum
internet and the corresponding design choices to be made.

2.1. Classical Networking
Because of decades of research on classical networking there are nowadays extremely many and
various networking protocols. Simple protocols which formed the backbone of the first generations of
the classical internet are (often) replaced by optimized versions of these protocols, if not completely new
ones. Many of these protocols are dedicated to managing resource sharing where users can request
resources from resource sharing stations. This is needed as connecting users directly scales as

(
N
2

)
with N being the number of nodes in the network. Schedulers are one such type of protocol, managing
this resource sharing locally for one resource sharing station. These schedulers are responsible for
assigning these shared resources to users.

Looking at classical schedulers there are now many types – First-In-First-Out (FIFO), Max Weight
(MW), Earliest Deadline First (EDF), Round Robin (RR) to name a few [25] – all with their own advan-
tages and disadvantages. The schedulers should assign the shared resources in such a way that all
requirements are met, depending on what scheduling policy is used. This could for some schedulers
mean that the number of deadlines met is optimized (EDF) while for others it ensures that no users will
starve (RR).

Max Weight Scheduler
Fig. 2.1 shows a representation of a classical resource sharing station using a Max Weight (MW)
scheduler with four users. Here the grey squares represent the users which are connected to the
station. An example of such a station is a server shared by users which request that applications be
executed. The four bins represent the request queues of the MW scheduler, one for each user which
submits requests. These requests specify the requirements given by the user. This can include various
details including for instance the periodicity and priority required. The queued requests are shown in
this figure as the green and orange coloured squares. The MW scheduler at the station is responsible
for assigning its resources to requests and does this based on which request queue is the largest. In
Fig. 2.1 this would be the queue belonging to user number 1, since this queue has the largest number
of queued requests, namely two.

3



2.2. Network Architecture 4

Figure 2.1: Representation of a classical resource sharing station using a Max Weight scheduler (center) with four users
(squares).

2.1.1. Taxonomy of Schedulers
Not only are there various types of schedulers, these schedulers can also vary in implementation. For
instance one can choose for preemtive scheduling where one allows a job to be cut off when a higher
priority comes along or one can choose to obey a soft rather than a firm deadline of requests which
allows for a schedule acknowledging the different impacts of small versus large consequences of miss-
ing the deadline, respectively. Another source of variation is static versus dynamic scheduling, where
for static scheduling the schedule is known prior to starting the scheduler and for dynamic scheduling
the schedule is calculated in real-time. The difference in implementation relevant to us is the use of
constant time windows versus dynamic time windows. Constant time windows have a constant, prede-
fined duration whereas the dynamic time windows do not have a constant duration and can vary per
request or user. The schedulers used in this research and additional design choices are described in
Sec. 4.1.

2.2. Network Architecture
A quantum network generally consists of end nodes, quantum repeaters, network hubs and elemen-
tary links. One such network topology can be seen in Fig. 2.2 and an experimental realization of a
simple quantum network can be found in Ref. [21]. End nodes are responsible for the preparation and
measurement of qubits. These nodes consist of at minimum a communication qubit and possibly a
quantum memory or additional communication qubits. Quantum repeaters are responsible for entan-
gling travelling photons to generate entanglement at longer distances. Quantum network hubs connect
multiple end nodes through shared resources. For this research we have focused on a specific type
of quantum network hub, namely an EGS. More on the workings of this EGS can be found in Sec. 2.3.
Gluing this entire system together by connecting these elements with each other are the elementary
links, which we will refer to simply as links. These links can be of various types, including optical fibre
links, free space links and satellite links. Here we consider optical fibre links since we aim to contribute
to QIA, which aims to build a prototype network where links connecting end-nodes to hubs will be over
optical fibre.

Figure 2.2: Example topology of a quantum network. Appears originally in [15].
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2.3. Entanglement Generation Switch
An EGS is a type of quantum network hub. As defined in Ref. [12], an EGS allocates resources to
subsets of nodes which may directly attempt entanglement generation using the allocated resources.
A schematic example of an EGS is shown in Fig. 2.3. This figure shows nine end nodes with a classical
(yellow part) and quantum mechanical (green) component connected using optical fibre links to the
classical processor (or controller) and quantummechanical part of the EGS, respectively. The controller
of the EGS is responsible for handling the control plane protocols of the EGS. The other elements of
the EGS - its quantum mechanical part - are responsible for handling the data plane. This part consists
of an optical switch (shown in Fig. 2.3 as ’Switch’) and a limited number of resource nodes (purple).
Given that the EGS will generally be connected to more end nodes than it has resource nodes and
therefore will not have a one-to-one connection of end nodes to resource nodes, the EGS controller
will be responsible for some form of scheduling of the incoming entanglement requests. Because of
this the EGS also needs a system to allocate these resource nodes to the correct end node pairs. The
actual connection process is facilitated by the optical switch, which is connected to all end nodes and
to all resource nodes and relays the connection to the required resource node to the correct end nodes.
In these resource nodes Bell state measurements can then be executed after which the controller
sends back a heralding pulse to the relevant end nodes (Ref. [13]). The heralded protocol we use in
this research is explained in Sec. 2.4. Also note that this EGS does not have memory qubits and is
therefore not able to store qubits.

Figure 2.3: EGS with four resources connected to nine end nodes. Appears originally in [12].

In [12] pairs of nodes are called communication sessions. Each unique pair is indexed by a label
s. Communication sessions demand some rate of entanglement generation λs per time window. Sec.
2.5 describes bounds to which this entanglement generation rate has to adhere. An EGS has a certain
capacity region C describing the constraints on the ability of the EGS to deliver a requested set of
rates. In [12] the authors prove that C states that if the specified constraints are met, then there exists
a scheduler for which the rate at which jobs are removed from the queue is greater than the rate at
which they are added. This capacity region is defined as:

C =
{
λ : λ ≥ 0,

∑
s

λs ≤ λEGS λs ≤ λmax
gen,s ∀ s ∈ S

}
(2.1)

Here λ is the rate vector with components λs from all sessions s. λEGS is then defined as the
maximal achievable entanglement rate of the EGS, λEGS = R·pgen withR being the number of resource
nodes. pgen is the entanglement generation success probability of a session and is assumed to be equal
for all sessions in Ref. [12]. λmax

gen,s = x∗
s · pgen describes the maximal entanglement request rate per

session where x∗
s is the maximum number of resource nodes that can be allocated per session per

time slot. This capacity region is independent of the number of end nodes requesting entanglement
and depends only on their requested entanglement rates. When a control algorithm ensures that a
system operates within its capacity region, the algorithm is said to stabilize the system.

To addess the resource scheduling problem for an EGS, Ref. [12] proves the optimality of a MW
scheduler in terms of throughput and develops the RCP to stabilize EGS operation under MW schedul-
ing. Max Weight Schedulers for classical networks [26] and entanglement distribution switches in quan-
tum networks [17] have previously been examined and proven to exhibit optimal performance in terms
of throughput (see Ref. [30]). Sec. 2.1.1 explains some of the additional design choices of schedulers.



2.4. Heralded Single Click Protocol 6

2.4. Heralded Single Click Protocol
The Heralded Single-Click protocol lets the to-be-entangled end nodes each create a qubit pair of which
one stays stored in the state of the communication qubit of the end node and the other qubit is sent
over a link to an entanglement swapping station, in our case an EGS resource, in the form of a photon.
When the EGS then receives the photons from both end nodes it performs a Bell state measurement
which will create entanglement if successful. A heralding pulse is then sent to the nodes informing
them of the result of the successful, or possibly unsuccessful, entanglement swap. If the attempt for
end-to-end entanglement creation was not successful the protocol can be repeated.

2.5. Entanglement Rate Constraints
In a setting where pairs of nodes demand rates of entanglement generation, the end nodes supply
certain entanglement rate constraints which have to be taken into account by the EGS. A minimal
entanglement rate λmin has to be adhered to in order to ensure usability of the target application at
the end node. An upper limit λmax of the attempt rate is due to technical limitations in the end nodes,
for instance at qubit initiation. When scheduling it is useful to have an expected entanglement rate in
order to guarantee with decent certainty to the end nodes that their entanglement rate will fall in this rate
region and therefore their target application can be executed as intended. Knowing the average end-
to-end entanglement rate and the entanglement rate limitations can be relevant for decision making at
the EGS. This can be done by for instance by only accepting a request if multiple resource nodes are
available to up the entanglement rate so that the entanglement rate falls within its constraints.

2.6. Evaluation Metrics
The evaluation metric used for this research is throughput. In our case of quantum networking this is
quantified by the end-to-end entanglement rate. Entanglement rate rent is determined by the percent-
age of successful entanglements generated Psuccess divided by the time window size w:

rent = Psuccess/w (2.2)

The time windows per type of scheduler are described in Sec. 4.1. Since for the Cutoff scheduler the
time window sizes change depending on how fast entanglement is generated (see Sec. 4.1), we used
the average time window size wavg.

One other possible evaluation metric for quantum networks is fidelity of generated entanglement
[19]. The fidelity is a measure for the indistinguishability of two quantum states. In a quantum network
this fidelity then is a measure of how likely it is that two entangled states will collapse to the same
definite state when measured. However, although it is noteworthy to mention that fidelity influences the
performance of quantum network applications, we do not investigate this evaluation metric in this work
and leave it for further research.

2.7. NetSquid and SquidASM
NetSquid [7] is a discrete event simulator used for simulating quantum networks. This software pack-
age, in combination with Python, can be used to model an accurate representation of a quantum
network taking into account effects like decoherence. Built on top of NetSquid is SquidASM [14],
another software package, providing a more elaborate framework for quantum network simulation.
In SquidASM various models can be directly used, including models for end nodes and link types.
SquidASM also contains functionality for automating the setup of certain network topologies.



3
Related Work

This work is an extension of a theoretical paper (Ref. [12]) proposing a RPC for entanglement gen-
eration between nodes using an EGS. In this paper the authors prove that MW schedulers provide
throughput optimal service for such an EGS. For this MW scheduler, Ref. [12] used a constant time
window size to model a synchronous network and enable studying a synchronous protocol for resource
allocation and rate adjustment. Doing this however, a number of assumptions were made in order to
enable working in the slotted time model. One example is that the entanglement generation probability
during one time window (pgen) was assumed to be equal for all sessions, meaning that end nodes were
assumed to be identical and the distance of each link was assumed to be equal. Using our research
we come one step closer to an asynchronous real-world model where the link lengths are taken into
account when calculating pgen.

Ref. [8] identifies the problem that not only throughput is important for the implementation of a
quantum switch (in this case with memory), but also the stability of the switch while using scheduling
policies. With this in mind the authors look into some design choices for scheduling protocols. Like
in Ref. [12], Ref. [8] uses constant time windows as well. Research has also been done on the
capacity of other quantum network switches (see Ref. [29, 20]) which also use constant time windows
for their schedulers. We anticipate that our research into schedulers for asynchronous models will not
only be relevant for the scheduling protocols of the EGS, but also for more widespread research into
quantum switch protocols like the ones mentioned above. In this thesis we focus on the efficiency of
various schedulers in terms of throughput and with this intend to provide a comprehensive baseline
for investigating more realistic, general quantum network switch models. This might include combining
the schedulers developed in this research with an upgraded version of the RCP in order to achieve
stability.

SquidASM [14] is used as base code for our simulation implementation. It provides us with several
blueprint classes for schedulers, link protocols and end node protocols and it contains some complete
implementations of a quantum network including construction classes. We will use some blueprint
classes and setup functionalities of SquidASM for our implelemtation, of which the detailed description
can be seen in Sec. 5.3.

7



4
Model

The model used for these experiments is that of a single EGS connected to two Nitrogen-Vacancy
end nodes with symmetric links. The basic architecture of the EGS is described in Sec. 2.3. For our
experiments we used an EGS which consists of a controller, an optical switch and one single resource
node. Fig. 4.1 shows such a model, where the grey squares represent the end nodes, the solid and
dotted black lines represent the quantum and classical links, respectively, and in the center of the purple
hub of this figure one can see the controller and the connection of the quantum links to this one resource
node via an optical switch. The end nodes are connected with links for classical communication to the
EGS controller and with links for quantum communication to the resource node. These are simple
optical fibre links.

Figure 4.1: Four end nodes (grey) classically (dotted black lines) and quantum mechanically (solid black lines) connected to an
EGS (purple) with a controller, optical switch and one resource node.

Whenever two end nodes want to create entanglement using the EGS resources, these end nodes
first communicate this classically among each other. This is assumed to be done before a request is
sent to the EGS and these requests will only be sent from one of these two end nodes in our model.
Requests are for one single entangled pair. To generate this one single end-to-end entangled pair
batched attempts are made and the time windows are set large enough to facilitate these batches. The
requests are placed in the queue of the scheduler, where the order of execution of these requests is
defined by the type of scheduler used. We use dynamic Max Weight schedulers for which Sec. 2.1
describes its workings. Also this scheduling, which is the responsibility of the EGS, is done in a separate
thread from the actual end-to-end entanglement generation attempts. Therefore the schedule of the
next time window is assumed to be known before this time window initiates without interfering with the
execution of the scheduled requests. We use batched attempts as mentioned above and make use of
a Heralded Single Click scheme (see Sec. 2.4). This is a practical model to implement in software that
suffices for the scope of this research. Only when the heralding pulse of a successful entanglement
has arrived at both end nodes are these attempts ceased.

For this model we have chosen symmetric link lengths to investigate the influence of the total link
lengths on the schedule. We only look at photon loss and will not consider other error models over

8
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the links, such as the possible decrease of successful entanglement attempts due to asymmetrical link
lengths. Thus for our scheduling only the maximal distance between the end nodes and the EGS is
relevant. When implementing asymmetric links, one could account for the effects of this asymmetry by
creating and sending the photon of the end node with a shorter link to the hub at a later time to in this
way ensure that the photons arrive at the EGS at the same time.

4.1. Schedulers
The three schedulers used in this thesis are a MaxWeight (MW) scheduler with a constant time window,
a Dynamic Time Window (DTW) scheduler and a Cutoff scheduler. For all of these schedulers we have
chosen a simple model without preemptive scheduling. The exact implementation of these schedulers
in our code can be found in Sec. 5.1.

Max Weight Scheduler
Sec. 2.1 describes the workings of a classical MW scheduler. For implementation of this MW scheduler
in quantum networks, the queue bins are assigned per session s of two end nodes requesting entan-
glement instead of per user as done in the classical model. The requests contain a request identifier,
the number of entangled pairs required by the sessions and an identifier of the end nodes involved in a
session s. These requests are then to be executed within one time window. To ensure that collectively
all requests stay within the rate region (see Sec. 2.5 for the rate region) when allowing for dynamic
time windows to be used, these requests can be modified to also include this rate region.

We implemented this scheduler for our research is using a constant time window size. This means
that when a resource node is assigned to a session given a request, they have a predefined, finite time
to generate entanglement. If entanglement was able to be generated in this time the requests is popped
from the queue and if this is not the case and the end nodes were not able to generate entanglement
within this time window, the scheduler does not pop the request from the queue but instead chooses a
new request to be executed in the same MW fashion. This can, but is not guaranteed to be the same
request.

Dynamic Time Window Scheduler
The DTW scheduler uses the same queuing system as the MW scheduler and also uses time windows
but instead of using a constant time window size as our MW scheduler does it adjusts the time window
size dependent on the link length of the end nodes requesting entanglement. How the time window
sizes are calculated is explained in Sec. 4.2. Then adding onto this time window size we allow for an
option to implement a prefix value to the time window size scaling its time up or down depending on
this prefix value.

Cutoff Scheduler
The last type of scheduler we use for this research is a Cutoff scheduler. This scheduler also uses the
MW queuing method, however instead of using time windows it keeps the connection of a session open
until entanglement is successfully generated within the bounds of a maximum attempt time defined by
a cutoff timer. Thus, a new request is only able to be executed if a resource node is freed up because
the previous request being executed is finished or if the maximum attempt time specified by the cutoff
timer runs out.

4.2. Service Duration
For the implementation of the Dynamic Time Window scheduler (see Sec. 5.1 for the implementation
description) one should know what is the expected entanglement generation time as to optimize the
size of the time windows for maximal entanglement rate and minimal idle time. The three elements
that weight in on the time it takes to generate an entangled pair are the end nodes, the links and the
EGS. In this section we look at the influence of all these three elements on the entanglement time
separately and later combine these to get to a final time window size. However, for our experiments
we have used a simplified model which omits certain parts from the simulation and therefore also from
the final equation for the time window size as is explained below. App. A.1 shows an overview of the
parameters mentioned in this section and their values.
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End Node
The end nodes are responsible for the first steps of generating end-to-end entanglement, namely both
end nodes of a session have to generate a Bell pair of which they keep one qubit stored in the state of the
communication qubit and send the other one in the form of a photon over a quantum link. This initiation
consists of an initiation time tinit and an initiation probability pinit. The travelling photon generation
also has a time (temit) and probability (pemit). This gives us an average initiation time of:

tinit,avg =
tinit + temit

pinit · pemit
. (4.1)

However both these processes are probabilistic processes with small success probabilities. Moreover,
given that the probability of the Bell pair generation is related to a variable value α introducing more
complexity, we decided to work in a simplified model, omitting this initiation time. As for the probability:
In order to isolate our investigation to the scheduler performance, independent of the quantum node
performance, we omit the probability of correct initiation, pinit and successful photon emission pemit

(thus assuming pinit = 1 and pemit = 1).
Once the end-to-end entanglement is successfully generated and the relevant end nodes have

received this heralding pulse, the end nodes can do their calculations and measurements. These
calculations and measurements come with their own probabilities of success and their own time frames,
however this as well is outside the scope of this research given that we focus on only the generation
of end-to-end entanglement.

Link
Links carry the photons from the end nodes to the EGS. For our model we have chosen to use optical
fibre links as explained in Sec. 2.2. During its travel the photons are subject to attenuation losses.
Fortunately these losses are known, namely the probability that a photon travelling through L kilometer
of optical fibre, as is the case in our model, arrives at its destination is given by the following equation
(see Ref. [2]):

ptravel = e−
L

Latt (4.2)

Here Latt is the attenuation length1 for single-mode optical fibre cables, where Latt ≈ 30.5km corre-
sponds to attenuation losses of 0.2dB/km of these fibre cables as found in Ref. [27]. To calculate the
total travel probability of the system we multiply the photon arrival probabilities ptravel from both end
nodes A and B:

ptravel,tot = ptravel,A · ptravel,B (4.3)

The travel time (ttravel) of the photon from an end node to the EGS through the fibre link also
depends on the elementary link lengths L of the current session. For our experiments we assume
LA = LB for the lengths of the two end nodes to the EGS of a session between A and B. Since we are
using a Heralded Single Click scheme, this travel time should be doubled when calculating the travel
time using using this single click scheme because we need to take into account the travel time of the
heralding pulse as well. The travel time is thus defined as (see Ref. [2]):

ttravel = 2 ·
(2
3
· c
)−1 (4.4)

c is the speed of light in fibre defined as c = 3e8 km/s.

EGS
For the calculation of the time window size we do not need to take into account the calculation time
of the EGS controller since we assume the scheduling and other control protocols are executed on a
separate thread from the entanglement generation attempts, meaning the schedule for the upcoming
time window should be calculated before the beginning of the current time window.

Before the EGS receives two photons from to-be-entangled end nodes it needs to make sure the
optical switch is set correctly (tswitch), connecting the active session links to the assigned resource node.
Then when the photons arrive at the resource it performs a Bell state measurement (tbsm). Given that

1Where Latt is based on a received power equal to 1
4
of the input power.
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the optical switching can be done simultaneously with the Bell pair generation at the end nodes we get
the preparation time (tprep) by taking the maximum of these two:

tprep = max((tinit + temit), tswitch) (4.5)

Since the optical switching time is as can be seen in Eq. 4.5 related to the initiation time of the
end nodes, we have chosen to omit this preparation time from the simulations to not unnecessarily
complicate our setup.

Combining the aforementioned equations we get an equation for the average time it takes to gen-
erate one entangled pair:

tent,avg =
1

pinit · pemit · ptravel,tot

(
tprep + ttravel + tbsm

)
(4.6)

This would then be a good baseline equation to use for a time window size equation. However this,
as mentioned before is a complex model which contains many probabilistic elements and although the
time and probability of Bell pair generation and travelling photon generation at the end nodes is relevant
for making scheduling decisions and should be included in the calculation for a final time window size,
for our experiments we have used a simplified model where it is assumed that the Bell pair generation
and the travelling photon generation are deterministic processes with no initiation time. This simplifies
Eq. 4.6 to the following:

tent,avg =
1

ptravel,tot

(
ttravel + tbsm

)
(4.7)

The time window size w for the DTW scheduler should then be defined by this average end-to-end
entanglement time (w = tent,avg). Thus we implemented the time window size to be as long as the time
stated in Eq. 4.7. However this of course only represents the average entanglement time, which means
that there is a large chance that there will be entanglement generation attempts which take longer than
this average time. Therefore we have introduced a prefix value into our simulations which scales this
w up to a larger value and with this possibly increasing the entanglement rate. The expected results of
the introduction of this prefix value are described in Sec. 4.3.

When one wants to use varying link lengths one could modify Eq. 4.6 to use the maximal value of
the two link lengths A and B. The time window size with varying link lengths would then be defined as:

tent,avg =
1

pinit · pemit · ptravel,tot

(
tprep +max(ttravel,A, ttravel,B) + tbsm

)
(4.8)

Or using our simplified Eq. 4.7:

tent,avg =
1

ptravel,tot

(
max(ttravel,A, ttravel,B) + tbsm

)
(4.9)

4.3. Expected Results
The end-to-end entanglement time is expected to grow exponentially with the link length. Using our
MW scheduler, and therefore constant time window sizes, we expect both the number of successful
entanglements and hence the entanglement rate to be stable when the expected entanglement time
is below the time window size. When this average entanglement time nears the time window, the
probability that entanglement is successfully established within this time window (and with that the
entanglement rate) decreases and the number of successful entanglements will eventually fall to zero
when this time window is smaller than at least one attempt.

The DTW scheduler is expected to have a stable value for the number of entanglement successes
but given that the time window sizes increase with the link length a drop in entanglement rate propor-
tional to the increase in time window size is expected. The DTW scheduler with a prefix value of 1
is expected to have a stable value for the percentage of entanglement successes. This is expected
because for this prefix value the average entanglement time is equal to the time window size. As-
suming a Gaussian distribution of the entanglement time per link length with the mean of the curve
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being the average entanglement time, for all distances roughly the same percentage of entanglement
attempts should prove successful. Namely, all entanglement successes that take the same amount or
less time than this average entanglement time (and thus the time window size) which is slightly over
half of the entanglement successes with this assumption of a Gaussian distribution. Given that the time
window sizes increase with the link length a drop in entanglement rate proportional to the increase in
time window size is expected. A prefix value larger than 1 is expected to have a higher, stable number
of entanglement successes than when using a prefix value of 1. Therefore this larger prefix value is
expected to have a higher entanglement rate.

For the Cutoff scheduler its performance (meaning its entanglement rate and therefore its through-
put) will highly depend on the value set for the cutoff timer. If the timer of this scheduler is set for a
relatively long time, the average entanglement time using this Cutoff scheduler is expected to be slightly
smaller than the average entanglement time without a cutoff timer. The reason for this is that this timer
will cut off the attempts that take too long according to the timer. If the cutoff timer is set to a smaller
value, therefore further limiting the time for attempting entanglement we assume a convergence of this
curve towards the value set for the time window size. Would this scheduler not have a cutoff timer
there is no way to know up front how long a given request will take and due to these high outliers and
is therefore expected to have a low entanglement rate. The percentage of successful entanglements
is expected to depend on the choice for the cutoff timer value as for the other two schedulers. Overall
however, depending on the value set for the cutoff timer, we expect this scheduler to have a higher
entanglement rate than the DTW and MW schedulers given the ommitance of the idle time.



5
Implementation

In this chapter the code used for the experiments of this thesis will be explained. This code is writ-
ten in Python using NetSquid and SquidASM. All code created for this project can be found at https:
//github.com/Marit003/EGS. There are two main contributions in terms of delivered code, namely
schedulers and a network link protocol, as explained in Sec. 5.1 and Sec. 5.2 respectively. Further-
more the implementation of the end node is described in Sec. 5.3. App. A.1 shows the configuration
parameters used.

5.1. Schedulers
SquidASM at this moment offers two types of schedulers, namely a FIFO scheduler and a static sched-
uler. However for various reasons these schedulers are not useful for our research. The available static
scheduler is similar to a Round Robin scheduler, where every node combination is given a constant
time window. This method however has as a disadvantage that even though not every session might
request entanglement, all sessions are given a time slot of equal time and therefore many cycles of this
scheduler will not attempt entanglement and are therefore redundant. The FIFO scheduler provided
on the other hand does take into account the entanglement requests from the end node pairs when
generating a schedule. However this scheduler does not offer a constant time window and instead ex-
ecutes a new request, possibly of a new session, as soon as the previous entanglement is established.
Thus it does not have a maximal time window size as needed for quantum networking. Moreover, we
are motivated to implement a scheduler with strong performance in terms of throughput–our target per-
formance metric. As discussed in Chapter 3, Max Weight scheduling has been show to be throughput
optimal for intended use on an EGS. In contrast, classical FIFO schedulers are well known to exhibit
sub-optimal performance in terms of throughput, and we expect the same weakness for implementa-
tions in quantum networks. These schedulers therefore fail to meet our requirements. We therefore
propose three schedulers - a Max Weight, Dynamic Time Window and Cutoff scheduler - and later
describe why they meet our requirements. These three schedulers are all child classes of the blueprint
classes (IScheduleProtocol, IScheduleConfig and IScheduleBuilder) mentioned in Chapter 3.

Max Weight Scheduler
Our Max Weight scheduler makes use of a queue when registering requests from the end nodes and
when there is a free time window assigns a resource node to the session with the largest number of
requests. A QueItem consists of a node_id describing the end node requesting entanglement, a request
req containing session information and an identifier create_id. A session can per queue item request
a single entangled qubit pair or multiple entangled qubit pairs, giving users the opportunity of batch
requests. In our experiments we focus on generating single qubit pairs per request as explained in
Sec. 4.3. This scheduler also allows for the use of multiple resource nodes within the EGS for different
sessions.

When executing this scheduler, a request is only popped from the queue if this request is fulfilled
and end-to-end entanglement is generated. If a request was not able to entangle all qubit pairs of a
certain request, it is deemed an unsuccessful execution and the execution of the full request will be
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tried again in a following time window where this session has the largest number of requests as per the
queuing rules of a Max Weight scheduler.

A user of this MW scheduler software implementation can feed the scheduler some arguments at
initiation time through MaxWeightScheduleConfig. With this the user can alter the values for the time
window size (time_window), the switch time (switch_time) and the maximal number of resource nodes
(max_multiplexing). Note that although we have set the switch time to zero seconds (tswitch = 0) in
our experiments, the code provides the possibility to set this switch time to a different value using this
configuration file.

Dynamic Time Window Scheduler
The DTW scheduler works similarly to the MW scheduler, except the time window size is not de-
fined by the user in the configuration class (DTWScheduleConfig) anymore, but rather is calculated
using Eq. 4.8. The reason Eq. 4.8 - the equation with the more complex entanglement time cal-
culation - is chosen over Eq. 4.7 is to include the possibility of using this scheduler when adding
asymmetric link lengths and end node initiation time and probabilities. However in our experiments
we set pinit · pemit = 1 and max((tinit + temit), tswitch) = 0 and implement the links with equal
lengths to reduce Eq. 4.8 to Eq. 4.7. DTWScheduleConfig consists of variables for the time win-
dow prefix (time_window_prefix), the switch time (switch_time), maximal number of resource nodes
(max_multiplexing), initiation probability as defined by pinit ·pemit (prob_init) and the additional static
delay encapsulatingmax((tinit+ temit), tswitch) (static_delay), for implementation in SquidASM all to
be specified by the user. Currently the DTW scheduler is ready for use with a single resource. How-
ever, the DTW scheduler is not yet ready for use with multiple resource nodes and therefore can not
be used with max_multiplexing ̸= 1.

Cutoff Scheduler
The Cutoff scheduler is not implemented in SquidASM as it is described in Sec. 4.1. Instead, for proof
of principle use in our research, we have used the implementation of the MW scheduler and adjusted
this to imitate a Cutoff scheduler. This is done by omitting the idle time generated when using the MW
scheduler from our data to imitate the direct closing of the connection after successful entanglement
generation as a Cutoff scheduler would. The time window size of the MW scheduler then functions as
a cutoff timer which cuts off all connections and therefore entanglement attempts that would otherwise
exceed this time.

5.2. Link Implementation
The manner in which the links and hubs are implemented in SquidASM is using the NetSquid package
netsquid_magic. Given the large time consumption due to the low probability of entanglement of a
real-world quantum network model and therefore the same large time consumption it takes to simulate
such a model using quantum simulation software, netsquid_magic does not implement a quantum
network using a real-world model but rather implements an analytical scheme calculating the resulting
times and probabilities generated by this model. Fig. 5.1 shows an implementation of a network with
four end nodes interconnected by links using netsquid_magic represented by the purple boxes on the
links. It is assumed that within these links a hub is centered and although these links seem separate
from each other, it is assumed that the hubs centered in these links are one and the same and the
scheduler implemented takes this into account by still scheduling sessions as if there was only one hub
in this system and therefore only scheduling sessions when there are free resource nodes in this hub.
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Figure 5.1: NetSquid network implementation example with four end nodes

SquidASMprovides the user with several possibilities for link implementations through a HubBuilder
construction class for our implementation of a model with an EGS. However the link implementations
provided by SquidASM were not usable for implementing our EGS network model. Because of this a
new type of link had to be created – the Fibre link – as described later in this section.

The four link types provided by SquidASM are a Depolarise link, a Perfect link, a
HeraldedSingleClickLink and a HeraldedDoubleClickLink. For the purpose of our research, namely
researching the entanglement rate depending on link lengths, the Perfect link is not usable. Given
that it simulates an instant connection (meaning no travel time) it removes the possibility of studying
such entanglement times. The Depolarise link does use travel time, however it was not suitable for
our research since it did not use input variables representing initiation values to calculate output values
representing resulting values of the entanglement generation attempt of the system, for instance fidelity
and probability. It instead took as parameters these output values therefore needing to know these in
advance rather than have these be simulated by the simulator. For this reason also the Depolarise
link was not of use for our implementation.

The HeraldedSingleClickLink and HeraldedDoubleClickLink implementations did account for
far more parameters and calculations making them better possibilities for use in our research. How-
ever, after investigation into the HeraldedSingleClickLink implementation it was shown that this im-
plementation still depended on too much unfinished code. One such unfinished element is the problem
of unaligned parameters where chosen values for parameters do not feed into later uses of those pa-
rameters and problems in the code occur because of hidden implementations of these parameters. An-
other example is the need for the user to still implement Bell state corrections when using this link type.
Therefore this code was deemed not ready for use in our research. For the HeraldedDoubleClickLink
implementation, aside from the fact that it was not the type of implementation we needed for our re-
search given that we used a Heralded Single Click scheme, the expectation was that this software was
in a similar, unfinished state as the HeraldedSingleClickLink implementation and therefore would
also not be useful for our research.

Fibre Link
Since the link setups provided by SquidASM were not useful for our research, we have created our
own Fibre link implementation. This link takes as input a fidelity and a link length from both end nodes
A and B involved in the session (fidelity_A and fidelity_B and length_A and length_B as defined
in the configuration file FibreLinkConfig). It then proceeds to calculate the final probability using Eq.
4.3.

Although for our experiments the focus is on generating end-to-end entanglement, meaning that the
results are not dependent on the resulting fidelity, we have decided to still implement a calculation of the
final fidelity in our link model. This is done for completeness of the model. This final fidelity is calculated
as F = FA ·FB and is then used to calculate the probability of the qubits being in the maximally mixed
state pmms. For this calculation of this probability we use the calculation of the Depolarise link, namely
using:

pmms =
4(1− F )

3
(5.1)

Eq. 5.1 corresponds to the final fidelity when using Werner states as done in Ref. [28]. Thus when
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using this link model one should therefore make sure the state preparations in the simulations adhere
to the use of these Werner states.

5.3. End Node Implementation
For the end node implementation we have used SquidASM’s Nitrogen-Vacancy (NV) end nodes. SquidASM
provided two types of end nodes, namely NV end nodes and generic end nodes. The NV end nodes
consist of more parameters than the generic end nodes, therefore allowing for a more elaborate model.
However to correctly implement these end nodes in the whole of the simulation, end node protocols
still have to be written and the NV functionalities called. Only an example setup of these protocols was
provided by SquidASM and therefore we needed to improve these protocols for our use-case. The pro-
tocols created work for our intended use, but are not robust for addition to the SquidASM framework
and should therefore solely be used for this research and should be improved upon before using them
for further research.



6
Results

Using the software setup as described in Sec. 5.3 we ran several simulations of which the results are
shown in this section. All of these simulations are based on 10 000 runs. This means that for every
scheduler used (with various simulation parameters as can be seen in App. A.2) 10 000 requests for one
entangled pair are queued for which the EGS attempts to generate successful end-to-end entanglement.
This queuing is done one by one per request per session, thus filing the next request of a session when
the previous one is finished.Our model was also tested with all to-be-executed requests in an input file,
however in an attempt for filing requests dynamically this method was left aside. Nonetheless, in both
these queuing models dynamic scheduling is used, assigning only the next request to be executed to
a resource node as opposed to creating a complete schedule before the initiation of the scheduler as
static schedulers do. Time windows are then assigned per request. This means that when a session
files multiple requests, as done in our case, these are all assigned different time slots. If one were
to specify the need for multiple entangled pairs in one request this will be attempted in the same time
window. More on this option is explained in Sec. 5.1. We set the maximal number of time windows to 10
000, stopping the simulation if this maximal number is reached. Note that we do batched entanglement
requests meaning that per entanglement request assigned to a resource node, the end nodes keep
attempting to generate entanglement until successful or until the time window is over.

The link lengths of each individual link are chosen to be up to 50km. The values for the time window
and prefix sizes and for the cutoff timer shown in this section are chosen to show the clear effect of
the different schedulers and different values and are therefore per definition not all optimal values.
App. B contains figures showing these experiments for more values of the time window size, prefix
value and cutoff times. As for the fidelity of these results, the measurement results of the successfully
entangled qubits in the end nodes are not taken into account when counting the number of successful
entanglements. Meaning even if because of low fidelity the entangled qubits collapse to different states
after measurement in the end nodes, these are still counted as successful entanglements. However,
one could choose to extend this model to only deem an entanglement successful if a minimum fidelity
is guaranteed.

In this section we will show four main types of results. First we qualify the average time it takes
to generate end-to-end entanglement between two end nodes (Sec. 6.1). We show the dynamic
time window sizes as defined in Sec. 5.1 and compare them to this average entanglement time (Sec.
6.2). We also compare the average entanglement time to the average entanglement time when using
the Cutoff scheduler (Sec. 6.3). Secondly, in Sec. 6.4 we look into the percentage of successful
entanglements generated per type of scheduler and per time window or cutoff size. Thirdly the idle
time when using these scheduler implementations is shown in Sec. 6.5. Lastly the entanglement rates
reached using these schedulers is shown in Sec. 6.6. As a proof of principle we also show the effect
of using two resource nodes per session on the entanglement rate of this session in Sec. 6.7.

6.1. End-to-End Entanglement Time
In this section we look into the average entanglement time (AET) to later compare the time window sizes
of the used schedulers to this average entanglement time. Figure 6.1 shows the average time it takes to
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generate one entangled pair between two end nodes for various link lengths using our software setup.
Here we can see that the average entanglement time scales exponentially and the standard deviation
(represented by the error bars) increases with the link length. This is within the expectations given the
decreased probability of success (see Sec. 4.2) at larger link lengths. Given probabilistic nature of this
model the average end-to-end entanglement time does not have a maximal duration. For this plot we
therefore used a very large cutoff time of 1000s.
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Figure 6.1: Average entanglement time for successfully generating one entangled pair per link length. Error bars show one
standard deviation.

6.2. Dynamic Time Window Size
In Figure 6.2 we plot various time window sizes used for the DTW scheduler over the average end-to-
end entanglement of Sec. 6.1, where TWP represents the time window prefix value. AET represents
the average entanglement time as also shown in Fig. 6.1. Here we can see that when we use a prefix of
value 1, the time window size coincides with the average entanglement time. This is because the time
window size with TWP = 1 is taken directly from the average entanglement time as described in Sec.
4.2. This figure also shows that for larger prefix values the time window size increases as expected.
App. B.1 shows that for prefix values smaller than (TWP ≤ 1) entanglement was not achieved for
shorter link lengths. The question now remains what the optimal prefix value is. We measure this by
comparing entanglement rates which is done in Fig. 6.7b.
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Figure 6.2: Dynamic time window sizes using prefix values (TWP) compared to the average entanglement time (AET) for
successfully generating one entangled pair per link length. Error bars show one standard standard deviation.
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6.3. Cutoff Scheduler Entanglement Time
The Cutoff scheduler should have a cutoff time that stops all requests that take too long to execute as to
avoid the possibility of infinite execution time of a request. The definition of ‘too long’ and therefore the
optimality of this scheduler when used in combination with an EGS should be related to the entangle-
ment rate generated (see Fig. 6.7c) and to other design choices made to optimize the use of the EGS
like a maximal cutoff time to avoid starvation. Investigating these other design choices however goes
beyond the scope of our research. Fig. 6.3 shows the average entanglement times using the Cutoff
scheduler with various cutoff times with respect to the average entanglement time. The error bars rep-
resent the standard deviation of the entanglement time when using this Cutoff scheduler. Here we can
see that when using shorter cutoff times the average entanglement time stabilizes at larger link lengths
because the entanglement times reach the maximal time per request as enforced by the cutoff timer.
For cutoff time with value TWP = 0.01s we see the average entanglement times when using the Cutoff
scheduler coincide with the average entanglement time. Surprisingly, the impact of the cutoff timer on
the average entanglement time using this scheduler compared to not using this scheduler is negligible
for larger cutoff times. We expected these curves where the Cutoff scheduler is used to stay under the
AET curve given that when using the Cutoff timer the outliers with very long entanglement times are
cut off. In App. B.1 the average entanglement times using the Cutoff scheduler with other cutoff values
are shown. In Fig. 6.3 a comparison is made between the most optimal cutoff values. Why these cutoff
values are optimal is explained in Sec. 6.6. The fluctuations in Fig. 6.3 can be attributed to fluctuations
in the raw data. This is in line with fluctuations shown in figures later in this Chapter.
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Figure 6.3: Average entanglement times for successfully generating one entangled pair using the Cutoff scheduler with various
cutoff times compared to the average entanglement time (AET) for successfully generating one entangled pair per link length.

Error bars show one standard standard deviation.

6.4. Entanglement Successes
The percentage of requests for which one qubit pair was successfully entangled using the different
schedulers per link length is shown in Fig. 6.4. Figures 6.4a, 6.4b and 6.4c show the success per-
centage for the three schedulers used with various time window sizes, prefix values and cutoff timers,
respectively. Fig. 6.4d then combines these success percentage graphs for various schedulers in one
figure to highlight its differences. In these figures we used a total of 10 000 runs as explained in the
preface of Chapter 6. However we divided this total number of runs in 10 folds of 1000 runs to gain
information about the standard deviation, which is then represented in these figures by the error bars.

Fig. 6.4a shows the percentage of entanglement successes when using the MW scheduler. App.
B.2 shows this percentage for more time window sizes. From these figures it shows that for the smaller
time window sizes the drop from 100% successes to 0% successes happens quite fast, however for
larger time window sizes this drop becomes a bit more gradual. A success percentage of 100% means
that all entanglement attempts within the time window succeed. A success percentage of 0% means
that no entanglement attempts within the time window succeed and therefore most likely that the time
window is too small for even one entanglement attempt to be successful. The range of success per-
centages in between these values can be explained by the probabilistic nature of the end-to-end en-
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tanglement generation attempts where, when increasing the link length the probability of successful
end-to-end decreases and therefore an increasingly smaller percentage of entanglement attempts re-
sult in a successful end-to-end entanglement. We can see some fluctuations in the data given the large
error bars and therefore standard deviation in this figure. Since the Cutoff scheduler adheres to the
same limitations in terms of maximal time allocated (for the Cutoff scheduler in terms of a cutoff timer
whereas for the MW in terms of time window sizes), its success percentage curves are comparable
given the same time window sizes are chosen. The success percentages for the Cutoff timer can be
seen in Fig. 6.4c. Fluctuations in the success percentages between the MW scheduler and the Cutoff
scheduler for the same time window size compared to the cutoff timer are because of the variations in
data sets between these two schedulers and can therefore be labeled sampling fluctuations.

The DTW scheduler has a much more stable success percentage when increasing the link lengths
than the MW and DTW schedulers as shown in Fig. 6.4b. The success percentage is also significantly
higher than these other two schedulers but this can mostly be attributed to the choice of the time window
sizes for these two schedulers. The DTW scheduler with prefix value 1, which has a time window size
of the average entanglement time (see Sec. 5.1), converges towards around 60% successes which is
in line with our expectations as explained in Sec. 4.3. For all prefix values the DTW scheduler starts
out with a peak in entanglement successes for small link lengths and depending on the smaller or
larger prefix value this percentage of successes drops faster or slower, respectively. This again can
most likely be explained by the larger entanglement probability for shorter link lengths and therefore
more stable values for the expected entanglement time (as shown by the smaller error bars in Fig. 6.2)
for shorter link lengths compared to longer link lengths. There are some fluctuations in the data most
noticeable with dips in the trend at link length 10km for the DTW scheduler with prefix values 1 and
2. Although we ran the simulations with 10 000 runs, these are still fluctuations in the raw data and
therefore might even out with more runs and more folds of the data.

The fluctuations shown by the large standard deviation for some link lengths in Fig. 6.4a and Fig.
6.4c but also the fluctuations shown in Fig. 6.3 and in the mean in Fig. 6.7b show the volatile nature
of a quantum network due to it being a probabilistic system given that one would assume 10 000 runs
would stabilize the results more than shown in these figures.
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(a) Percentage of entanglement successes using the MW
scheduler with various time windows (TW).
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(b) Percentage of entanglement successes using the DTW
scheduler with various prefix values (TWP).
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(c) Percentage of entanglement successes using the Cutoff
scheduler with various cutoff times (TW).
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(d) Percentage of entanglement successes comparing all
schedulers.

Figure 6.4: Comparison of the percentage of entanglement successes when using different schedulers, within one time
window per link length. Error bars show one standard deviation.

6.5. EGS Idle Time
Wecalculated the average idle time experienced by the EGS during one timewindow (in which a request
is executed) per link length. For the calculation of this idle time we excluded the runs where successful
entanglement could not be created and thus for which there was no idle time. Fig. 6.5 shows the idle
times using the MW and DTW schedulers per link length (Fig. 6.5a and 6.5b, respectively) and Fig.
6.5c combines these in one figure for a more clear comparison. The Cutoff scheduler inherently does
not have idle time since it schedules new requests as soon as the previous request is fulfilled or the
cutoff timer is activated.

For the MW scheduler the idle times are shown in Fig. 6.5a. Here we see relatively stable trends,
however with a peak for the shortest link lengths for all time window sizes. This is in line with the
expectations given that the average entanglement time and its variation are smallest at shortest link
lengths. This results in the largest idle time for these shorter distances when using a constant time
window for all link lengths. This also shows the inefficiency of the MW schedulers used in previous
research as mentioned in Sec. 3. The fluctuations in this figure can again be explained by sampling
fluctuations as can be seen by the large standard deviation represented by the error bars.

Fig. 6.5b shows the idle times for the DTW scheduler. These idle times, even for the prefix value of
1 are significant and larger than expected. In 6.5c one can see that the idle times of the DTW scheduler
are better for smaller link lengths, but when increasing these link lengths the idle times quickly grow to
larger values than the MW scheduler idle time values. Whether this increasing idle time of the DTW
scheduler still allows for an improved performance when using this scheduler is shown in Sec. 6.6.
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(a) EGS idle time during one time window when using the MW
scheduler.
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(b) EGS idle time during one time window when using the DTW
scheduler.
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(c) EGS idle time during one time window comparing the MW and
DTW schedulers.

Figure 6.5: Comparison of the EGS idle time during one time window when using different schedulers, per link length. Error
bars show one standard standard deviation.

6.6. Entanglement Rate
Tomeasure the throughput of our schedulers we look at the entanglement rate (rent) which is calculated
using Eq. 2.2. Fig. 6.6 shows the maximal entanglement rate per link length. This would be the rate
reached when all entanglement generation attempts succeed on the first try and when the time window
is equal to the entanglement time of one (successful) entanglement attempt. This figure shows an
exponential decrease in entanglement rate as function of the link length.
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Figure 6.6: Maximal entanglement rate for successfully generating one entangled pair per link length.
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Fig. 6.7 shows the entanglement rates reached for successfully entangling one qubit within one
time window when using the MW, DTW and Cutoff schedulers for some values of these time windows.
App. B.4 shows the entanglement rates reached for more time window sizes. In all these figures the
error bars represent the standard deviation obtained by using the same folds in the simulations as in
Sec. 6.4.

We can see the impact of the high idle time of the MW scheduler on its entanglement rate for shorter
link lengths in Fig. 6.7a. Especially for larger time window sizes, the entanglement rate is fairly low
at these shorter entanglement distances. This can be attributed to the peak in idle time as shown
in Fig. 6.5a. We can also see the entanglement rates converging towards the curve of the maximal
entanglement rate as shown in Fig. 6.6, however with a steep drop in entanglement rate where the
time window size caps the success percentage for shorter time window sizes (see Fig. 6.4a). The
DTW scheduler shows more steady entanglement rates in line with the maximal entanglement rate of
Fig. 6.6, however with a steeper decrease in rate when growing the link length. Since for all prefix
values the entanglement rate curve is similar, we can address this steeper entanglement rate decrease
compared to the maximal entanglement rate mostly to the idle time overhead as shown in Fig. 6.5b.
Noteworthy however is that the DTW scheduler with prefix value 1 shows the best entanglement rate
compared to this scheduler with larger prefix values. So even though this prefix value is responsible
for a lower success percentage (Fig. 6.4b), this is made up for by its lower idle time compared to the
DTW scheduler with larger prefix values. For calculating the entanglement rate of the Cutoff scheduler
we have used the average entanglement time per link length as its time window size while using Eq.
2.2. This average entanglement time for the corresponding cutoff value is shown in Fig. 6.3. Here
and in App. B.4 we see that for cutoff times of 5e− 04s and higher the entanglements rates converge.
This is surprising since this value is much lower than the average entanglement time without using a
maximal entanglement time as can be seen in Fig. 6.3 and its success percentage is not stable for all
link lengths (see Fig. 6.4c). However later in Sec. 6.6.1 we will look at the reliability of these values.

This can be attributed to the zero idle time of the Cutoff scheduler. Fig. 6.7d compares the rates
of the schedulers mentioned above with optimal values for time window size, prefix value and cutoff
time when looking at the entanglement rate. The optimality of these time window values is backed by
the figures shown in App. B.4. Fig. 6.7d now clearly shows the non-optimality of the MW scheduler
compared to the DTW and Cutoff scheduler for shorter link distances. For larger link distances the
Cutoff scheduler seems optimal, however given the small error bars this conclusion can not be drawn
solely from this figure. We look further into this in Sec. 6.6.1.
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(a) Average entanglement rate for successfully generating one
entangled pair using the MW scheduler with various time

windows (TW).
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(b) Average entanglement rate for successfully generating one
entangled pair using the DTW scheduler with various prefix

values (TWP).
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(c) Average entanglement rate for successfully generating one
entangled pair using the Cutoff scheduler with various cutoff

times (TW).
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(d) Average entanglement rate for successfully generating one
entangled pair comparing all schedulers.

Figure 6.7: Comparison of the average entanglement rate for successfully generating one entangled pair when using different
schedulers, within one time window per link length. Error bars show one standard standard deviation.

6.6.1. Reliability of the Entanglement Rate
As mentioned above, in Fig. 6.7d we can not clearly see the reliability of the schedulers given the small
standard deviation and therefore the small error bars. We therefore changed our setup to 100 folds of
100 runs each as opposed to the previously used 10 folds of 1000 runs for which the results are shown
in Fig. 6.9. This should give us a less biased but more reliable plot than Fig. 6.7d which uses only 10
folds.

As mentioned above, when using the Cutoff scheduler the entanglement rates using cutoff values
of 5e− 4s and up seem to converge. In Fig. 6.8 we compare these results using 100 folds of the data
instead of 10. This shows that the standard deviation decreases and therefore the reliability increases
when increasing the cutoff values.
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Figure 6.8: Average entanglement rate for successfully generating one entangled pair using the Cutoff scheduler within one
time window per link length. Error bars show one standard standard deviation using 100 folds of the data.

Fig. 6.9 again compares the entanglement rates of the three schedulers used and shows a high
reliability for the DTW scheduler given the still small standard deviation when increasing the link dis-
tances. However for the Cutoff scheduler but especially the MW scheduler, the standard deviation is
relatively higher and therefore one can state that these schedulers are less reliable in terms of guaran-
teed entanglement rates than the DTW scheduler.
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Figure 6.9: Average entanglement rate for successfully generating one entangled pair comparing all schedulers within one
time window per link length. Error bars show one standard standard deviation using 100 folds of the data.

6.7. Multiple Resource Nodes Entanglement Rates
As proof of principle, in Fig. 6.10 we show the entanglement rates achieved using the MW scheduler for
an EGS with two resource nodes connected to four end nodes using 100 folds of 100 runs. Given that
this EGS contains two resource nodes, one time window can now execute requests from two sessions
simultaneously. This results in a substantial increase in entanglement rate as shown in Fig. 6.10.
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Figure 6.10: Average entanglement rate for successfully generating one entangled pair using a MW scheduler with various
number of resource nodes available. Error bars show one standard standard deviation using 100 folds of the data.



7
Conclusion

In this research we found that the Cutoff scheduler shows optimal average entanglement rates and
therefore optimal throughput – our main performancemetric – compared to the MWand DTW scheduler
across all link distances in a non-homogeneous network as is our setup. However we also found that the
DTW scheduler has a higher reliability in terms of entanglement rate than the Cutoff scheduler as well
as the MW scheduler for larger link lengths. Which scheduler therefore best meets the needs of a near-
term real-world quantum internet depends on how important this reliability is in the implementation of
this network. This research delivers SquidASM software implementations in the form of schedulers and
a quantum link and gives an impression of the scaling of the entanglement rates for various schedulers
with increasing link lengths which can be used for further research on quantum network switches.

We found that when increasing the link length, the maximal entanglement rate decreases exponen-
tially. For all schedulers shown in this research the entanglement rates when using these schedules
grow towards the curve of this maximal entanglement rate. However, for all schedulers the distance be-
tween the maximal entanglement rate and the achieved entanglement rates grows with the link length
given the probabilistic properties of the system. For use on an EGS, which will be used in the 50km
maximal link length range, we found that the optimal constant timewindow size when using aMWsched-
uler is 5e− 04 seconds. This time window size is the smallest time window for which the entanglement
rate does not drop to zero with link lengths up to 50km. The results show however a limited entangle-
ment rate for shorter link length when using this MW scheduler. Thus however functional for simplified
systems, a MW scheduler with constant time window size will not be optimal for a non-homogeneous
network.

The DTW and Cutoff scheduler solve this problem and this is shown in the results where one can
see that for these two schedulers the entanglement rates at shorter distances are significantly higher
than for the MW scheduler. For the DTWwe found an optimal prefix value of 1. For the Cutoff scheduler
we found that when using a cutoff timer of 5e−04s or higher the entanglement rates converge, however
that these rates are more reliable using higher values for the cutoff timer. The Cutoff scheduler has an
overall higher throughput for all link lengths so one would tend to choose the Cutoff scheduler as the
optimal scheduler, however as this is an active field of research ease of implementation and reliability
should also be taken into account for which a DTW scheduler may prove optimal for implementation in
early generations of the quantum internet. Given the limitations on the maximal time window size (for
the Cutoff scheduler in the form of the cutoff timer) all schedulers should preserve the stability of the
EGS.

7.1. Limitations
The research done for this thesis was limited by the unfinished implementation of the SquidASM soft-
ware package for the intended use on this thesis. Because of this and with it the amount of time it took
to improve SquidASM for our intended use, during our project we had to limit the research we initially
intended to do to smaller, simpler research questions resulting in the research shown in this thesis.
Therefore we recommend further research in this field to be within the current capabilities of SquidASM
or to use separate software whenever the required software is not yet implemented in SquidASM.
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7.2. Further Research
The software contributions in this work are still far from a real-life model. Several assumptions were
made for this research and further steps would be to add more parameters to this simulation software
like end node initiation times, initiation probabilities, and photon emission probabilities as mentioned in
Sec. 5.3 but also parameters like dark counts. This research however still provides valuable insight into
the performance characteristics of different scheduler implementations and can be combined with future
research on control of EGS systems and general quantum network hubs. The software contributions
of this thesis, specifically the possibility of requests asking for multiple entangled pairs per session can
be used by research into batched entanglement as described in Ref. [9].

Previous work [12] showed that a MW scheduler combined with a control algorithm for modifying
the rates requested by pairs of nodes can achieve stability of an EGS. A direction for further research
could be to develop rate control protocols compatible with the DTWand Cutoff scheduler that would also
result in stabilizing the EGS. One possibility for such a control protocol would be a protocol that changes
the number of resource nodes assigned to a session in order to optimize the number of sessions
being able to use the EGS simultaneously while ensuring all sessions meet their rate requirements.
When requesting entanglement from the EGS, the end nodes will state a request rate which should fall
between a minimal and maximal value as described in Sec. 2.5. The entanglement rates shown in Sec.
6.6 define the entanglement rates achievable by using one resource node in combination with the three
different schedulers. Sec. 6.7 shows the increase of the entanglement rates when using two resource
nodes and assumed is that for larger numbers of resource nodes the entanglement rate grows with
the number of resource nodes available at a given time, restricted by Eq. 2.1. Thus when, because
of the distance of an end node to the EGS, the required minimal entanglement rate of a session can
not be achieved, if possible it can request more resources to be used within that time window. When
resources are not available, the EGS could then decide to purge resource nodes from other sessions
which would be able to achieve their minimal entanglement rate with less resource nodes than originally
made available for that session. Using the entanglement rates shown, the scheduler could predict
whether a session would need more resources and with this shift resource node utilization before the
next time window so that the entanglement rates of all sessions within a time window fall between its
minimal and maximal required values.
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A
Parameters

A.1. Configuration Parameters

End node parameters
Travelling photon generation probability (pemit) 1

Initiation probability (pinit) 1
Measurement error zero state (pmeas,0) 0.06
Measurement error one state (pmeas,1) 0.005
Travelling photon generation time (temit) 0s

Initiation time (tinit) 0s
Measurement time (tmeas) 0s

Link parameters
Fidelity (F ) 0.809

Speed of light (c) 3e8 km/s
Attenuation length (Latt) 30.5 km
Switch time (tswitch) 0s

Table A.1: Parameters used in the software model

A.2. Simulation Parameters

Simulation parameters
MW time window sizes 2e-04 s, 3e-04 s, 4e-04 s, 5e-04 s, 6e-04 s,

8e-04 s, 1e-03 s, 5e-3 s, 1e-2 s
Cutoff times 2e-04 s, 3e-04 s, 5e-04 s, 8e-04 s, 1e-03 s,

5e-3 s, 1e-2 s
DTW prefix values 0.2, 0.5, 1, 1.5, 2, 4, 6

Link lengths 1, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50

Table A.2: Simulation parameters used in the experiments
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Data

B.1. End-to-End Entanglement Time
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Figure B.1: Dynamic time window sizes using prefix values (TWP) compared to the average entanglement time (AET) for
successfully generating one entangled pair per link length. Error bars show one standard standard deviation.
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Figure B.2: Average entanglement times for successfully generating one entangled pair using the Cutoff scheduler with
various cutoff times (TW) compared to the average entanglement time (AET) for successfully generating one entangled pair per

link length. Error bars show one standard standard deviation.
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B.2. Entanglement Successes
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Figure B.3: Percentage of entanglement successes within one time window (TW) using the MW scheduler per link length.
Error bars show one standard standard deviation.
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Figure B.4: Percentage of entanglement successes within one time window using the DTW scheduler with prefix values (TWP)
per link length. Error bars show one standard standard deviation.
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Figure B.5: Percentage of entanglement successes within one time window (TW) using the Cutoff scheduler per link length.
Error bars show one standard standard deviation.
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B.3. EGS Idle Time
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Figure B.6: EGS idle time during one time window (TW) using the MW scheduler per link length. Error bars show one standard
standard deviation.
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Figure B.7: EGS idle time during one time window using the DTW scheduler with prefix values (TWP) per link length. Error
bars show one standard standard deviation.
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Figure B.8: Average entanglement rate for successfully generating one entangled pair using the MW scheduler with time
windows TW per link length. Error bars show one standard standard deviation.
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Figure B.9: Average entanglement rate for successfully generating one entangled pair using the DTW scheduler with prefix
values (TWP) per link length. Error bars show one standard standard deviation.
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Figure B.10: Average entanglement rate for successfully generating one entangled pair using the Cutoff scheduler with cutoff
times TW per link length. Error bars show one standard standard deviation.
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