
Mediating between 
Human Driver and 
Automation through 
Human-Machine Interface 
for Highly Automated 
Vehicles 

Student: Benedetta Grazian
Design for Interaction 
October 28th, 2020

APPENDIX



APPENDIX 1.  Project Brief . . . . . . . . . . . . . . . . . . . . . . . . . . .  4

APPENDIX 2.  Technology trend research . . . . . . . . . . . . .  11

APPENDIX 3.  Experts Interviews Outline . . . . . . . . . . . . .  14 

APPENDIX 4.  Users Questionnaire Outline . . . . . . . . . . . . 16

APPENDIX 5.  Thematic Analysis Outline . . . . . . . . . . . . . . 21

APPENDIX 6.  Word Clouds Analysis . . . . . . . . . . . . . . . . . .  21

APPENDIX 7.  Generative Session Outline . . . . . . . . . . . . . 26

APPENDIX 8.  Storyboard . . . . . . . . . . . . . . . . . . . . . . . . . . . .  30

APPENDIX 9.  Creative Session Plan . . . . . . . . . . . . . . . . . .  32

APPENDIX 10.  Concept phase 1 - Analysis Tools . . . . . . . . 36

APPENDIX 11.  Concept phase 2 - Survey Outline . . . . . .  40

APPENDIX 12.  User Tests Outline . . . . . . . . . . . . . . . . . . . . .  46

TABLE OF CONTENTS



IDE Master Graduation 
Project team, Procedural checks and personal Project brief

IDE TU Delft - E&SA Department /// Graduation project brief  & study overview /// 2018-01 v30 Page 1 of 7

STUDENT DATA & MASTER PROGRAMME
Save this form according the format “IDE Master Graduation Project Brief_familyname_firstname_studentnumber_dd-mm-yyyy”.  
Complete all blue parts of the form and include the approved Project Brief in your Graduation Report as Appendix 1 !

** chair dept. / section:

** mentor dept. / section:

Chair should request the IDE 
Board of Examiners for approval 
of a non-IDE mentor, including a 
motivation letter and c.v..!

!

SUPERVISORY TEAM  **
Fill in the required data for the supervisory team members. Please check the instructions on the right !

Ensure a heterogeneous team. 
In case you wish to include two 
team members from the same 
section, please explain why.

2nd mentor Second mentor only 
applies in case the 
assignment is hosted by 
an external organisation.

!

city:

organisation:

family name

student number

street & no.

phone

email

IDE master(s):

2nd non-IDE master:

individual programme: (give date of approval)

honours programme:

specialisation / annotation:

IPD DfI SPD

!

zipcode & city

initials given name

country:

This document contains the agreements made between student and supervisory team about the student’s IDE Master 
Graduation Project. This document can also include the involvement of an external organisation, however, it does not cover any 
legal employment relationship that the student and the client (might) agree upon. Next to that, this document facilitates the 
required procedural checks. In this document:

• The student defines the team, what he/she is going to do/deliver and how that will come about. 
• SSC E&SA (Shared Service Center, Education & Student Affairs) reports on the student’s registration and study progress.
• IDE’s Board of Examiners confirms if the student is allowed to start the Graduation Project.

- -

comments  
(optional)

country

USE ADOBE ACROBAT READER TO OPEN, EDIT AND SAVE THIS DOCUMENT 
Download again and reopen in case you tried other software, such as Preview (Mac) or a webbrowser.

!

Your master programme (only select the options that apply to you):Grazian

B Benedetta

4941454

�

Honours Programme Master

Medisign

Tech. in Sustainable Design

Entrepeneurship

Grondelle, E.D. van DA

Pont, S.C. HICD

Diane Cleij

SWOV

Den Haag Netherlands

APPENDIX 1. Project Brief

4 5



6 7



8 9



The transformation of the driving experience 
from manual driving to automated driving 
and its consequential change in terms of 
interactions and HMI, need to guarantee that 
the technologies and features implemented 
into the new vehicles can be understood and 
operated in terms of usability by future and 
current drivers. The situation is constantly 
evolving, but some trends and patterns 
started to appear in new concept vehicles 
and launches from several car industries. For 
this reason, below a Trend Research about 
technologies is proposed to zoom in some of 
the shifts in technology which are expected to 
occur approximately for the next 3-10 years 
in the automotive field. Trend research could 
be a rich source of inspiration and determine 
risks involved when introducing new products. 
This method is a key process to understand the 
whats and the whys of past, current and future 
users’ behaviour (Becerra, 2017).  

Screens and displays
In any vehicle, the occupants can manipulate 
the audio system’s output by pressing a button 
on the screen to change radio stations, select 
input devices, explore navigation instructions, 
and more. Some systems like Fiat Chrysler 
Automotive’s Uconnect 12.0 infotainment 
system, as well as Tesla’s 15-inch portrait-
oriented touchscreen, incorporate heating, 
ventilation, and air conditioning (HVAC) controls 
into the screen also. Fully customizable, fully 
digital instrument cluster displays are also a 
great example of HMI in screens as steering 
wheel controls let you manipulate information 
on the cluster. The industry is going towards an 
increasingly screen-based interior, Ford’s 15.5-

inch screen in the mass-market Mach E electric 
SUV and the 48-inch pillar to pillar display fitted 
to the forthcoming Byton M-Byte, are some 
examples. The M-Byte certainly represents 
another step towards autonomy, with a large 
front screen supplemented by separate smaller 
screens for each passenger. Allowing both 
communal and personal enjoyment covers both 
private and shared ridership. Supplier Yanfeng 
is one of many already working on bringing HMI 
functionality to just about any surface in the car. 
Especially useful once a car doesn’t need to be 
driven, and interiors can be reconfigured 

Augmented Reality and Virtual 
Reality
The recent spread of AR and VR for many 
applications bring a new innovative wave also 
in automotive. It is expected that augmented 
reality (AR) and virtual reality (VR) automotive 
applications will increase road safety, bring 
intuitive activities to driving, and finally enhance 
driving experience, especially during the 
transition to fully automated cars (Riener et 
al., 2018). AR head-up-displays (HUDs) may 
soon overlay 3D navigation instructions onto 
road geometry and moving obstacles like 
vulnerable road users (pedestrians, bikers, 
wheel-chair users) and other vehicles may be 
highlighted to calm down the driver-passenger 
and enhance trust in their vehicle’s automated 
operation as the vehicle proves its awareness 
of its surroundings. VR windshields may allow 
for dynamic reconfiguration of multi-lane roads 
based on demand and will, in the long term, 
remove road signs, traffic lights, road paintings, 
etc. from the streets.  

APPENDIX 2. Technology Trend Research
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Vehicle sharing
One of the current trends that will certainly 
spread even more with the raise of autonomous 
and electric vehicles will be sharing the 
vehicles with other users. Tesla, as well as 
other car manufacturers, already envisioned  
autonomous car that can be shared when users 
don’t require them. 

Face recognition and eye-
tracking
Face recognition is finding its way into the 
new generations of cars to increase safety 
and convenience. From car ignition to theft 
prevention – there are countless possibilities 
of using facial recognition in cars (Visage 
technologies, 2019). Face recognition works 
on a simple and non-obtrusive principle. After 
a driver enrols into the system, the system 
“remembers” them. Each time they enter 
the vehicle again, the system “recognizes” 
them and gives them access to predefined 
functionalities such as the permission to start 
the car. Face recognition can be combined with 
face and eye tracking to provide the complete 
picture of the driver’s states and moods. By 
tracking driver’s face, gaze and emotions, the 
system can detect inattentiveness, drowsiness, 
road rage and other potential safety issues. 
Consequently, the system can send corrective 
messages to recall the user back in the loop or 
adopt automation measures automatically. 

Voice Commands
An increasing technology in automotive 
applications is voice control. It has been 
predicted that by 2022, voice controls will be 
integrated in 80 percent of in-vehicle HMIs. 
Today, most HMIs use voice commands for 
convenience factors like controlling audio 
systems and placing and receiving phone calls. 
As voice recognition technology advances, 

so do the applications. In the future, it is not 
difficult to imagine that voice commands 
will be able to perform more complex 
functions, from adjusting follow distance in 
adaptive cruise control to communicate trip’s 
destination. (https://www.mes-insights.com/5-
human-machine-interface-trends-in-cars-
today-a-910615/    check refenrence)  

Mercedes’ MBUX system is a front-runner in 
this regard, including an AI-powered voice 
control for the infotainment system. However, 
control of all vehicle functions – including 
destination and style of driving are likely to be 
key parts of future HMI. 

Virtual Assistants
Virtual assistants differ from Voice Commands 
even if those could apparently overlap, they 
serve different purposes in automotive. Rather 
than performing vehicle functions, virtual 
assistants act as a secretary and advisor for the 
driver through voice command and powered 
by Artificial Intelligence (AI). Virtual assistants, 
as a secretary, can immediately connect 
with the service department and schedule a 
maintenance appointment, for instance, and 
add a reminder to your online calendar. Virtual 
assistants’ functionalities will probably extend 
for company conversation while driving is 
autonomous, answer users’ questions (on the 
system for example), or suggest music based 
on your emotional and physical behaviour. 
When communicating with a machine, few 
people expect more than an easy-efficient way 
to get a fast answer to a simple question. But 
expectations are changing as some companies 
look to combine a virtual agent’s efficiency with 
the problem-solving capabilities and emotional 
connections that a human agent can provide. 
Increasingly, these companies are investing in 
sophisticated 

virtual support platforms that incorporate 
intelligent systems with affective computing—
what some call “cognitive agents.”(https://
www2.deloitte.com/us/en/insights/focus/tech-
trends/2020/human-experience-platforms.
html) check reference IPsoft says, “What’s 
valuable about a cognitive agent is that it can 
help build trust,” which encourages humans 
to use it for increasingly complex issues. The 
company sees three steps that cognitive agents 
need to perform effectively to establish trust: 
demonstrate understanding, classify the issue, 
and select appropriate next steps. 

Machine Learning
Besides Voice control and Virtual assistance, 
technology is going in the direction of offering 
the possibility to create a relationship with the 
vehicle. Machine learning will be able to detect 
driver’s preferences and developing a learning 
system able to respond differently according to 
different users, behaviours, emotional state and 
moods. For instance, a possible scenario could 
be to offer personalized messages to each seat 
of a ride sharing service. 

Everything connected and 
accessible
The introduction of Virtual Assistance to 
the driving experience will also include the 
opportunity for users to connect devices and 
services that are not related to the road context 
and driving tasks. Booking appointments via 
virtual assistants will also mean that the users 
could link existing smart devices and connect 
their account and apps such as Calendars, 
Maps, Clouds, etc. Moreover, some services as 
Netflix and YouTube, for example, are already 
been announced by Tesla to be implemented 
in high automated vehicles where users are 
entertained with Non-Driving-Related Activities 
(NDRA). This will also open new opportunities 

for HMI touchscreens. Therefore, it is not 
difficult to think of vehicles’ touchscreens 
like tablets where the user can browse the 
internet, work, do shopping, download apps 
and video games or simply get some sort of 
entertainment.  

Haptic interfaces
As discussed before, touchscreens and 
displays are commonly used in terms of users’ 
input control in cars. Although those are easy 
to use and learn for users, they also require 
visual demand in order to use them properly, 
distracting drivers’ eyes from the road context. 
An interesting approach could be a haptic 
interface that doesn’t demand visual effort but 
can detect hands’ movements and interpret 
human intents through hand gestures. This 
approach that allow people to control things 
without looking has been already developed 
by Google’s Soli Project and implemented in 
diverse fields from automotive. In terms of user 
acceptance and usability, this will overturn the 
conventional interaction methods currently 
used in vehicles but provides an alternative 
opportunity that could enhance safety. 
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APPENDIX 3. Experts Interviews Outline 

Introduction (15 min) 

• Introduce myself and graduation project  

Hello! First, I would like to thank you for giving me the opportunity to interview you. I am Benedetta, graduate student at 
SWOV for Mediator project about mediating system between driver and autonomous vehicles. I am a student from DFI 
(IDE faculty) and for my graduation project, I am working with Professors Elmer van Grondelle and Sylvia Pont. My gra-
duation project focuses on the design of the HMI in order to improve the information communication to user during high 
automation driving. 

• Why I decided to interview that person and goals of the interview 

- Getting knowledge about driving modes, especially during level 3 and 4 automation 
(technical aspects and driver’s experience) 
- Getting knowledge about shift level 4 to level 3 
(technical aspects and driver’s experience) 
- Collect opinions about future scenarios on user experience, perception of responsibilities, tasks, NDRA, … and define 
sweet spots during the driving modes (level 3 and 4) 

• Brief agenda of the interview 

1. Use cases explanation and scenario in high automated driving context 
2. Discussion and question  
3. Information priority – automation level scenario: filling the table  
4. Essential information during NDRA 
5. Ideas for implementation  

1. Use cases explanation (CM, SB, LOotL) (5 min)
Human driver 
Continuous mediation (CM) 
Stand-by (SB) 
Long Out of the Loop (LOotL) 
(How to make users in these 2 levels to understand their responsibilities, which info they need to have to be HIP users 
and avoid LIP users! 
Which is the difference in responsibilities and info to communicate? 
How would describe the user qualities in these two levels? For instance, need to be careful, trustwhorty,… ) 

2. Discussion and Questions (20 min) 
Technical aspects: 
- How often is an AV supposed to change driving modality during a long trip? 
- Who or what can set/change the driving mode? 
- When is the mode change expected to occur? In which circumstances? 
- In which circumstances the user will be able to perform NDRAs? 
- In which circumstances the user will be able to sleep? 
- When does the system realise that a mode change is necessary (only from 3 to 4 or 4 to 3)? And, How soon?   
- How variable can level 3 be?  
- What would driving in level 3 mean for user?  
- Can the automation make a time estimate of take over request? --> is it probably needed in the next 5/10/20 min? 

User’s perspective and HMI: 
- Can you describe me drivers’ responsibilities in a driving context where the user can go to LOotL? 
- Let’s focus on level 3 which are the driver’s expected activities? Different activities level 3 and 4? 
- During those activities, which relation should be with the driving context? 
- Which information is absolutely necessary for a safe driving experience in SB? 
- Which information is absolutely necessary for a safe driving experience in LOotL? 
- Which is instead driver’s preference? 
- And what do you think the HMI should NOT do? 
- Which information should be available during SB/LOotL? (NSI=next task related info, SAI= situation awareness related 
info, BAI=behaviour awareness related info) 
- Do you have any idea on how to communicate when driver is immersed in NDRAs? Which modalities are more effecti-
ve? Non itrusive but effective to enhance SA? 
- What can be a worst-case scenario in HMI communication in high automation driving? 
- What should the driver aware of, during SB? 
- What should the driver aware of, during LOotL? 

3. HMI info communication – automation level hierarchy (15 min) 
Depending on the automation level, the HMI needs to communicate different information, and in different modalities.  
Indicate with numbers from 1 to 5 (ascending order of importance), the relevance of information reception during driving 
in different automation levels. 

 

 
4. Essential information during NDRA 
Finally, think about driver is immersed in his/her NDRA, mark 2 of this info that absolutely need to be communicated to 
driver. 

- Automation decisions on the journey  
- Automation behaviour on the road context  
- User driving opportunities (levels available) 
- Driver responsibilities 
- NDRA opportunities 
- Time estimated on current level 
- Time before change of level 

Do you think by communicating only this information is enough? (while driver is in NDRA) 

 

5. Ideas for implementation 
How do you think should the info be communicated to a driver in SB scenario? 
How do you think should the info be communicated to a driver immersed in NDRA? 
How do you think should the info be communicated to a driver in LOotL scenario?
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APPENDIX 4. Users Questionnaire Outline
Before spreading the questionnaire on forums 
and Facebook groups online, the questions 
were verified with the SWOV Ethical Commitee. 
The participants were also informed about 
privacy and data protection in advance, since 
the questions might leat illegal activities 
answers. 
Below are all the questions posed to the 
participants.
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APPENDIX 5. Thematic Analysis

Link to the thematic analysis of the open-ended questions of Users Questionnaire:

https://docs.google.com/spreadsheets/d/1qanQd1w-Rm76PyFUeBASHKWpv-PSDpcI-
DzTyx87B5A0/edit?usp=sharing

9. In which circumstances do you normally use Partially Automated Driving option?

APPENDIX 6. Word Clouds Analysis

10. How do you feel during Partially Automated Driving mode?

21

Figure 1 . WordCloud Question 9 

Figure 2. WordCloud Question 10



11. How did you feel the first times you tried Partially Automated Driving options?

12. How would you describe yourself as a driver?

14. Which activities non-related to driving do you normally perform during Partially Automated Dri-
ving mode?

22

Figure 3. WordCloud Question 11

Figure 4. WordCloud Question 12

Figure 5. WordCloud Question 14

15. What kind of information would you like to have from the car, when you perform those activities 
non-related to driving?

16. Have you ever had a bad experience related to the Partially Automated Driving option? Descri-
be it here.

18. In the future scenario of High Automated Driving (described before), WHICH ACTIVITIES 
would you perform if you could “disconnect” for 1-5 minutes?

23

Figure 6. WordCloud Question 15

Figure 7. WordCloud Question 16

Figure 8. WordCloud Question 18



19. In the future scenario of High Automated Driving (described before), WHICH ACTIVITIES 
would you perform if you can “disconnect” for more than 30 minutes?

20. In the future scenario of High Automated Driving (described before), WHICH information would 
you like to receive from the car if you can “disconnect” for 1-5 minutes?

21. In the future scenario of High Automated Driving (described before), WHICH information would 
you like to receive from the car if you can “disconnect” for more than 30 minutes?

24

Figure 9. WordCloud Question 19

Figure 10. WordCloud Question 20

Figure 11. WordCloud Question 21

22. In the future scenario of High Automated Driving (described before), HOW would you like to re-
ceive this information from the car if you can “disconnect” for 1-5 minutes? (think as if your car can 
have advanced technologies like “superpowers”,  innovative installations/modalities)

23. In the future scenario of High Automated Driving (described before), HOW would you like to 
receive this information from the car if you can “disconnect” for more than 30 minutes? (think as if 
your car can have advanced technologies like “superpowers”,  innovative installations/modalities)
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Figure 12. WordCloud Question 22

Figure 13. WordCloud Question 23



APPENDIX 7. Generative Sessions Outline

Session Plan

0. Sensitizing booklet (DO) 
1. Introduction + goals explanation + agenda - 20 min 
2. Workbook page 6 sharing your journey (SAY) - 15 min 
3. Collage making about emotions in situations like this that happened to you, generative tools (MAKE) - 15/20 min 
4. Discussion Collage one by one (SAY) start talking about future - 20 min 
5. Smart environment qualities ---> codesign ‘how could the ambient help you? (free collage from google images) 
(MAKE)- 15/20 min 
6. Discussion while purging (DO)- 15 min 
7. Conclusions  - 5 min

0. Sensitizing workbook 
Send a booklet to introduce participants to the topic. 

1.Introduction 

Welcome everyone to this generative research session.  
First I will ask you to sign the consent form for me to record this session so I will be able to look back of the sessions and 
comment and to do an analysis of the insights.  
I don’t want to anticipate too much about my graduation because today is all about you guys and your experiences with 
the situations where you faced two different interactions at the same time. This will be particularly helpful for my gradua-
tion’s user experience research to investigate people’ perceptions on this kind of contexts so please feel free to voice out 
your opinion and add comments whenever you have! 
This kind of session are incredible because from my point of view will be inspirational and will guide me in the design 
process. So, please, during the session try not to ask yourself “why am I doing this” but just focus on the topic and share 
your opinions, experience and memories as much as you can! Remember during the session there is never right or 
wrong comments or answers but only your personal experiences and needs! Try to postpone judgement 
But before starting I want to show you a small agenda for today and hopefully we will be done in about 1 hour and half: 
 Workbook “Me and my attention”   
 Emotional toolkit 
 Discussion  
 Brainstorming  
 Discussion  
 Wrap-up! 

Do you have questions? 

Today we will use a platform called Miro, it’s an interactive tool that allow us to work on the same whiteboard as if we are 
in the same room, playing around with postits, images and words. I have sent you an invitation to join the board. Please 
check and join the invitation. 

MIRO: explanation 

2. Workbook reflections
Let’s start with the workbook that you have completed in these last few days. Was it hard to complete?  

Ok, so, now I would like you to take a screenshot of the page 6 of your workbook, timebar, and upload here in miro. Can 
you explain your situation and journey? Who wants to start?  

Supervising something without getting distracted from the activity you are doing 
Rememer to ask them: “how do you feel about it?” and “What does it mean for you?” 
...
Improvisation following the layout on MIRO
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Session 1
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Figure 14. Outcomes Generative session 1



Session 2
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Figure 15. Outcomes Generative session 1

Figure 16. Outcomes Generative session 2

Session 3

Figure 17. Outcomes Generative session 2

Figure 18. Outcomes Generative session 3



APPENDIX 8. Storyboard
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Figure 19. Outcomes Generative session 3

Figure 20. Storyboard

The Storyboard in below (figure 20), shows 
Pain points in red, Gain points in lilac and 
design qualities for each step during the 
Highly Automation Driving Mode. This tool 
helps reflecting on the intended interactions 
for a design project at an initial stage. In this 
project Storyboard is used as a way to reflect 
on design qualities and users’ emotion for a 
product that do not exist yet.
Thil tool helped the author of this project 
reflecting from a user’s point of view, 
understanding which positive or negative 
emotions the HMI might provoke. 
The soryboard put some basis for the 
elaboration of Functional requirements.
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APPENDIX 9. Creative Session Plan

Script for the session 

Introduction  
Welcome everyone to this creative session, I am really 
happy to see all of you here, and grateful you  agreed 
on doing the session physically, besides the hard times 
of social distancing. For this reason, I have to ask you 
to please keep a certain distance between each other, 
I provided you masks anh hand sanitized, so anytime, 
feel free to use it! 

Ok, what are we doing here today? 

For my graduation I am entering into the ideation phase 
now, and with my supervisors we thought it was an 
amazing idea to have a creative session, since the 
individual projects are very limiting, and since there 
could be so many way a same project can be approa-
ched. For this reason, I reunited students from IPD and 
DFI to have a balanced mix of product and interaction 
together. 

In a creative session we usually start with a challenge 
and then, through excercises and technique I will pro-
pose you, you will be stimulated to have opinions and 
ideas on the topic.  

Explain agenda and toolbox 
 

Icebreaking
Now before starting with the challenge, I want you to 
introduce yourself in an alternative way ---> Icebreaker! 
Introduce your self using and adjective that defines your 
drinving style :)

32

Figure 21. Creative Session ideation

Icebreaking
Introduction

Restate the problem

P.O. briefing

Energizer + conversation

Purging 1

Purging 2

Picture the problem

Random objects

How tos

C-Box

Spontaneous clustering

Hits & dots

Hits & dots

Posters making

Conclusion + wrap up

Session Approach

Session Plan 
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Figure 22. Creative Session approach

Figure 23. Creative Session plan
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Figure 24. Creative Session setup

Figure 25. Creative Session setup
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Figure 26. Creative Session participants and outcomes



• Relaxed

Questionnaire
This concept would help me feeling:

Completely 
disagree

Completely 
disagree

Completely 
disagree

Completely 
disagree

Completely 
agree

Completely 
agree

Completely 
agree

Completely 
agree

• Aware of the automation status

• Aware of the driving mode

• Aware of my responsibilities

APPENDIX 10. Concept phase 1 Analysis tools

Analysis 
The analysis of this concept phase consisted 
in creating a PrEmo visual for every concept, 
summarizing the emotions provoked by 
participants. Then the surveys were visualized as 
in figures 28, 31, and 34 where every dot’s color 
corresponds to a participant, and finally, the audio 
were listened again to analyse the opinions on 
every concept’s component, summarized in figures 
29, 32 and 35, where every dot’s number is a 
participant red means they did not like the element, 
dark green means they volontarily expressed 
approvation for the element and light green means 
they mentioned they liked the element after being 
asked so.

A - Copilot
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Figure 27. PrEmo Copilot Concept

Figure 28. Survey outcomes Copilot concept

Insights per concept’s compontent

B - Subliminal Awareness 
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Figure 30. PrEmo Subliminal Awareness Concept

Figure 29. Copilot Concept elements evaluation



Questionnaire
This concept would help me feeling:

1 1 1 1 1 1

2 2 2 2 2

4 4

3

3 3 3

6 6

4

4 4 4

7

8

7

8

6

7

8

5

6

7

8

5

6

7

8

5

7

8

3

5

3

5

2

5

6

Insights per concept’s compontent

• Relaxed

Completely 
disagree

Completely 
disagree

Completely 
disagree

Completely 
disagree

Completely 
agree

Completely 
agree

Completely 
agree

Completely 
agree

• Aware of the automation status

• Aware of the driving mode

• Aware of my responsibilities
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Figure 32. Subliminal Awareness Concept elements 
evaluation

Figure 31. Survey outcomes Subliminal Awareness concept

C - Tailored Journey 

Questionnaire
This concept would help me feeling:

• Relaxed

Completely 
disagree

Completely 
disagree

Completely 
disagree

Completely 
disagree

Completely 
agree

Completely 
agree

Completely 
agree

Completely 
agree

• Aware of the automation status

• Aware of the driving mode

• Aware of my responsibilities
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Figure 33. PrEmo Tailored Journey Concept

Figure 34. Survey outcomes Tailored Journey concept



Insights per concept’s 
compontent
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Figure 35. Tailored Journey Concept elements evaluation

APPENDIX 11. Concept phase 2 - Survey Outline
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APPENDIX 12. User Test Outline
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