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The integration of Distributed Energy Resources (DERs) in distribution networks comes with challenges, like
power quality concerns, but also opens up new opportunities, e.g., DERs can offer competitive energy prices
for final users by leveraging time arbitrage. A suitable method to fully exploit such opportunities is to compute
the optimal DER schedule, either with a full three-phase network model or a more computationally efficient
single-line equivalent. This paper presents under which conditions a single-line equivalent can and cannot be
used to properly represent a modern and unbalanced power distribution network able to dispatch high levels

of DER integration optimally. Results show that single-line equivalents might be helpful when the problem
objective function limits counterflows, for example, when minimizing active power losses. Moreover, single-
line equivalents might be helpful for low levels of DER integration. However, enabling single-line equivalents
results in a lower hosting capacity for high levels of DER integration.

1. Introduction

The last years have seen an enormous increase in the number of
solar photovoltaic systems (PV), storage and electric vehicle charging
across all locations in distribution systems [1,2]. At many places this
has led to issues regarding congestion and voltage regulation [3,4].
Integrating such Distributed Energy Resources (DERs) into power dis-
tribution networks, however, also comes with several opportunities to
make this kind of system more dynamic. For example, an indepen-
dent Distribution Network Operator (DNO) could use a combination
of DERs to improve voltage quality, reduce the network losses [5,6],
and a retailer with several DERs may use them to provide ancillary
services or to make some profit by taking advantage of daily energy
price variations [6-8]. The latter has motivated the appearance of
the prosumer, demand response, and virtual power plant concepts in
distribution networks [8,9]. Actually, entrepreneurs from all over the
world have seen here a prolific space to grow, by giving independence
to the PV owners through storage and efficient energy management
strategies [10]; by using all the PV and storage systems to form a virtual
power plant able to support the power system operation [11]; or by

using a shared storage model to increase PV integration and reduce
final user energy costs [12,13].

This is a trend that will only become more ubiquitous in the near
future, thus, increasing the integration levels of PV systems and storage
systems even further. In turn, these high levels of non-dispatchable re-
newable sources may increase system losses on peak production [5,14].
Furthermore, it may increase the voltage unbalance [15], and even
may be added to the existing unbalance due to one-phase loads [16].
Therefore, proper modeling of three-phase elements is key to enhancing
the model applicability [17,18].

1.1. Literature review

From the above, one may conclude that there is a consensus about
the importance of a full 3-phase Alternating Current Optimal Power
Flow (3¢-ACOPF) [19], moreover, with recent advances in mathemat-
ical programming and data science, the limits on what is possible to
compute are being expanded quickly.

For example, linearizations like the ones presented in [20] and
[21] show that curve fitting around an operation point of the proper
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List of Symbols

Sets

T Set of time periods, where |7| = 7.

N Set of network nodes, where |N| = N.

R Set of network branches, where |R| = R.

[ Set of elements able to inject power into the
network, where |G| = G.

D Set of loads, where |D| = D.

(] Set of network phase-to-ground connections.

F Set of network phase-to-phase connections.

Indices

t Time period, t € 7.

n,m Node, n,me N'.

(n, m) Branch for which the » node is the
“from/sending” node and the m node is the
“to/receiving” node, n,m € N

r(m, n) Branch for which the m node is the
“from/sending” node and the n node is the
“to/receiving” node, r € R,r = {m,n} and
mneN.

b, @ Phase-to-ground connection/element, ¢, ¢ € @.

do Phase-to-phase connection/element, ¢ € F and
b, p € D.

g Generator, g € G.

d Demand, d € D.

S Constant apparent power component of a de-
mand.

1 Constant current component of a demand.

Z Constant impedance component of a demand.

A Delta branch phase-to-phase connection.

Y Wye load.

A Delta load.

Parameters

e Available PV energy.

Cha Maximum angle difference between same phase
current and voltage phasors.

€in Storage system power injection efficiency.

€ou Storage system power withdraw efficiency.

E, Maximum storage energy capacity.

At Period duration (1 h).

yf Shunt admittance at phase ¢ of node n.

%’g;’m Component ¢ of the series branch admittance

matrix of line r as seen from the sending end
(node n) of the line.

yf’(f:’) Component ¢¢ of the series branch admittance
matrix of line r as seen from the receiving end
(node m) of the line.

variables might be useful. The former fits the linear combination of
the voltage L-infinity and L-one norms to remove the non-linearity
introduced by voltage limits; and the latter use a linear polynomial rep-
resentation of the ZIP load model (assuming constant impedance (“Z”),
constant current (“I”), and constant power (“P”)) for which parame-
ters are fitted using nominal operation data. In general, as presented
in [22], 3¢-ACOPF approximations around voltage operation points
seem to pose an efficient alternative. This can be further exploited by
using fixed-point iterations [23-25] or even lead to a forced convergent

Y, Constant admittance component of demand d.

I, Constant current component of demand d.

S, Constant power component of demand d.

P Regularization factor used to diminish the impact
of the time arbitrage over the other objectives.

7 Energy price vector at system header.

Variables

Ve Element x applied voltage at phase ¢, x € N' U
RUGUD.

If’ Element x injected current at phase ¢, x € N'U
RUGUD.

Sg’ Element g injected apparent power at phase ¢,

b _ pd . 0P
Sg =Py +j0,.

A;’ Storage system g injected active power at phase
@

Vg’ Storage system g withdrawn active power at
phase ¢.

Sch’ Storage system g State of Charge at phase ¢.

pf Photovoltaic system g curtailed active power at
phase ¢.

F Objective function (see Section 4.2).

algorithm [26] which explores the current point neighborhood to come
up with a good approximation of the non-linear 3¢-ACOPF. All these
cases, within their respective simulation conditions, outperform the
non-linear model in computation time.

Further, data science can be applied to handle the inherent un-
certainty that comes from intermittent DERs, e.g., by constructing an
ambiguity set for the probability distribution of the DER outputs [27],
thus, improving the cost-effectiveness of the short-term operation when
including a closed loop that is able to refresh the variable forecasts
given new data. Also, historical or synthetic data can be leveraged
with ensemble learning techniques to increase the computational and
convergence performance of Semidefinite Programming approaches —
which is achieved by fitting the matrix coefficients related to the power
balance constraint [28]. On the other hand, Karagiannopoulos et al.
[29] use Machine learning Methods to derive an off-line and secure
real-time control for DERs.

The main drawback of the studies above is that since the focus is
on deriving a proper 3¢-ACOPF formulation, no sensitivity analysis
or extreme case analysis is done to explore the consequences that
such optimal operation point enforcement can have on the network,
e.g., on node voltage unbalance. Moreover, when analyzing the impact
of DER integration in power distribution systems, most works use one-
line equivalents [30] or almost balanced conditions [31]. This opens
several questions: Are such almost balanced conditions a consequence
of the optimal dispatch or are they inherent to the network? For an
inherently unbalanced network, is it possible to find an operation point
for which the almost balanced conditions apply? For an inherently
almost balanced network, does it remain balanced irrespective of the
objective function? When analyzing DER integration by computing
the network hosting capacity, is the hosting capacity affected by the
objective function or the network unbalance?

Some researchers have studied such consequences under a three-
phase model framework, however, they are limited in scope. For exam-
ple, in [32] the authors explore the effects of the optimal DER dispatch
(including PV and storage systems) on the network, but only for a
single objective function, leaving open questions about the network
behavior with other objectives. On the other hand, Zamzam et al. [33]
present a comparison between a one-phase and three-phase OPF, but
for a single scenario and without considering system storage. Also, the
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focus could be on a single parameter, like in [15], where the voltage
unbalance is analyzed for a specific DER combination (PV with reactive
compensation, but without storage); or the focus was on the differences
against no optimal control, like in [34]. In this respect, Baran et al. [16]
explore the differences between a three-phase and a one-phase model
for DER sizing, not optimal operation.

1.2. Contributions

The use of single-line equivalents can be helpful in gaining a gen-
eral understanding of the topology of a distribution network and in
facilitating planning, maintenance, and crew routing and dispatch,
i.e., single-line equivalents provides a simplified representation of the
distribution system that is easy to understand and analyze.

From the previous literature review, it seems clear that modeling
only one phase is helpful for power flow analysis of almost balanced
distribution networks. As a consequence, although the increasing ca-
pability of computers allow us to avoid the single-line equivalent
simplification for some traditional problems, the underlying belief is
that such simplification introduce an acceptable error for any power
distribution system. On the other hand, the single-line equivalent sim-
plification can be fully exploited together with the increasing ca-
pability of computers, thus allowing us to solve more demanding
problems, e.g., investment problems including storage, sector coupling
and uncertainty management with robust/stochastic optimization.

However, single-line equivalents cannot describe the behavior of
elements causing a potential unbalance nor the consequences of such
an unbalance in the network. In this respect, there is a clear gap in
understanding the conditions that induce either the almost balanced
or unbalanced state in modern power distribution systems with high
integration of renewable energy and storage systems.

Therefore, the main contribution of this paper is to clearly charac-
terize under which conditions a single-line equivalent can and cannot
be used to properly represent an unbalanced power distribution net-
work able to dispatch PV and storage systems given a predefined
objective function and operational constraints. This is of particular
importance given the current decentralization and digitalization trend
that modern power distribution networks are going through.

To investigate the conditions when single-line equivalents can-
not properly represent an unbalance distribution network, this paper
presents a comprehensive study and analysis of 144 simulation cases
consisting of all possible combinations of four types of changes: varying
the network unbalance; changes of the DER types; changes of the
objective function type; and changes of PV installed capacity. All these
changes are implemented under the same simulation framework; con-
sequently, questions related to the relevance of reactive compensation
and/or electrical storage can also be answered, along with questions
about the impacts that 3¢-ACOPF impose on the network operation.

1.3. Outline

This paper is organized as follows: Sections 2 to 3, present the
nomenclature, system element models and problem definitions; Sec-
tion 4 describes the implemented cases; later, Section 5 presents all
simulation results; the paper ends with some concluding remarks in
Section 6.

2. Nomenclature

A sub-index in any set indicates that a specific partition is being
made, e.g., for a node n € N, @, denotes all the phases connected to
such node; for a generator g € ¢, Cpv denotes all generators which
are Photovoltaic Systems (PV); whereas, for a generator g € G, G
denotes all generators which are Storage Systems (SS). For a complex
number C, its complex conjugate is denoted by C; R{C} = C' and
3{C} = C! are their real and imaginary parts, respectively; and |C|
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and «6. denote its magnitude and angle 5. To keep notation simple,
all variables and constants are intended to be column vectors unless
the contrary is specified, therefore, each component of a vector is
the value of the variable in the corresponding time period, e.g., for
C = [C.C,...C,], C, € C is the value at time 7. With this in mind,
all operations and equations are supposed to be time-component wise,
e.g., for two complex vectors A and B, and T = 2, A/B = C, means
A;/B; = C; and A,/B, = C,. Again, this is true unless the contrary is
specified.

3. Problem definition

Table 1 presents the 3¢p-ACOPF formulation used for each simula-
tion. For all cases and each time period, decision variables are the real
and imaginary components of voltages, injected currents and branch
currents for each connected phase. On the DER side, the decision
variables are the active power curtailed for each PV system and the
storage system active power injected into and withdrawn from the
network. When including PV reactive compensation, reactive power
injected by each PV system for each connected phase is also a decision
variable. Also, it is worth noticing the Power Flow Constraints are the
set of equations that, when solved simultaneously, give the solution of
a three-phase power flow (see Section 3.1) and F depends on the case
being analyzed (see Section 4.2).

3.1. Power flow equations

Power flow constraints are summarized in Table 2 for the sake of
reference. This formulation is based on the Current Injection Method
found in [19,21,35-39], being the main difference the load formula-
tion: In this case, the nominal power and voltage are used to derive
the ZIP load parameters, which then are used to directly model the
load behavior.

The solution of the three-phase power flow without DERs can be
calculated by solving the Power Flow Constraints for a given network
topology and the following problem parameters: The voltage angle
references of the header node (A&Vha = 0°, 451,)3 = —120°, 45Vh¢ =

120°); the voltage profile at the header for a given time window (Vh‘/’);
the line admittances (y%"g)om, yﬁf’f}%); and the ZIP load parameters

P P v G4 fA yA
(S5, 1, Y, S5, I7, Y.
3.2. Objective functions

Four types of objectives functions are considered: active power
costs, weighted squared apparent power costs, costs of active power
losses and storage arbitrage benefits. All objectives consider that energy
is bought at the system header for a given price at each time 7 given by
m, €R,, s0 7 €RE.

Active power costs. Suppose that the DNO wants to minimize the total
energy consumption costs at the system header. The active power costs
at the system header (f*) are:

EPHRL? @
PED teT

Weighted squared apparent power costs. Suppose that the DNO wants to
minimize active and reactive power imports [40]. Different weights can
be given to them, however, to make comparisons with other objectives
easier, let us use the same weight for both and use the energy price at
the header as such a weight for all power transfers and time periods.
Therefore, the weighted square apparent power costs (f*) are:

=YY [(P;fz>2 + (Q‘Z,’J)z] (30)

PeD teT
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Table 1
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Three-phase alternating current optimal power flow.

Objective function

max { F}

Power flow constraints

See Table 2

PV System constraints

Apparent power S‘b V¢I¢ Vg e Gpv: VN € N, Vo € @, (€9)
Power curtailment P‘l’ P 9 - pg Vg € Gy, VP €D, 2)
Maximum power factor |Q;’| < Pf tan G‘g“ax- Vg € QPV, Vp e D, (€3]
Storage system (SS) constraints
Apparent power St =viIlvgeg,, e N, Vped, (&)
Power from/to the grid P¢ P“’ Blvgeg.Vped, (5)
Power from/to the Storage System P‘b / € — P¢ X €, Vg € Gy, V€D, ©)
SOC definition P¢ (soc¢ - Soc;ft) E,JMiVg € Gy Ve D, W ET @
SOC limits socmi < Soc;" <1VgeG, Vpeo, )
SOC final and initial conditions socjo = 50C{, = SOC™M, Vg € G, V¢ € D, (©)
Maximum power export rate P < PR x ¢, Vg € Gy, Vb € B, (10)
Maximum power import rate P < Pl fe, Vg € Gy, Y € D, an
Voltage constraints
Voltage magnitude limits |V,,""i“|2 < |I/n¢|2 <V Vped, VneN 12)
Voltage angle reference (phase a) S{V2y=0 13)
Voltage angle reference (phase b) 3 [Vhb} = ER(Vhb}tan(—er/S) 14
Voltage angle reference (phase c) SV} = R{V; ) tan(-4xn/3) (15)
Table 2
Power flow constraints.
Current balance equations
Node =Y 1r-31 gco, meN 16)
8€G, deD,
Total demand =10, +12, deD, pco, a7
Network lf = yfvf + QI pED, VnEN 18)
rer,
. ¢ _ Do fr D,
Line o=y <yr(fm';’"‘w +OVe) Ve @, Vre R a9
Wye demand 14’ = l‘fw +IP 410, ,deD,,, e, (20)
Delta demand =Y I+ X I+ D Iip, d€D,, pED, (21)
A€Fy, %, A€Fy,
Electrical element definitions
Header power injection st = Vh¢ (Ig’) gE€EC, pED, (22)
Constant power wye load S‘f =y’ (I;’Yd) neNgy.d€D,,, pED, (23)
Constant current wye load ij’ = Ifw neNy.deD,, pcd, 24)
Constant impedance wye load Igw = Yj’ 74 . neNy,,deD,, pcd, (25)
Constant power delta load S4=vA(12,) AEF, neNg,,deD,, (26)
Constant current delta load = I;‘d A€EF, neN,,,deD,, 27)
Constant impedance load I3, =YrvA A€EF,neN,,,deD,, (28)

Costs of active power losses. Total losses for each time period in a
three-phase power distribution system (P'°%) can be calculated as:

pLoss — z Z PrLOSS,qﬁ — 2 z R {Vd)l((im) +V'Z)I(q:nn)} 31

rER $ED, rER GED,

Assuming I, ,, & =1, '

pos=3Y Y m{ (20 V¢)} (32)

reR peD,

Then, if the current through the line shunt admittance is much less

than the current flowing through the line series impedance, and since

b0 = 229 and with R {zd’(” for all connected phases,
r(n,m) r(n,m) r(n,m) r(n )

Eq. (32) can be written as:

SS _ o 2
PO = z Z Rr(n,m) I("vm)‘ +

reRr | ¢,p€D,

24 ¢ e
z Rr(n,m) [m (I(n,m) I(n,m) )]

¢,¢E{rn‘br }

(33)

So, ignoring the coupling effects:

P=3 2 { K | Tonan 2} 34

reR peD,

Eq. (31) gives the exact value for losses, while (33) gives a good
estimation for the network losses. On the other hand, (34) have been
reported in the literature [32,41,42] as a surrogate of the total losses
equation. In general, total losses are defined as Ly = Y, o, P/°%. Thus,
total costs of active power losses (f'°*) can be defined as:

fLOSS - Z ”rP;LOSS (35)

teT

Storage arbitrage benefits. As reported in [43], by assuring that the
round-trip efficiency of the storage system is less than one (i.e., €;,¢,, <
1), given that prices are always positive (z € R?), and assuming that
power injections are meant to be maximized and power withdrawals
are meant to be minimized, one can model the storage device behavior
without discrete variables if the following objective function is used:

7= 3 3 Sl n) e

gEQSS PED, teT
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Where f* are the total arbitrage benefits that are captured by the
electrical storage systems in the network and p is a scaling factor used
to diminish the impact of the time arbitrage over the other objectives.
The choice of p when combining objective functions is very important:
If p is too large, f* will lose importance in the optimization, and
so the storage injections. As a consequence, P;’ and Pg’ might have
values different to zero on the same time period, i.e., the ES will be
charging and discharging power at the same time, which is physically
impossible [43]. Furthermore, the p parameter can be used to adjust
what it would be considered as “zero” when charging or discharging
energy. Hence, depending on the value of p a zero Pg’ or Pg’ can vary
from 1x 107! to 1x 107",

4. Test cases

On this section we introduce the four dimensions of network prop-
erties we considered to establish the accuracy of single-line equivalent
models. These variants define in total 144 different study cases. Sec-
tion 4.1 describes the circuit types. This change is to see how useful a
balanced model (thus, a one-line equivalent) is when analyzing unbal-
anced systems. Section 4.2 presents the objectives used. By varying the
objective function and analyzing their effects on the network, one can
arrive at criteria for choosing the objective according to the desired
outcome. Section 4.3 details the DER configuration types. Changing
the DER type helps to see if PV reactive compensation and storage are
complementary measures for the network’s reactive and active power
control. All these changes are also tested for three irradiance levels,
described in Section 4.4.

Finally, the system parameters presented in Section 4.5 are com-
puted for each case. All cases were implemented on a laptop computer
with an Intel Core i7 processor at 2.4 GHz with 6 GB of RAM. The
presented models were implemented in GAMS using IPOPT solver
because of its computational performance, and to avoid fine tuning
solver parameters between cases.

4.1. Circuits

Three test systems are studied, all of them based on the IEEE 34
node test feeder [44], and with the following modifications:

(1, CPLT): This is the complete circuit (see Fig. 1), the only modifi-
cations being that the regulator taps are set as presented in Table 3.

(2, UNBL): This is the circuit with only unbalanced load. Regulator
tap is the same than CPLT case, and all non-three-phase branches
were removed; all loads that were on such branches were moved to
the nearest three-phase node. This circuit helps to differentiate the
error induced by ignoring system unbalance, and the error induced by
ignoring non-three-phase laterals.

(3, BALN): This is the equivalent balanced circuit; thus, answers
with this circuit are the same as those obtained with a single-line
equivalent. Regulator taps are the same for each phase, and were set to
7 and 10 for regulators at branches 814-850 and 852-832, respectively.
Also, all non-three-phase branches are treated as in the UNBL circuit.
Besides, all lines are transposed and non-balanced loads/DERs were
transformed to a balanced three-phase equivalent.

4.2. Objectives

Four objectives are studied: (1, PCOSTS) Minimizing total active
power import costs at the header, i.e., F = f% — f?; (2, SCOSTS)
Minimizing total weighted apparent power import costs at the header,
ie, F = f% — f5; (3, LOSS) Minimizing the active power losses
considering line coupling effects, i.e., F = f% — f1°% using (33); (4,
SLF-LOSS) Minimizing the active power losses without line coupling
effects, i.e., F = f% — f° using (34). In all cases f* equals zero
if there is no storage; for cases with storage f* is at least three
orders of magnitude lower than the other objective. Moreover, p is
further adjusted so Pf and }V’;’ are at least 1 x 1075 when charging and
discharging, respectively.

Electric Power Systems Research 223 (2023) 109699

Table 3
Test feeder parameters for the CPLT circuit.

Regulators (from-to nodes)

DER nodes Voltage limits
a b [
814-850
810-b, 820-a, 826-b,
14 7 7
864-a, 890, 848, 0.90 to 1.05
840, 838-b, 856-b, Vp.u. 852-832
844, 830, 802, 832 12 10 1

Storage system parameters

=0.8, SOC

£, =09, g4, min = 0.1, SOC,, =1

DERs with unspecified phases are connected to all three phases, i.e., they are connected
to phase a, b and c.

4.3. DER models

Four DER models are studied, all including PV generation with
curtailment at nodes presented in Table 3: (1, B) This is the Base case,
i.e., PV with curtailment ; (2, Q) Same as case (1), but with reactive
compensation on each PV system — minimum power factor equal to
0.9; (3, SS) Same as case (1), but with storage; and (4, SS-Q) Same as
case (2), but with storage. Storage and/or reactive compensation are/is
placed at nodes with PV generation.

4.4. PV levels

Solar level is here defined as the ratio between the total available
irradiance and the total active power injections at the system header
without DERs. This is similar to the ratio between PV installed capacity
and the header substation rated capacity presented in [42]. Three PV
integration levels are studied: (1, max.) Full irradiance, which has a
129% of PV integration; (2, med.) 3/5 of the total irradiance, which
has a 77% of PV integration; and (3, min.) 1/5 of the total irradiance,
which corresponds to 26% of PV integration. The last two integrations
are typical values [32,33,39,42], while the former is used to test the
impacts of very high integrations on the distribution network, a needed
feature of future distribution networks given the rapid increase of
installed solar capacity [33,39,42].

4.5. System parameter calculations

For each case, apart from the objective functions, apparent power
injected by all PV systems is calculated as:

S =2 (S, 5 €Gp) = X X S
8ECyy hED,

Being : a column vector of ones, so zTSg’ = Yier SZ,. Other
system parameters are as well calculated: Total curtailed PV active
power (p; = Xt ( P> Vg € va)), total injected storage energy (P}\ =
tot. (ﬁgd’ ,Vge gss)), total withdrawn storage energy (P) = tot.
(Pf ,Vge QSS)), total apparent power at the system header (S? =
P;‘ + jQ‘T1 = Xt (S,, g € {h})) and the negative and zero sequence
Voltage Unbalance Factor (VUF) for all three-phase nodes. For example,
the negative sequence VUF for the node n is defined as:

- b 2
vupe) = L Wi ahy + @tV
" VP Va+ eV +arg

Where a = 1£ — 120°.
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Fig. 1. IEEE 34 node test feeder [44]. Circled nodes have DER injections.

5. Results

This section summarizes the results of the 144 different study cases
following the four dimensions of network properties described in Sec-
tion 4. Results due to changes in the circuit are presented in Section 5.1,
changes in the objective functions are presented in Section 5.2, and
changes in the DER configuration types are presented in Section 5.3. As
pointed out in Section 4, changes in irradiance are included within each
of the three other changes; therefore, each analysis below considers
variations in two dimensions.

5.1. Circuit variations

With PCOSTS as objective, the differences between CPLT and BALN
circuits become larger as the PV installed capacity increases. This is due
to differences in the moments where active power injections take place,
as for a low difference in the total energy injected by storage systems
there is a big difference in the total time arbitrage benefits (up to 28%
more benefits are captured for maximum irradiance, see Table 4.a, max
irradiance rows of f*columns).

Besides, note that BALN circuit have lower curtailed active power
(up to 80.1% less for medium irradiance, see Table 4.a, medium irra-
diance rows of p; columns) and lower PV reactive consumption (up
to 176% less for medium irradiance, see Table 4.a, medium irradiance
rows of Q7Y columns), causing lower total active power injections at
system header (up to 279% less for maximum irradiance, see Table 4.a,
maximum irradiance rows of P;' columns). So, when using power
injections from the BALN circuit in the CPLT circuit, one might expect
voltage violations to occur.

In general, the errors seen in BALN with respect to the CPLT case
when using PCOSTS objective are due to the higher availability of
active power in the BALN system, which in turn increases reversed
active power flows. This is corroborated for the minimum PV level case,
where the power curtailment is zero for all cases, and the available
irradiance is not enough to cause significant reversed flows. There,
results from CPLT and BALN circuits and from CPLT and UNBL circuits
are closer. Furthermore, these results are very similar to those obtained
using SCOSTS and LOSS objectives.

When the objective function causes a reduction in active power
losses, like for the case of SCOSTS and LOSS objectives, the errors
in curtailed power are the smaller among all cases (see Table 4.b).
Moreover, these errors are smaller when trying to dispatch storage at
ending nodes (see Fig. 2). Hence, because losses may increase due to the
higher availability of active power in the BALN circuit, the PV available
power is curtailed to reduce reversed flows if needed.

Since the lowest network losses are those appearing with the BALN
circuit, it makes sense that, when trying to minimize active losses costs
in an unbalanced system, the solutions are as balanced as possible. In
contrast, although BALN circuit has the lowest values of active power
costs at system header, the more unbalance have the CPLT circuit, the
lower are the active power costs. This is mainly because it is more
effective to improve PCOSTS objective function by maximizing the
negative entries of P, than by reducing system unbalance.

5.2. Objective variations

Three-phase power flow results are presented in Table 5 along with
the three-phase optimal power flow without and with DERs, the latter
being for maximum PV integration and SS-Q DER case. There, PCOSTS
gives the lower costs and the highest system losses among studied cases.
On the other hand, LOSS gives the lower system losses among studied
cases.

Note that for the PCOSTS objective, lower costs are achieved by
increasing reactive power consumption. This is because higher active
power injections tend to increase the system voltage magnitude, there-
fore, consumption of reactive power must be increased to maintain
voltages within the operational limits. Overall, for high and medium PV
integration, PV reactive power injections have a lagging power factor
when using the PCOSTS objective, whereas for all other objectives, PV
reactive power injections have a leading power factor. For minimum
PV integration, all cases have a leading power factor.

Differences between LOSS and SLF-LOSS are usually less than or
equal to 1% in each of the monitored parameters, indicating that
mutual impedance have a small effect when minimizing active power
losses. SCOSTS and LOSS objectives are also very similar; however,
their differences range from 2% to 6%. Besides, since the current
magnitude depends on the active and reactive power, minimizing the
cost of line active power losses results in the lowest reactive power
flows among cases.

Reactive power control through SCOSTS objective has one draw-
back: for the formulation in Table 1, it is hard to find a solution when
including PV reactive compensation. For example, for maximum PV
integration, including reactive compensation increases simulation time
by 22 times (from 11.1 s to 222.1 s without storage and from 20.9 s
to 462.9 s with storage). For medium PV integration, the solver is not
able to find a solution for the Q DER case within 20 min, while the
base case is solved in 11.4 s; now, the medium PV integration with
SS case takes almost 2/3 of the time SS-Q DER case requires (form
130.6 s to 209.7 s). For minimum PV integration with storage, including
PV reactive compensation almost doubles the simulation time (from
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Table 4
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Percentage variations due to changes in the circuit model (balanced or unbalanced).

(a) PCOSTS objective.
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Table 5
Results between solutions.
PF OPF cases
No DERs PCOSTS SCOSTS LOSS SLF-LOSS

rr 3711.01 3619.58 -735.47 718.801 724.111 723.695
Ly 7.3105 7.2826 10.1539 2.1057 1.8526 1.8543
P.l’,’ 49.2442 48.2509 1.2196 15.3536 15.6884 15.6593
o 17.3669 17.2517 29.6541 5.9153 5.9183 5.9052

f* in [$], Ly and P/ in [MWh] and Q/ in [MVArh].

37.2 s to 69.5 s). Additionally, for the UNBL circuit, SCOSTS exceeds
the simulation time limits when including reactive compensation for
the maximum and medium irradiances.

From Fig. 3, it is clear that LOSS objective can handle very high
irradiances without compromising the maximum 2% of VUF for voltage
unbalance [45]. Of course, this comes at the cost of curtailing large
amounts of PV energy if necessary: With maximum irradiance and SS-Q
DER case, PCOSTS objective curtails approximately 1/6 of the available
irradiance, while SCOSTS, LOSS and SLF-LOSS objectives curtail half of
the available irradiance.

With minimum irradiance all objectives lead to zero curtailment,
however, what is presented above is still valid: PCOSTS objective has
lower costs with higher losses and unbalances, while LOSS objective has
higher costs with lower losses and unbalance. Unbalance on PCOSTS
remains too high, this time, due to storage injections.

In conclusion, when renewable energy availability is such that there
are no reversed flows, minimizing PCOSTS or LOSS lead to similar
results for balanced and unbalanced conditions. For higher integrations,
LOSS minimization also minimizes reversed flows (if such flows in-
crease system losses) and increases the PV curtailment. On the other
hand, LOSS minimization yields lower voltage unbalance than SLF-
LOSS minimization. In contrast, when minimizing PCOSTS, the network
will try to export as much energy as possible, which in turn causes
system losses and unbalance to increase.

A closer look to the results of each of the objectives tested revealed
that minimizing PCOSTS can work as a surrogate for curtailment min-
imization. Since this objective accounts for the actual power being
curtailed and the resulting network losses, it can be useful when de-
riving locational marginal prices in a distribution network with DERs.
However, this objective needs to be handled carefully when dispatching
high PV integrations, since the resulting schedule may induce unbal-
ances higher than the recommended minimum for a secure network
operation.

Furthermore, when trying to minimize voltage unbalance, the solver
often exceeded the maximum simulation time criteria, which makes
this approach unreliable for controlling voltage unbalance with the
present formulation. Therefore, it is recommended to limit voltage
unbalance with inequality constraints.

For high PV integration, losses minimization is better handled by
minimizing the SCOSTS or the LOSS objectives. The former is the best
option when treating only DERs with PV curtailment, because of its
reasonable reactive power control, fast answers and lower active power
costs; whereas the latter objective is a better option when including
storage and reactive compensation.

It is worth mentioning that for low PV integration, PCOSTS mini-
mization is the best at balancing losses and costs. On the other hand,
since SCOSTS minimization have a very poor performance when includ-
ing reactive power compensation, for high PV integration a combina-
tion of PCOSTS and LOSS minimization give a better balance between
losses and energy consumption costs at the header.

5.3. DER variations
In Table 6 is summarized the DER impacts for each circuit and

selected objectives and parameters, given a maximum and medium ir-
radiance. There, one can observe that DER changes are poorly reflected
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Fig. 3. Negative sequence VUF, for maximum solar irradiance and SS-Q DER case, for
each objective, from top to bottom: PCOSTS, SCOSTS, SLF-LOSS and LOSS.

on the BALN circuit for PCOSTS objective. In contrast, for all other
objectives, changes are well estimated.

For SCOSTS and LOSS objectives, system storage has more im-
pact on total costs and total curtailed power. For example, Table 6.a
(fProws, SCOSTS columns) shows that, with or without reactive com-
pensation, including system storage reduces up to 56% of the active
power costs at the header; while with or without storage, including
reactive compensation only reduces it up to 2.3%.
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On the other hand, including reactive power compensation have
a major impact on total imported reactive power (see Table 6.a Q;ﬂ
rows, SCOSTS columns), e.g., with or without storage, reactive power
injections at the header are reduced by around 60% if PV reactive
compensation is enabled.

Looking at Table 6.a (L rows, SCOSTS and LOSS columns), one
can see that storage and reactive compensation have a similar impact
on total system losses by themselves and when combined.

With PCOSTS as objective function, total system losses are 133%
higher because of the increase on the reactive power consumption
(see Table 6.b, Ly rows, PCOSTS column). Losses change from ap-
proximately 4 MWh to 10 MWh, with or without storage, when using
reactive compensation.

Reactive power compensation and system storage have the same ef-
fect on power injections at the header (see Table 6.b, P# rows, PCOSTS
columns). Active power injections at the header go from 9 MWh to
5 MWh when including reactive compensation or storage; and they go
from 5 MWh to 1 MWh when both reactive compensation and storage
are available. It is also observed that the impact on total imported
active power of having both reactive compensation and system storage
is almost the sum of the individual impacts.

On the other hand, curtailed PV energy is mainly affected by reac-
tive compensation, but it can be reduced further by having a storage
system available (see Table 6.b, p; rows, PCOSTS columns).

As presented in Table 6.b, for medium PV integration, SCOSTS
and LOSS objectives variations on DER are similar to those observed
with maximum irradiance. In contrast, reducing PV integration yields
a different pattern for PCOSTS objective. Namely, including storage
while having reactive compensation presents the bigger change in
costs of power injections at the system header; on the other hand,
reactive compensation and storage have a similar impact on curtailed
PV energy. Furthermore, curtailed energy is zero when both, reactive
compensation and storage are available.

Now, when considering unbalanced DER injections, the reduction
of system unbalance has little to no effects on the optimal solution.
Moreover, it seems impossible to arbitrarily reduce system unbalance
with DERs, since there is a minimum feasible unbalance higher than
the minimum unbalance achieved without DERs.

6. Conclusions

This paper presented a comprehensive study on the errors induced
by assuming balanced conditions in modern distribution networks. We
demonstrated with the different case studies implemented that it is
necessary to solve a 3¢-ACOPF, not only to schedule DERs properly
in an unbalanced distribution system but to understand and provide
better solutions.

For example, in Section 5.1, we showed that when the objective
function causes a reduction in system unbalance (e.g., active power
losses minimization), the errors between unbalanced and balanced
circuits are low. Moreover, as presented in Section 5.3 changes in
available DERs in the system can be predicted using the single-line
equivalent under these induced balanced conditions. This comes at
the cost of reducing the hosting capacity of the network, i.e., all
additional PV energy available beyond a point is curtailed to maintain
such balanced conditions. Therefore, there is a trade-off between the
network hosting capacity and the network unbalance.

With the above in mind, the conditions for using a single-line equiv-
alent to model an unbalance power distribution network with DERs
can be summarized in the following two guidelines: (1) Check if the
optimal operation point induce a low voltage unbalance. For example,
since the lowest network losses are those appearing without unbalance,
minimizing the losses in an unbalanced network would yield a low
unbalance overall; or, (2) Check if the integration of renewable energy
is low enough. For example, when maximizing active power exports,
if the renewable energy integration is such that creates a significant
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Table 6
Percentage variations due to DER changes for
maximum (a) and medium (b) PV integration.
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amount of reversed flows (i.e., power flowing from the feeder to the
header) you could expect an increase in voltage unbalance. Therefore, if
the reversed flows are low enough, network unbalance will not increase
when maximizing power exports. Thus, after checking if any of these
two guidelines are valid, and if the resulting unbalance is low enough, a
single-line equivalent could give a good initial estimate of the network
state for an unbalanced network or may be used as a way to improve
the performance of 3¢-ACOPF, e.g., for a warm start. Note that this is
a crucial property to save computation time as the size and complexity
of the network being analyzed increase.

Leaving aside the impact on network unbalance, and as presented
in Section 5.3, under unbalanced conditions, for maximum irradiance,
and while minimizing active power import costs, reactive compensation
behaves as expected by having more impact on power curtailment.
In contrast, reactive compensation and storage have the same impact
for medium irradiance. Whatever the case, having both yields lower
curtailment among all cases.
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Simulations results presented in Section 5.3 also showed that stor-
age significantly impacts active power costs and curtailed energy for
weighted squared apparent power import costs or full-losses minimiza-
tion. On the other hand, reactive power compensation and storage
have the same impact on system losses. The latter is also true for all
objectives when considering minimum PV integration, being the impact
of storage more relevant when minimizing active power import costs.

In this paper we rise the awareness about the error of single-line
equivalents for modern distribution systems; it is therefore worthwhile
for researchers to check for their specific cases if this error is acceptable
or not, which could change by the system network size and integration
levels of variable renewable energy and/or DER. As a future work we
propose to verify the results in other networks and objectives, test
other solution methods and algorithms performance, and find formal
guarantees for the solutions here presented. Steps further away in
this line of research are: (1) Application of sensitivity analysis of the
presented formulation to design network-aware local control strategies
for DERs and derive active and reactive power pricing schemes; (2)
Analysis of long/medium term congestion management in distribution
networks with DER planning by including integer variables in the
presented model; (3) Comparative study of the presented formulation
and its Mixed-Integer Programming alternative to control the storage
systems.
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