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Abstract

Developments in satellite altimetry over the past years lead to a high resolution altimeter: Synthetic
Aperture Radar (SAR). The major improvement of SAR over pulse-limited altimeters is the increased
along-track resolution. Since CryoSat-2 is the first satellite to carry a SAR altimeter it serves as a
stepping stone to improve the performance of SAR. Given its polar orbit, CryoSat-2 provides frequent
high resolution measurements of the Arctic region over changing terrain (e.g. ice, water and sea ice).

Due to the high seasonality in the Arctic, it is of essence that the quality of SAR measurements is
not decreased with varying topography. Therefore, the purpose of this research is to improve SAR
waveform retracking in the Arctic region by analyzing different retrackers on their performance in
varying (Arctic) conditions and combine the positive behavior into one retracker system.

The research is separated into three parts, first the SAR waveforms are classified, secondly the re-
trackers’ performance is evaluated and finally, the combined retracker system is discussed.

The waveforms are classified according to open ocean, sea ice and leads based on their statistical
behavior and the number of major peaks. Leads are waveforms caused by fractures in the sea ice
resulting in water presence in the ridges. Throughout 2011, the number of waveforms per terrain
shows a high seasonality with a large amount of sea ice in January to April, high leads percentage in
May to June and finally, a large number of ocean observations in September to October.

Based on the accuracy and precision performance, four retrackers are evaluated in order to determine
a retracker system: the empirical primary peak Center of Gravity (COG), the primary peak threshold
and the ESA retracker as well as the physical SAMOSA3 retracker. Empirical retrackers determine
the retracking point depending on the waveform statistics, while physical retrackers take the surface
properties into account.

The accuracy is evaluated using coastal tide gauges and Envisat crossovers for ocean waveforms only,
as this data is not representative for leads or sea ice. For the majority of the months SAMOSA3 has the
highest accuracy for ocean waveforms as its physical full analytic approach provides a good fit for the
predictable ocean waveforms. The primary peak retrackers have the best precision performance for
irregular waveforms like sea ice and leads, as they are less sensitive to noise since only the maximum
peak is analyzed.

The year round retracker system includes the most accurate retracker for ocean waveforms per month
and the best precision retracker for sea ice and leads. When combining different retrackers the bias
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caused by different algorithms needs to be removed. A mean bias strategy is implemented that com-
putes the mean offset between two retrackers per track over open ocean and the offset is then applied
to the other waveform classes. A bias removal approach based on significant wave height dependency
is also applied using least squares to compute the offset per waveform class per track. Furthermore,
two hybrid models of these strategies are implemented. The first hybrid model uses the significant
wave height model for ocean observations and the mean bias method for leads and sea ice to remove
the offset. Within the second hybrid model, the ocean and leads bias is removed by the significant
wave height approach, while the offset in the sea ice class is mitigated with the mean bias method.

The retracker system with the primary peak center of gravity as a base retracker and a mean bias re-
moval approach performed best as it has a precision improvement of 47.1% with respect to retracking
all waveform classes with the primary peak COG while including the largest data set for precision and
accuracy determination.
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Chapter 1

Introduction

The field of satellite altimetry has done a big leap forward throughout the past years. Up to 2010,
satellite altimeters were based on a pulse-limited method which resulted in a big footprint. However,
the focus of altimetry was turned by the development of Synthetic Aperture Radar (SAR) and its
integration into the first satellite - CryoSat-2. Compared to conventional altimeters, SAR provides
high resolution measurements that have a significantly smaller footprint as compared to pulse-limited
altimeters [1]. Therefore, CryoSat-2 serves as a stepping stone for future missions and developments.
Another distinct feature of CryoSat-2 besides the SAR altimeter, is its polar orbit. With the polar
orbit, CryoSat-2 provides frequent, high resolution observations of Arctic and Antarctic regions [2].

While the SAR technology has been assessed using airborne altimeters on small areas [3], the impact
of using a SAR altimeter in the Arctic region over different terrains needs to be explored in more
detail. The Arctic region shows strong seasonal behavior with a significant change in ice and sea ice
presence over the year. As SAR measures over different surface types (e.g. water and sea ice), the
performance of the altimeter is affected and a potential performance decrease needs to be prevented
[4].

By developing an Arctic retracking system that is able to cope with different terrains and signifi-
cant seasonal behavior, the performance of sea surface height, ice presence and ice sheet thickness
measurements can be increased. Therefore, the necessity of an improved retracking determination
emerges.

The purpose of this research is to develop an all year round retracking system for the Arctic region,
more specifically:

The objective of this research is to improve SAR waveform retracking in the Arctic region
by analyzing different retrackers on their performance in varying (Arctic) conditions and
combine the positive behavior into one retracker system.

In order to achieve this purpose the research is split into three parts: waveform classification, retracker
performance analysis and the development of a year round retracker system. During the waveform

Master of Science Thesis Ann-Theres Schulz
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classification, the effect of different terrains on SAR waveforms will be investigated and what param-
eters can be used to express their characteristics.

The second part of the research focuses on the evaluation of retracker performance. For this, perfor-
mance criteria are selected and applied to the retrackers for each waveform class that was defined in
the first segment. Furthermore, the seasonal performance of retrackers is assessed here.

In the final section of this research, the challenges of developing a retracking system for the Arctic re-
gion are analyzed. When combining different retrackers into one comprehensive retracking system, a
relative offset between the different retrackers occurs. To remove this offset, appropriate bias removal
strategies are used in order to have a coherent retracker system for the Arctic region.

In order to address the research purpose, first, the mission objective of CryoSat-2 and its altimeter
operational modes are discussed in Chapter 2. An introduction into radar altimetry and the required
signal correction is provided in Chapter 3. Here, the working principle of the SAR altimeter is ex-
plained and the data used in this research is briefly described. Next, the first research segment is
addressed. In Chapter 4, the waveform classification and the used parameters are described. Further-
more, the seasonal behavior of the Kara Sea in the Arctic region is assessed.

The design of the selected retrackers is described in Chapter 5, followed by an analysis of their per-
formance with respect to precision and accuracy in Chapter 6. The final segment of the research is
presented in Chapter 7 and discusses different bias removal strategies used for the selected year round
Arctic retracker system. The performance of the bias removal strategies are assessed based on the re-
tracker system performance using each strategy. Finally, conclusions are drawn and recommendations
are presented in Chapter 8.
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Chapter 2

CryoSat-2

In the following, first the mission objective and characteristics of CryoSat-2 is discussed, then an
introduction in the different operational modes of the altimeter is given.

2-1 Mission

CryoSat-2 marks a turning point in the history of altimetry as it is the first satellite to have an on-board
Synthetic Aperture Radar (SAR) altimeter. With this high-resolution instrument, CryoSat-2 provides
more detailed information about sea-level and ice presence compared to previous altimetry missions.

Mission Parameters

CryoSat-2 was launched in April 2010 with a mission objective to observe the changes in land and sea
ice [5]. With an inclination of 92◦ and an altitude of 717 km, CryoSat-2 is able to reach latitudes up
to 88◦ and therefore, able to perform measurements in the Arctic regions [6]. Furthermore, CryoSat-2
performs geographically complete observations of land and sea ice, due to its large repeat cycle of
369 days with a sub-cycle of 30 days [6].

Given the mission objective, it is essential to have both, a precise orbit and position determination
of the satellite. CryoSat’s Precise Orbit Determination (POD) is based on three star trackers which
are able to take a maximum of five pictures per second [6]. Concerning an accurate position deter-
mination, two instruments are used: DORIS and laser retro-reflectors. Doppler Orbitography and
Radio positioning Integrated by Satellite (DORIS) consists of one-way measurements that computes
the Doppler shift of a signal leading to the position determination [7]. In case of CryoSat-2, a receiver
is placed on-board of the satellite, while the transmitters are ground-based. The laser retro-reflector is
based on the concept of Satellite Laser Ranging (SLR). Here, a laser pulse is sent towards the satellite
which then reflects it back to the exact location where the pulse originated. A network of SLR ob-
servation stations are used to transmit and receive laser pulses. The two-way travel time of the laser
pulse then provides information about the satellite position for CryoSat-2 [7].
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4 CryoSat-2

2-2 Altimeter Operational Modes

Synthetic Aperture Interferometric Radar Altimeter (SIRAL) is the on-board altimeter on CryoSat-2
that transmits pulses in Ku-band (13.575 GHz) [6]. SIRAL can be operated in three modes: Low-
Resolution Mode (LRM), Synthetic Aperture Radar (SAR) and Synthetic Aperture Radar Interferom-
eter (SARIn).

Generally, LRM is used over oceans and ice sheet interiors, while SAR measures over sea ice and
SARIn is applied around ice sheet margins and over mountain glaciers [6]. It should be noted, that
while LRM transmits pulses continuously at a frequency of 1970 Hz, SAR transmits pulses in bursts
at a frequency of 17.8 kHz. The significantly higher frequency of the SAR mode consequently leads
to a shorter time interval resulting in correlated echoes [6].

Figure 2-1: CryoSat-2 mode mask for the Arctic from 16/04/2011 to 15/05/2011 [8]. SARINDEG
indicates degraded SARIn mode.
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2-2 Altimeter Operational Modes 5

Figure 2-1 shows an example of the CryoSat-2 geographical mask for the Arctic region for a one
month time frame (16/04/2011 - 15/05/2011). It can be observed that the Arctic ocean and part of the
coastal region are predominantly observed in SAR mode, while a significant part of the Arctic coastal
region is also determined by SARIn. Due to large coverage of SAR in the Arctic by CryoSat-2 and
future missions, the need to improve retracking in the Arctic becomes apparent. To account for the
constantly changing ice regions, the geographical mode mask of SIRAL is updated every two weeks.
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Chapter 3

Radar Altimetry

Satellite altimetry provides a frequent and global observations of the Earth surface. In this chapter the
principle of radar altimetry and the required corrections to compensate delays of the electromagnetic
signal are discussed. Based on the general principle of altimetry, the working principle of Synthetic
Aperture Radar (SAR) altimetry is reviewed. Finally, the acquisition and processing of the data used
in this research is described.

3-1 Principle of Radar Altimetry

The basic principle of radar altimetry is that a radar pulse in the microwave range is transmitted nadir
by a satellite and then the reflected echo is received by the satellite from the surface.

Based on the properties of returned echo, the range, thus the distance between satellite and sea surface,
can be computed. Further, information about the topography can be retrieved.

Figure 3-1 shows the geometry of radar altimetry, it is visible that the pulse is affected by atmospheric
refraction and biases [10]. More information about corrections that are applied is given in Section 3-2.
The range, R, of the satellite can be computed using the two-way travel time as shown in Eq. (3-1)
[11],

R = c
tr− ttr

2
(3-1)

where c represents the speed of light. The transmitted time, ttr and received time, tr are measured by
satellite.

Consequently, the corrected range can be expressed by Eq. (3-2) [12]. The range corrections that
are applied are the dry troposphere correction, ∆hdry, the wet troposphere correction, ∆hwet , the iono-
sphere correction, ∆hiono, and the sea-state bias, ∆hssb. Based on the corrected range, the sea surface
height, h, relative to the reference ellipsoid is determined using Eq. (3-3). Here, H, represents the
satellite altitude with respect to the reference ellipsoid.
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8 Radar Altimetry

Figure 3-1: The geometry of altimetry observations [9].

Rcor = Robs−∆hdry−∆hwet −∆hiono−∆hssb (3-2)

h = H−Rcor (3-3)

Figure 3-2 shows the geophysical corrections that apply to the sea surface height such as geoid height
hg, tidal height ht , atmospheric pressure loading ha and dynamic ocean topography hd . The geophys-
ical corrections will be explained later in this chapter. Applying the geophysical correction, the sea
surface height can be expressed by Eq. (3-4).

Figure 3-2: The geophysical corrections that are applied to the sea surface measurement: Geoid
height, tidal height, atmospheric pressure loading and dynamic effects of geostrophic ocean currents
[10].
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3-2 Geophysical and Range Corrections 9

h = hd +ha +hg +ht (3-4)

For oceanographic purposes, the study of the dynamic sea surface height is of primary importance.
The dynamic height can be expressed as a function of the range and geophysical corrections as shown
in Eq. (3-5) [12].

hd = H−Robs−∆hdry−∆hwet −∆hiono−∆hssb−ht −ha−hg (3-5)

Before the individual corrections are explained, an error budget is given in Figure 3-3. It shows an
overview of the errors in the individual corrections for different altimeter missions. A clear improve-
ment can be seen over time. The largest error remains in the orbit determination, however, also the
range corrections can have an error of up to a few centimeter. The error in the corrections vary spa-
tially as will become apparent in the following section. It should be noted that the error budget shown
here is based on data up to 2007. However, there is the constant endeavor to further reduce the error
in the corrections. The total orbit and range error budget for CryoSat-2 SAR expressed as the total
root sum square (RSS) is determined to be 11.6 cm [13].

Figure 3-3: Error budget for past altimeter missions [9].

3-2 Geophysical and Range Corrections

In the previous section it was shown that the measured range by the altimeter is not only exposed to
atmospheric refraction but also geophysical properties. The mean value of the geophysical and range
time-variable corrections is given in Table 3-1. In the following, the principle of the corrections and
the models used in this research are shortly elaborated.

Master of Science Thesis Ann-Theres Schulz



10 Radar Altimetry

Table 3-1: Mean and the standard deviation of the time-variable geophysical and range corrections.
The mean is given as a negative value as it needs to be subtracted from the sea surface height. Fur-
thermore, the standard deviation, thus the variation of the correction values, is given for deep ocean
scenario. The values are based on 6 years of altimeter data of Jason-1 [12].

Mean [cm] Standard deviation of time-variable
corrections for deep ocean [cm]

Dry troposphere -231 0 - 2
Wet troposphere -16 5 - 6
Ionosphere -8 2 - 5
Sea-state bias -5 1 - 4
Tides ∼ 0 - 2 0 - 80
Dynamic atmosphere ∼ 0 - 2 5 - 15

Dry Troposphere

The dry troposphere correction is the largest contributor to the refraction experienced by the trans-
mitted and received signal. The interaction of dry gas components in the atmosphere with the signal
leads to this refraction [10].

In order to correct for this refraction, the European Centre for Medium-Range Weather Forecasts
(ECMWF) model is used that computes the sea level pressure. Based on the sea level pressure, the
dry troposphere correction is then determined. The precision of this model in the Arctic region is
varying between 2.5 - 3.75 cm [12].

Wet Troposphere

The wet troposphere refraction is caused by water vapor and liquid water droplets [10]. At high
latitudes only small wet troposphere refraction occurs. Since CryoSat-2 does not have an on-board
radiometer, the wet troposphere correction is obtained by ECMWF.

Ionosphere

As the electromagnetic wave propagates through the ionosphere it interacts with free electrons and
ions resulting in the ionosphere delay [10]. The ionosphere starts at an altitude of 80 km [14]. To-
wards higher latitudes, the ionosphere correction as well its variability decreases [12]. The ionosphere
correction is corrected using the Global Ionospheric Map (GIM) which is computed using Global Po-
sitioning System (GPS) satellites. These satellite determine the total electron content globally in a
5-15 minutes time interval [15].

Sea-State Bias

Sea-state bias (SSB) is caused by a combination of effects: the electromagnetic (EM) bias, the skew-
ness bias and an instrument retracker bias.
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3-2 Geophysical and Range Corrections 11

The electromagnetic bias is caused by the different backscatter from troughs and crests. Due to the
larger curvature of troughs in a non-Gaussian sea surface, a higher backscatter power is produced
compared to the crests which have a smaller curvature and therefore a lower backscatter power [10].

Since the altimeter measures the sea surface using the median scattering instead of the desired mean
scattering, the skewness bias occurs [12].

The last element of the sea-state bias is the instrument error caused by the retracker. The retracker
produces the waveform by analyzing the received power. Based on the waveform, the Significant
Wave Height (SWH) can be determined which is equal to the height of the 1/3 highest waves [12].

No sea-state bias is applied to the data, as no appropriate correction model is available for SAR at
the time of this research. However, there are projects like SAR Altimetry Coastal & Open Ocean
Performance (SCOOP) that aim to develop a SAR SSB model [16].

Marine Geoid

The marine geoid represents an equipotential surface that would coincide with the mean sea surface, if
the oceans are at rest [17]. The spatial deviation throughout the Earth in the marine geoid are caused
by inhomogeneities in the interior density of the Earth [12]. The marine geoid undulations are the
largest geophysical correction applied to the range equation.

In order to correct for the marine geoid, the mean sea surface (MSS) will be removed from the data.
The mean sea surface is the sum of the marine geoid and the mean dynamic topography [12]. It is
applied through DTU13 resulting in a more detailed correction model.

Tides

The total tidal height consists of four main components as described by (3-6) [12]. The two biggest
contributors that influence the ocean tide, hocean, are the Earth rotation with respect to the sun and to
the moon. The loading tide, hload , indicates the sea floor displacement due to additional water masses
[12]. Both, the ocean tide and the loading tide are modeled by FES2004. It is provided as 1 Hz
observations in the ESA Level 1b and Level 2 data [6] and as 20 Hz data in the SAMOSA processing
by SARvatore [18].

∆ht = ∆hocean +∆hload +∆hsolid_Earth +∆hpole (3-6)

The solid Earth tide, hsolid_Earth, is caused by the gravitational forces with other bodies, which leads
to a vertical displacement proportional to the tidal potential [10]. This component is determined using
the Cartwright model as discussed in [19].

The last component, the pole tide, hpole, is corrected using historical pole location data. It represents
the ocean’s behavior to the deviation in equilibrium solid Earth and ocean caused by the change in the
rotation axis of the Earth [7].
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12 Radar Altimetry

Atmospheric Pressure Loading

The atmospheric pressure loading compensates for high or low pressure occurrences over the sea
surface. Two different methods are used to compensate for this geophysical offset. First of all, the
inverse barometric correction is calculated as described in [12] and used to adjust for the atmospheric
pressure variations over sea ice and leads [6].

Secondly, the dynamic atmospheric correction is applied to the open ocean by using the MOG2D (two
dimensional gravity wave model) to compensate for atmospheric pressure and winds [20].

3-3 Synthetic Aperture Radar

Synthetic Aperture Radar is also known as an along-track directional beam-limited altimeter that
observes a certain cell with multiple narrow antenna beams to achieve a high along-track resolution
[21]. The foundation of SAR which is also called a Doppler/delay radar altimeter is described in detail
in [1].

Geometry

The basic principle behind SAR is that one cell on the ground will be illuminated over a period of time
and the returned echoes can be used to form one waveform of the observed cell [22]. The different
frequency shifts in case of off-nadir observations, are compensated using Doppler shifts. Figure 3-4
shows the observation geometry of SAR on the left hand side and the footprint on the right hand side.

Due to the use of multiple beams to form the observation of a cell, SAR uses significantly more
radiated energy to determine the waveform compared to beam-limited altimeters [1]. To process each
Doppler cell as shown in the right of Figure 3-4, coherent observations are used over time. While the
pulse-limited altimeter can be processed with one independent variable, SAR has two independent
variables: along-track (function of range) and cross-track positions (function of time delay). Figure 3-
4 shows clearly that the along-track distance remains constant over time per Doppler bin, while the
cross-track distance decreases as a function of time.

Figure 3-4: The geometry of SAR. Left: The along-track beams emitted by the altimeter reaching
the surface. Right: The footprint of SAR [1].
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3-3 Synthetic Aperture Radar 13

Also the cross-track ambiguity can be observed, since every received scatter could originate from
either side of the nadir point as it has a given time delay associated with the scatter [1].

Similar to conventional altimeter, the average rough surface response, PI(t), can be expressed by the
convolution in Eq. (3-7), where PFS is the flat surface response, q(t) is the topographic distribution,
P(t) is the impulse response and PFS0 is the idealized flat surface response [1], [23].

PI(t) = PFS(t)∗q(t) (3-7)

with

pFS = P(t)∗PFS0(t) (3-8)

There is a distinct difference between the two flat surface responses used above. While PFS0 is the
idealized flat surface, PFS, takes into account the limitations of the measurement geometry [1].

Burst Method

Contrary to pulse limited altimeters, SAR sends pulses in bursts at a significantly higher frequency.
For conventional altimetry, the Walsh bound computes the maximum Pulse Repetition Frequency
(PRF) that will lead to uncorrelated signals [24]. Based on this relationship, the Walsh bound can
be expanded to determine the lower burst period limit for SAR. The minimum burst time, BPmin, is
inversely proportional to PRF as indicated by Eq. (3-9). Here, NP is the number of pulses per bursts.
With a higher PRF, the burst period decreases.

BPmin =
NP

PRF
(3-9)

A small along-track distance of the Doppler cell is required in order to achieve a high number of
useful observations. Assuming that the number of pulses per burst stay the same, the number of
useful observation decreases, if the PRF increases.

Generally, there are three options on how SAR measurements can be conducted, either using an open-
burst method, a closed-burst method or a continuous PRF. Figure 3-5 shows the procedure behind the
open and closed burst method.

As can be seen in the top panel of Figure 3-5, the closed burst method transmits pulses in bursts. The
reflected echoes are then received as a group. In this case, the burst period is constant and consists of
the length of transmitted and received burst.

The approach of closed burst SAR is used on CryoSat. However, CryoSat makes use of only 1/3 of
its available looks, since its burst period is about three times larger than the minimum burst period
computed by the Walsh bound [21].

The bottom panel of Figure 3-5 shows the open burst method. In contrast to the closed approach, the
open burst method receives the reflected pulses between transmitted pulses [21]. The burst period is
variable to account for the varying altitude that the satellite encounters. A variation of up to 5 % in
burst period is sufficient to take this change into consideration [1]. In case of an open burst approach,
the pulse length is smaller than half of the constant PRF.
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14 Radar Altimetry

Figure 3-5: Top panel: The closed burst method is shown as used in CryoSat-2. Bottom panel: The
open burst method with the individual transmitted pulses in grey and the received ones in pink [21].

In case of a high PRF, the challenge arises to transmit long pulses due to the relatively small transmis-
sion time, therefore, smaller PRFs are used in the open burst approach to have the required reception
time available between transmitting two pulses.

Jason-CS (Continuity of Service), also known as Sentinel-6, will have an on-board radar altimeter that
uses the open burst method in SAR mode [25].

The third method of a working SAR is to have a continuous PRF, similarly to conventional altimetry.
Here, the PRF would be a function of the spacecraft altitude and therefore, would vary throughout the
mission. While this system architecture would significantly increase the number of independent looks
available, also a higher system complexity is required [21].

Precision

Based on the received echo, waveforms can be determined which will provide main statistical param-
eters of the surface such as significant wave height (SWH), sea surface height (SSH) and wind speed
(based on the backscatter).

Comparing the SAR instrument to conventional altimeters as shown in Figure 3-6, it can be observed
that a significant reduction in standard deviation occurs for all SWH. This leads to an improvement of
factor two in the precision measurements and of factor 10 of the signal to noise ratio [26].

Due its smaller along-track footprint size, SAR is less influenced by land contamination compared
to conventional altimetry. Consequently, waveforms in coastal area can be created with less land
influence [27].
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Figure 3-6: SAR precision (blue) in cm shown as a function of significant wave height. As a refer-
ence, the precision of pulse limited altimeters (black) is indicated [26].

3-4 Data Acquisition

In this research four different retrackers are analyzed and compared based on their seasonal perfor-
mance as will be discussed in the following chapters. For this purpose different data sources are used
to obtain the relevant retracker data as shown in Table 3-2. The primary peak retrackers use ESA’s
level 1b baseline B data and the CryoSat-2 retracker is based on baseline B level 2 data retrieved from
ESA’s ftp server.

To the level 1b data calibration corrections are applied and geophysical and range corrections are
provided. CryoSat-2 level 2 data is fully corrected for time, geo-location and surface height [6]. The
level 1b data is based on 20 Hz observations, however, the corrections provided by ESA are given
in 1 Hz intervals. Therefore, the corrections are spatially interpolated in order to provide 20 Hz
corrections. These corrections match well with the corrections obtained by the SARvatore software
[18].

Furthermore, a range bias and a time tag bias was observed in Baseline B that was corrected in
SARvatore [28]. Therefore, both level 1b and level 2 were corrected for a 67.3 cm range bias and a
0.5195 µs time tag bias.

The steps that are undertaken in order to determine the sea level anomaly starting with the level 1b
Baseline B data is shown in Figure 3-7.

The data handling of tide gauges and Envisat observations will be discussed in more detail in Sec-
tion 6-2.

Table 3-2: The data and its sources used in this research.

Source
CryoSat-2 SAR level 1b ESA
CryoSat-2 SAR level 2 ESA
SAMOSA SARvatore - GPOD
Tide gauge observations PSMSL
Envisat observations RADS
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Figure 3-7: Flowchart for the data processing of ESA level 1b Baseline B measurements.
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Chapter 4

Waveform Classification

Waveforms provide valuable information about the observed surface terrain and can be classified
accordingly. Three different surface types are implemented in this research: ocean, leads and sea
ice. An introduction into waveforms and the classification parameters implemented in this research is
provided in Section 4-1. Afterwards, characteristics and waveform shapes for ocean, leads and sea ice
are presented. Section 4-5 discusses the seasonality in the Arctic for the selected test region.

4-1 Waveform

When observing different terrains using an altimeter, the behavior of the returned power varies. The
shape of the returned power over time is called a waveform [5] and provides knowledge about the sea
surface characteristics.

Given its high seasonality, the polar region contains multiple surface types that result in different
waveforms: open ocean, coastal regions, land and sea ice and leads [29]. Lead waveforms are caused
by the appearance of water in sea ice fractures and will be addressed in more detail in Section 4-3,
while sea ice describes a surface type that contains scattered ice floes over open water [30].

As previously discussed, the returned power by SAR altimetry is a function of two independent vari-
ables, the cross-track (function of time delay) and along-track positions (function of range). Figure 4-1
shows the resulting waveform over a flat surface that has an impulse like shape. The waveform shape
is a consequence of the 2 dimensional processing of the data [1]. A large number of equivalent looks
at a given position are determined by accumulating range values at each Doppler bin. The footprint
of SAR decreases as a the time delay increases, while the along-track distance remains constant as
shown in Figure 3-4. Consequently, the majority of the return power is received directly nadir with
small time delay. With an increase in time delay less returned power is received, given the smaller
SAR footprint, leading to a waveform with an impulse like shape.

Based on the received power, different waveform classes can be established in order to differenti-
ate between surface types. A number of waveform classes for pulse-limited altimetry are shown in
Figure 4-2. Despite the different waveform behavior for SAR altimetry with respect to conventional
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18 Waveform Classification

Figure 4-1: The SAR waveform has a steep peak followed by a slowly decaying trailing edge [1].

Figure 4-2: Different waveform classes based on pulse limited altimetry [31].

altimetry, it becomes apparent that waveform classes need to be well defined to prevent falsely classi-
fying a SAR waveform.

The sea surface height is computed using either empirical or physical retrackers that are discussed
in Chapter 5. However, retrackers that are designed for open ocean purposes, do not necessarily
perform well on irregular waveforms such as sea ice [31]. Thus, the need arises to first identify the
observed terrain based on the waveform shape and then applying the best performing retracker for this
waveform class. The waveform classes used in this research are open ocean, leads and sea ice.

4-1-1 Classification Parameters

The three waveform classes, ocean, leads and sea ice, have distinct features as will be discussed in
this section. These waveforms are classified based on the specular behavior of the maximum peak,
the spread of the waveform and the number of peaks. In order to classify the waveforms, the pulse
peakiness, the stack standard deviation, the stack kurtosis, the Gaussian fit on the maximum peak and
the number of peaks in a waveform are used as parameters.
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4-1 Waveform 19

Before these parameters are discussed in more detail, it should be noted that all waveforms that have
the maximum peak in the first 20 bins or the last 10 bins of the waveform are discarded. Early and
late peaks indicate a noisy measurement and are therefore not further considered in the classification
process.

Pulse Peakiness

The pulse peakiness, PP, is used to determine the peakiness of the maximum peak of the waveform.
It is defined as the ratio of maximum power, Pmax, and total power in the waveform, Pw f [29]. Eq. (4-
1) shows that the more specular, thus narrow, the waveform is, the larger is the value of the pulse
peakiness, PP, while never exceeding the value 1. The sum of the total power is taken from 1 to 128
in order to account for the number of Doppler beam samples per observation.

PP = max(Pw f )
128

∑
i=1

1
Pw f (i)

(4-1)

Stack Standard Deviation

The stack standard deviation, SSD, is provided in the level 1b data acquired from European Space
Agency (ESA). A given cell on the surface is observed by multiple beams that are used to form the
waveform of that particular cell. The echos for the given cell that are used to determine the waveform
are defined as stacks [6]. SSD expresses the standard deviation of the Gaussian distribution over the
stack [32]. Eq. (4-2) shows the SSD, where P(i) is the range integrated stack power for the number of
beams, N [33].

SSD =
1
2

N
∑

i=1
P2 (i)

N
∑

i=1
P2 (i)

N
∑

i=1
P4 (i)

(4-2)

Stack Kurtosis

Similarly to the SSD, the stack kurtosis is provided in the ESA’s level 1b data set. The kurtosis
expresses the peakiness with respect to a Gaussian distribution over the stack. A high kurtosis value
indicates that the waveform has a high peakiness, which is to be expected for leads given its waveform
shape. The stack kurtosis provided by ESA is computed for the individual echoes [32] and is computed
by Eq. (4-3) with N being the number of beams and P being the stack power [33].

γ2 =

1
N

N
∑

i=1
(P(i)−µ)4

[
1

N−1

N
∑

i=1
(P(i)−µ)2

]2 −3 with µ =
1
N

N

∑
i=1

P(i) (4-3)
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Gaussian Fit

The final classification parameter is a Gaussian fit to the maximum peak. Here, a Gaussian distribution
is fitted to the bin of maximum power and its two adjacent bins on each side. Only the maximum peak
of the waveform is considered, as it covers its specular part, which is of relevance for the peak behavior
of the waveform [34]. The Gaussian distribution, G, is expressed by Eq. (4-4) [35]. Here, A is the
amplitude of the fit, x is the mean of the Gaussian fit and W is the width of the Gaussian fit which is
determined by the standard deviation of the fit. The smaller the width of the Gaussian fit is, the more
specular is the behavior of the waveform’s peak. This improves in particular the determination of lead
waveforms.

G = Ae−
(x̄−x)2

2W2 (4-4)

Peak Number

The boundary values for the waveform classification were selected based on visual inspection of the
waveform. As the shape of the open ocean waveform is well known, an iterative process led to the
selected values. The ranges of the PP and the Gaussian fit width overlap with those defined for sea
ice. One distinct characteristic of the open ocean waveform is the large width of the returned power
which is reflected in a large standard deviation.

Due to the overlapping ranges in most of the classification parameters for ocean and sea ice wave-
forms, another criterion is introduced. By considering the number of peaks above a certain threshold,
waveforms can be better distinguished and ambiguities can be further reduced. While for lead and
ocean only one major peak is expected, sea ice waveforms consist of multiple peaks.

Table 4-1 shows the ranges for each previously mentioned parameters. The values of the parame-
ters are determined by selecting multiple waveforms from each waveform class and assessing their
statistical properties.

4-1-2 Validation

Besides the visual assessment of waveforms in different classes, a validation of the parameters is done
using DTU Space data provided by [36]. Based on this data, a clear distinction can be made for leads,
however, the ocean and sea ice class have overlapping regions of PP, stack kurtosis and the Gaussian

Table 4-1: The classification parameters of three waveform classes, lead, ocean and sea ice.

Lead Ocean Sea Ice
Pulse Peakiness >0.25 <0.05 <0.09
Stack Standard Devia-
tion

<3 >40 4-35

Kurtosis ≥ 40 <0.9 <53
Gaussian Fit Width 0.5 - 0.9 <5.9 <6.4
Multiple Peaks no peaks ≥ 0.4 Pmax at

min distance of 20 bins
multiple peaks≥ 0.4 Pmax

at min distance of 20 bins
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fit parameters. It becomes apparent that another constraint for these two classes is necessary. This has
been implemented using the multiple peak characteristic. Moreover, the ranges of the classification
by DTU Space are coherent with the parameters given in Table 4-1.

4-2 Open Ocean

The simplest case of a waveform is the one returned by open ocean. In the open ocean it is assumed
that the presence of ice floes is below 5% [32]. Figure 4-3 shows the Arctic ocean on the left and a
waveform classified as open ocean on the right. The statistical characteristics are in coherence with
those given in Table 4-1.

The decisive classification parameter of open ocean is the number of peaks. If there are multiple peaks
in the waveform at a distance of 20 bins or more that have a peak power of 40% of the maximum
power, the waveform is not classified. The distance of 20 bins is selected in order to account for peaks
in the trailing edge of the main peak.

4-3 Leads

Fractures in sea ice result in the presence of water in ridges as can be seen on the left in Figure 4-4.
These ridges can have a diameter of hundreds of meters and run for kilometers [37]. The returned
waveform of such a surface observation is a very narrow waveform called lead. A lead waveform and
its characteristic values are shown in Figure 4-4. As the sea ice has a damping effect on the water,
only minor waves caused by winds are present in the ridges. This results in predictable waveform
behavior. During SAR observations of leads, the largest amount of power is received closest to the
burst location. Consequently, leads that are observed ahead (behind) of nadir are reflected towards the
front (back) [29]. These so-called off-nadir leads are not considered in this research.

[2] provides a reference value of PP to be larger than 0.18 and SSD to be smaller than 4. However,
after inspecting lead waveforms, it was discovered that leads were wrongly classified to be leads using
these criteria. In order to provide a clear distinction between sea ice and lead with respect to the stack
standard deviation, the SSD value was set to be below 3. Concerning the pulse peakiness, the boundary
value was increased as the maximum peak contains almost all power in the waveform and therefore,
the specular return is ensured. This is also represented by the small width of the Gaussian fit of the
subwaveform on the maximum peak.

4-4 Sea Ice

The presence of scattered ice floes in the Arctic ocean is classified as sea ice. Figure 4-5 shows an
image of Arctic sea ice on the left and a returned waveform on the right. The distinct feature of
multiple peaks in the waveform is clearly visible.

The values for the PP and SSD are based on reference values provided by [2]. The SSD has an upper
boundary in order to limit the interference with the ocean classification, which is represented also
in the wider spread of the ocean waveform compared to sea ice. As can be seen in Table 4-1, the
constraint of multiple peaks is included to have a strong classification. For sea ice, there has to be
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Figure 4-3: Ocean observation. Left: Arctic ocean next to an ice sheet [38]. Right: An open ocean
waveform with its computed parameters.
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Figure 4-4: Lead observation. Left: Lead in the Arctic ocean [38]. Right: A lead waveform with its
computed waveform parameters.
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Figure 4-5: Sea ice observation. Left: Sea ice in the Arctic ocean [38]. Right: A sea ice waveform
with its computed parameters.
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another peak of at least 40% of the maximum waveform power at a minimum distance of 20 bins.
This distance accounts for the trailing edge of the main peak and the leading edge of the secondary
peak.

4-5 Seasonality

One characteristic of the Arctic region is its strong seasonality as shown in Figure 4-6. Here the ice
concentration in the Kara Sea is shown per month in 2011. The data is provided by [39]. January is
the month with the highest ice concentration, while the summer months August and September have
the smallest ice concentration.

The effect of seasonality represented in Figure 4-6 can also be observed in the distribution of wave-
forms in a given class per month. Figure 4-7 shows the percentage of each waveform class for 2011.
In all three waveform classes a clear seasonal tendency can be observed that is phase shifted.

Starting with the sea ice class, it can be observed that in the winter month January to April, the largest
amount of sea ice waveforms are present, while in summer months (June to October) this percentage
decreases significantly to below 10%. During spring (May to June), the sea ice melts and consequently
fractures in the sea ice occur which results in an maximum number of leads. However, over the course
of summer, the number of leads reduces as the melting continues leading to an increased number of
ocean waveforms. During the winter months, which have a high concentration of ice, only few open
ocean waveforms are available.

The significantly decreased number of leads in winter or ocean in summer, needs to be taken into
consideration when computing the precision performance of the retrackers.
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Figure 4-6: Sea ice concentration for the Kara Sea for 2011. Top row, left to right: January-March,
second row: April-June, third row: July-September and bottom row: October-December. The data is
taken from [39].
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Figure 4-7: The percentage of waveforms per class on a monthly basis for 2011. This plot is based
on Level 1b data using the classification parameters described in this section. Unclassified waveforms
are not considered in this plot.
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Chapter 5

Retrackers

The aim of retracking is to determine the point on the waveform that corresponds to the mean sea
surface height. Generally, there are two main types of retrackers: empirical and physical ones. Physi-
cal retrackers are based on the scattering behavior in the microwave range [31], more specifically, the
returned power includes the physical characteristics of the observed surface. Empirical retrackers on
the other hand are either based on the statistical behavior of the waveform or fit an empirical function
to the waveform. Therefore, empirical retrackers do not consider the surface conditions. Generally,
physical retrackers are preferred over empirical retracker due to their ability to include surface char-
acteristics.

In the following four retrackers and their working principle are introduced. First, the empirical pri-
mary peak Center of Gravity (PP COG) and threshold retracker are elaborated, followed by the phys-
ical SAMOSA retracker. Finally, the empirical CryoSat-2 retracker is discussed.

5-1 Primary Peak Retrackers

The primary peak retracker (PP) is an empirical retracker that only considers the waveform peak
that contains the maximum power. It was developed by Maulik Jain at Denmarks Tekniske Univer-
sitet (DTU). Given the narrow SAR peak of the waveforms as has been shown in Section 4-1, the
primary peak contains the main part of the reflected power. By considering only the primary peak
and neglecting the remaining waveform, noise in the trailing edge caused by for example ice floes or
coastal area are discarded [4].

In order to extract the primary peak of the waveform, the start and stop threshold of the subwaveform
needs to be determined. To compute the start of the primary peak, a starting threshold is determined
by comparing the power differences in alternating bins. The start threshold, T Lstart , is determined
using Eq. (5-1) with N being the total number of waveform bins, Pi is the power at a bin i and di

2 is
given by Eq. (5-2) [4]. If the start threshold is exceeded by a power difference for the first time in the
waveform, the starting point is defined.
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T Lstart =

√√√√√(N−2)
N−2
∑

i=1

(
di

2

)2−
(

N−2
∑

i=1
di

2

)2

(N−2)(N−3)
(5-1)

di
2 = Pi+2−Pi (5-2)

Similarly, the stop threshold is computed by considering the power differences in consecutive bins as
given by Eq. (5-3) and Eq. (5-4). The stop point is determined once the power difference is below
the stop threshold. The issue that arises with this method is that the primary peak would be too small
(1-3 bins). Therefore, additional two bins before the start and two bins after the stop point are also
taken into computation of the primary peak. The number of extra bins has been determined based on
experiments leading to the most optimal results [4].

As the start and stop threshold values are based on the standard deviation of the power difference in
alternating and consecutive bins, respectively, this method is stable enough to identify the maximum
peak in case it is not the primary one.

T Lstop =

√√√√√(N−1)
N−2
∑

i=1

(
di

1

)2−
(

N−2
∑

i=1
di

1

)2

(N−1)(N−2)
(5-3)

di
1 = Pi+1−Pi (5-4)

In order to reach an optimal performance of the retracker, the stop threshold value can be adjusted
empirically. It was determined that a factor of 0.2 of the stop threshold provides the highest retracking
performance of the primary peak retrackers [private communication Maulik Jain, 2015].

In the following the two versions of the primary peak are introduced. The PP Center of Gravity
(COG) and the PP threshold retracker are a modification of the conventional Offset Centre of Gravity
Retracker (OCOG) and the conventional threshod retracker, respectively.

5-1-1 Center of Gravity Retracker

The COG retracker fits a rectangle with the amplitude, A, and width, W , to the primary peak of the
waveform. These parameters are computed using Eq. (5-5) and Eq. (5-6), where N is the total number
of samples in the waveform, n1 and n2 are the start and end bins of the primary peak and Pi is the
waveform power. Using the fitted rectangle as shown in Figure 5-2, the center of this rectangle, COG,
can be computed which then results in the retracking point of the primary peak, Cpp_cog [4]. This is
expressed using Eq. (5-7) and (5-8).

A =

√√√√√√√√
N−n2

∑
i=n1

P4
i (t)

N−n2

∑
i=1+n1

P2
i (t)

(5-5)
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W =

(
N−n2

∑
i=n1

P2
i (t)

)2

N−n2

∑
i=1+n1

P4
i (t)

(5-6)

COG =

N−n2

∑
i=1+n1

iP2
i (t)

N−n2

∑
i=1+n1

P2
i (t)

(5-7)

Cpp_cog =COG−W
2

(5-8)

5-1-2 Threshold Retracker

The primary peak threshold retracker is a modification of the conventional retracker used in pulse-
limited altimetry. For more information on the conventional threshold retracker, the reader is referred
to [40]. The primary peak threshold retracker determines the bin, ithres, in which an a-priori power
value, Pthres, has been exceeded. The optimal threshold value was shown to be 50% for 20 Hz CryoSat-
2 data [4]. The threshold value is applied to the amplitude of the fitted rectangle to the primary peak,
A, as has been computed by Eq. (5-5).

Based on the bin location and the respective power in that bin, the retracking point of the primary
peak, Cpp_thres can be computed by Eq. (5-9) using a linear interpolation between the two bins where
the threshold value has been reached, Pithres [4]. Eq. (5-9) is derived by computing the slope between
the two outer points, thus ithres−1 and ithres, and setting it equal to the slope between ithres−1 and
Cpp_thres. Figure 5-1 shows the geometry of this linear interpolation.

Figure 5-1: Linear interpolation scheme to determine the retracker point for the primary peak thresh-
old method [4]. Eq. (5-9) is based on the geometry shown here.
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Figure 5-2: Geometry of Primary Peak Retrackers. The blue line shows the waveform, the green
line indicates the extracted primary peak. The black dotted line shows the rectangle that is fitted to
the primary peak. The black asterisk and red diamond show the retracking point of the COG and
threshold retracker, respectively.

Cpp_thres = ithres−1+
Pthres−Pthres−1

Pthres−Pthres−1
(5-9)

Figure 5-2 shows the geometry of the primary peak retrackers. The blue line indicates the waveform
of the reflected power, while the primary peak is given in green. The primary peak is calculated based
on the previously presented equations. Furthermore, the retracking point for both the PP threshold
retracker (red) and the PP COG (black). Both primary peak retrackers are robust, empirical retrackers
which are able to deal in particular with irregular waveforms.

5-2 SAMOSA Retracker

The SARL Altimetry MOde Studies and Applications (SAMOSA) retracker has been developed by
Starlab and National Oceanography Centre (NOC) in the scope of the SAMOSA project [41]. It is
a physical, full waveform retracker that provides a closed-analytical expression of the waveform and
exists in different versions as will be explained later on.

In order to retrack a waveform in the open ocean, the Brown waveform model can be adjusted to
represent SAR altimetry. Taking into account the dependency on Doppler bins, the power waveform,
P can be computed by Eq. (5-10) [42],

P(xi, t) = pFS0 (xi, t)∗RIR∗q(t) (5-10)
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where pFS0 is the ideal flat surface response given in Eq. (5-11), RIR is the range impulse response,
which is a sinc2 function and q(t) represents the surface height probability density function deter-
mined by Eq. (5-12). A Gaussian distribution is assumed in the determination of the surface height
probability density function, leading to an exponential equation.

pFS0(xi, t) =
∫ xi+

δxbin
2

xi−
δxbin

2

∫ t+ δ t
2

t− δ t
2

G2
Ant(x, t)σ0(x, t)dxdt (5-11)

q(t) =
2c√

2πSWH
exp

(
−t2

2(SWH/(2c))2

)
(5-12)

In the above equations GAnt represents the antenna gain, σ0 is the backscatter coefficient, t is the
sampling time interval, c indicates the speed of light and SWH is the significant wave height.

These equations serve as a basis for the SAMOSA physical retracker, meaning that the waveform
characteristics are related to the geophysical parameters [43]. SAMOSA is a fully analytic model
with two independent variables: Doppler frequency and the time delay [44] that retracks the full
waveform.

The SAMOSA retracker implements surface and instrument parameters in its retracking algorithm:
the skewness in the sea surface height, SSH, elliptical antenna gains, roll and pitch biases, vertical
speed, sea surface slope and the squared point target response in this retracking algorithm [44].

In order to derive a closed-form expression that models the full waveform based on the equations
above, further simplifications are done. By assuming a negligible skewness, a 1% error in the deter-
mination of the power is introduced leading to the total backscattered power at a certain cell (k, l) by
Eq. (5-13) [43].

Pk,l = KBk,l
√

gl
[

f0 (glκ)+Tk,lglσ
2
s f1 (glκ)

]
(5-13)

with

K =
λ 2

0 N2
b LxLy

4πh4

√
2πA2

gσ
2
g (5-14)

gl =
[
σ

2
g +
(
2σglL2

x/L2
y
)2

+σ
2
s

]−1/2
(5-15)

B and T are functions that are used for a linear approximation of the antenna gain and radar cross
section product, κ is an approximation introduced in the range cell mitigation correction. Furthermore,
Nb is the number of pulses per burst, Lx is a function of the Pulse Repetition Frequency (PRF) and
the center frequency, while Ly is a function of the usable pulse length and the altitude, h. Ag and σg

are parameters defined by the Gaussian approximation during the along-track Fast Fourier Transform
(FFT), σs indicates the standard deviation of the sea height mean and λ0 is the wavelength. For more
information on the variables as well as the derivation of Pk,l , the reader is referred to [43].

The term f0 and f1 can be generally expressed by Eq. (5-16) with η , ξ and v being the Bessel function
parameters [43]. Looking back at Eq. (5-13), it can be seen that a series in terms of the parameter f is
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present. By including both zero and first order terms, the SAMOSA2 retracker model is build. When
the first and higher order terms are discarded, a simplified version of the SAMOSA2 retracker is cre-
ated which is called SAMOSA3 [44]. The assumption of discarding f1, will result in the introduction
of an error, however, the f1 term is only of importance if the SWH is larger than two meters [43].

fn (η) =
∫

∞

0

(
v2−ξ

)n
e−(v2−ξ)

2
/2 (5-16)

Furthermore, it should be noted that the sinc2 of the RIR as shown in Eq. (5-10) is approximated by an
exponential function in the analytic SAMOSA model. This will lead to the result of the single-look
waveform. In order to achieve a multi-look function, a stack of single-look waveforms is averaged
[45].

Looking at SAMOSA3, the retracker is operated in two different modes: lead and ocean. In the lead
mode the retracking position and surface roughness are fitted, while the significant wave height is
assumed to be zero. This is a valid assumption since the ice sheets damp waves significantly and only
minor wind generated waves are present. The ocean modes fits the SWH and retracking position [45].
In both cases a damped least squares method is applied [37].

The pearson correlation coefficient determines the mode of the waveform. Eq. (5-17) shows the
definition of the pearson correlation coefficient. Here, E[ab] represents the cross-correlation between
two random variables a and b, σa and σb is the standard deviation of a and b, respectively [46].
It should be noted that the squared pearson correlation coefficient is used to determine the linear
correlation between two random variables with its value being between 0 and 1. The higher the
squared pearson correlation coefficient is, the more linearly correlated are the two variables [46].

ρ (a,b) =
E[ab]
σaσb

(5-17)

The pearson correlation coefficient is in particular useful to analyze the waveform as it can be ex-
pressed in different domains such as the time and frequency domain [46].

In the ocean mode of SAMOSA the pearson correlation coefficient between the real and modeled
waveform has to be above 0.9 in order for the waveform to be considered ocean. In the lead mode,
the pearson correlation coefficient needs to be above 0.95 to be classified as a lead [45]. The data
provided by SARvatore Grid Processing On Demand (GPOD) that is used in this research is fitted to
all waveform classes without previous filtering or waveform classification [18].

5-3 CryoSat-2 Retracker

The CryoSat level 2 product includes the retracked waveform using the CryoSat/ESA retracker. Level
2 data is produced by correcting level 1b data for geophysical corrections and by applying the retracker
for every mode separately. The empirical ESA retracker is based on a full waveform fitting. However,
while [13] provides the mathematical final descriptions of the retracker, there is no derivation available
of those equations.

The retracker is based on fitting a function to the multi-look echo using a least squares approach. The
used function, fΨ, is given by Eq. (5-18). The argument parameters of fΨ will be fitted in order to
determine the SAR waveform [13] with tp representing the compressed pulse duration.
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Figure 5-3: The physical meaning of the fitted CryoSat-2 parameters on the waveform as a function
of time τ [13].

fΨ (t;a,σ , t0,c,α,n) = aexp
(
−h2 (t/tp)

)
(5-18)

In Eq. (5-19), s, a2 and b are parameters that are eliminated as h and the first derivative of h is
continuous [13]. The fitting parameters of the waveform are shown in Figure 5-3, where

• α1 is the maximum power

• α2 is the leading edge duration

• α3 is the peak duration

• α4 is the contribution of antenna pattern to trailing edge

• α5 is the amplitude of the trailing edge

h(s) =



1
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(5-19)
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Chapter 6

Retracker Performance

The performance of a retracker is defined by its accuracy and precision. Figure 6-1 shows how these
characteristics are specified. While accuracy determines the discrepancy between the mean of the
conducted measurements and its reference value (e.g. from tide gauge data), precision is defined by
the width of the distribution of the measurements and is therefore also called reproducibility [47].
Consequently, the accuracy is the difference in mean from observations and reference data, while
precision is based on the standard deviation of the measurements. It becomes apparent that computing
the accuracy of retrackers is more challenging due to the limited continuous in-situ data in the Arctic
region. Tide gauges are predominantly present in the coastal area and only few gauges can be observed
away from the coast.

Both the precision and the accuracy will be assessed based on the behavior of the sea level anomaly
(SLA). The sea level anomaly is used for performance analysis as the sea surface height and signal
corrections have been subtracted from the returned signal. Thus, the dominating bias that is left when
comparing two sea level anomaly values is the retracker bias. Eq. (6-1) shows the computation of the
sea level anomaly. Here, H is altitude of the spacecraft with respect to the reference ellipsoid, Rcor

describes the range corrected for geophysical and range discrepancies. MSS represents the mean sea
surface.

Figure 6-1: The definition of accuracy and precision that will be used to analyse and evaluate the
retracker performance [48].
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SLA = H−Rcor−MSS (6-1)

Within this chapter, the precision and accuracy of the retrackers described in Chapter 5 is discussed.
First the precision performance is discussed in Section 6-1 followed by an accuracy analysis with re-
spect to tide gauge and Envisat data. Finally, the optimal retracker is presented based on the precision
and accuracy performance.

6-1 Precision

The precision performance is determined based on the mean standard deviation per month. For this
purpose, the 1 Hz sea level anomaly is computed by selecting the level 1b 20 Hz data over a one
second interval. The variations in the selected 20 Hz data points over a one second interval represents
the standard deviation, σSLA. By computing the mean of the standard deviation over the test region
and the desired time period, the mean standard deviation is determined. Figure 6-2 shows the mean
standard deviation for the months of 2011 for the individual waveform classes ocean, leads, sea ice
and unclassified.

Considering the ocean waveforms, a higher precision, thus lower standard deviation, is observed for
all retrackers in summer (June to September), compared to winter (November to April). The behavior
of all retrackers show a direct relation with the percentage of ocean waveforms as shown in Figure 4-
7. Thus, the precision is higher in the summer months, where the number of ocean waveforms is
significantly higher than for the remaining months. The physical retracker SAMOSA has the highest
precision performance for ocean waveforms for all month except April. In April the Primary Peak
Center of Gravity (COG) retracker outperforms SAMOSA. When comparing the two primary peak
retrackers, it can be observed that the COG outperforms the threshold retracker in all month for ocean.
However, it should be noted that for all waveform classes, the two retrackers behave very similar with
only small deviations. The least precise retracker for ocean waveform is the ESA retracker that follows
the shape of the other retrackers, however, at an offset.

For the irregular waveforms of sea ice and leads, the empirical primary peak retrackers have the most
precise performance. SAMOSA performs the worst for leads, however, it should be noted that the
standard deviation values are significantly lower (2 - 4.3 cm) compared to the ocean waveforms (4 -
16 cm). Furthermore, the shapes of the lead waveforms are similar for all retrackers, though given at
an offset.

The precision performance of sea ice indicates that in summer months, SAMOSA is the best retracker
and that additionally, the ESA retracker also performs significantly better in that time frame. However,
this result is strongly dependent on the number of observations in these months. Due to the high
seasonality, very few ice observations are present in the test region from June to October. Therefore,
fewer observations are used to compute the variation in the 1 Hz data, resulting in less volatility in
the data. August represents the data misalignment for the entire summer months, as there are 62
SAMOSA, 8 ESA, 163 and 196 COG and threshold, respectively 1 Hz standard deviation data points.

Consulting Figure 4-7, January to May have a high sea ice content. Cross referencing this with the
precision of the retrackers, the primary peak retrackers significantly outperform SAMOSA and ESA
retracker, showing their ability to cope with irregular waveforms. It should be noted that the mean
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Figure 6-2: Precision performance of the primary peak center of gravity and threshold retracker,
SAMOSA and ESA retracker for four different waveform classes: ocean, leads, seaice and unclassi-
fied. The precision is determined on a monthly basis for 2011 based on its standard deviation. Note
the different scales of the vertical axis.

standard deviation range, is the highest compared to all other waveform classes. This is due to the
complex waveform shape of sea ice which cannot be represented by the algorithms of the retrackers.

Finally, the unclassified waveforms show a similar behavior of all retrackers with a comparable value
range to the ocean waveforms. It is difficult to draw any conclusions from this plot, as the data shown
could be close to lead, ocean or sea ice, meaning that the precision is significantly varying. However,
a seasonal trend can be observed that is related to the percentage of sea ice observations, thus high
standard deviation in winter months and low standard deviation in summer months. A reason for
this could be that waveforms were not classified as sea ice as they violated at least one constraint,
however, have very close behavior to classified sea ice. Furthermore, the sea ice observations has the
highest standard deviation and consequently the highest impact on the overall precision performance.
Generally, it can be concluded that the primary peak retrackers are able to cope best with unclassified,
irregular waveforms in terms of precision, while the physical SAMOSA retracker and the empirical
ESA retracker perform worse.

Figure 6-3 shows the precision for the months of 2011 for the waveform classes ocean, leads and sea
ice combined. Unclassified waveforms are not considered as their performance is unpredictable for
the given research.

For all four retrackers, a clear seasonal tendency can be observed with a lower precision in the winter
months (January to May) and a higher precision in the summer months. The reason for this is the com-
position of waveform classes. In summer ocean waveforms are predominant, which are predictable
and well retrackable waveforms, while in winter mainly sea ice observations are present, resulting in
irregular waveform shapes. As has been shown before, SAMOSA is not able to precisely retrack sea
ice data, which is presented by a worse performance in the winter months. From August to October
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Figure 6-3: Precision performance of the primary peak center of gravity and threshold retracker,
SAMOSA and ESA retracker. The precision is determined on a monthly basis for 2011 based on its
standard deviation.

SAMOSA is overall the best retracker in terms of precision which agrees with its good performance
for ocean waveforms.

The primary peak retrackers outperform the other two retrackers for most parts of the year. While in
the winter month the threshold retracker performs better, which is representative for its good sea ice
precision as shown in Figure 6-2, COG has a higher precision in the summer month as a consequence
of its good open ocean retracking.

In general, the precision performance plot underlines the expected behavior. The primary peak re-
tracker are able to cope best with irregular data, as its empirical approach only focuses on a sub-
waveform on the primary peak (see Figure 5-2) and therefore does not take noise outside of the
primary peak into consideration. In particular irregular waveforms have a significant amount of noise
in the waveform due to smaller peaks form off nadir ice observations.

The ESA retracker provides a poor precision performance over the entire year, in particularly in winter.
While the ESA retracker is also an empirical retracker, it was found that it performs significantly worse
than the other retrackers. The reason for this lies in the design of the retracker, as it fits an exponential
function to the entire waveform (see Section 5-3). While the trailing edge is also described by an
additional exponential function, the ability of this retracker to cope with multiple peaks or noise in
one waveform as is the case for sea ice observations is limited.

SAMOSA is the only physical retracker analyzed in this research. Similarly to the ESA retracker,
SAMOSA also retracks the full waveform, however, it includes geophysical parameters in the com-
putation of the retracking point (see Section 5-2). By taking into consideration the surface properties
of the retracked surface. While this approach is in particular over open ocean effective, it is not able
to deal with irregular waveforms that are affected by noise.
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6-2 Accuracy

In order to assess the accuracy performance, benchmark data needs to be available. However, due
to the high latitudes of the test region only little reference data from in-situ observations or other
altimeters is accessible. In this section, in-situ data provided by tide gauges will be analyzed and their
limitations in this research is assessed. Further, altimetry data provided by ESA’s Envisat satellite is
used to compute crossovers with CryoSat-2.

6-2-1 Tide Gauge Data

Tide gauges are used to provide a long term sea level measurement at a given location. As tide gauges
are located in coastal areas, the sea level is measured with respect to the local land as a reference [49].
However, the tide gauge measurements need to be placed in an absolute reference to compensate for
sea and land motion as will be explained in this section.

For the given test region, three tide gauges are available that contain measurements for 2011. All of
the tide gauges are located in the Russian Federation: Vise, Izvestia Tsik and Stelegova. Figure 6-4
shows the location of the tide gauges with respect to the test region that is used in this research.

The tide gauge data is provided by Permanent Service for Mean Sea Level (PSMSL) and is given in
a revised local reference frame (RLR) that varies for each tide gauge location. Here, the mean of the
first year sea level observations is set as a reference above an arbitrary benchmark of about 7 m [50].
For Vise that is the mean sea level in 1954, for Izvestia Tsik (ITO) and Sterlegova the mean sea level
in 1953 and 1950, respectively, are used. Consequently, the measurements obtained at a given tide
gauge is a relative measurement with respect to this benchmark. The offset of the zero mean sea level
in the first year and the benchmark varies from tide gauge to tide gauge, but is always around 7 m
[50].

The tide gauge data retrieved from PSMSL provides the monthly mean sea level, which is based on
daily observations in a four hour interval [50].

Figure 6-4: The test region and the tide gauge locations.
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Figure 6-5: The tide gauge system geometry over time. MSL53 shows the local reference to which
the tide gauge observations are measured. It is based on the Mean Sea Level of 1953 in this case. The
tide gauge returns the height of the sea surface with respect to the RLR, hSSH_RLR_cor. The mean sea
surface with respect to the TOPEX/Poseidon reference ellipsoid is represented by hMSS_DTU . Finally,
ζ is the height between mean sea surface DTU13 and the RLR, MSL53, used to compute the sea
surface height in a global reference frame, hSSH_re.

In order to compare the local tide gauge measurements with altimetry data, the tide gauge observations
need to be adjusted to the land motion and sea level rise since the year of its first observation. This
adjusted sea level is then related to the reference ellipsoid of the satellite. Figure 6-5 shows the
geometry of the adjustments used to obtain tide gauge data with respect to the same absolute reference
as CryoSat-2.

The sea surface height at a tide gauge location given with respect to the reference ellipsoid of TOPEX/-
Poseidon, hSSH_re, can be expressed as a function of the local tide gauge measurements. Eq. (6-
2) shows this relation, where hMSS_DTU is the mean sea surface (MSS) DTU13 with respect to the
TOPEX/Poseidon reference ellipsoid and hSSH_RLR_cor(t) is the local sea level measurement of the
tide gauge over time corrected for Glacial Isostatic Adjustment (GIA) as well as the inverse baromet-
ric effect. Finally, ξ is the difference between the sea level mean of the tide gauge measurements
during the years taken into account in the DTU13 MSS model with respect to RLR.

hSSH_re = hSSH_RLR_cor(t)+hMSS_DTU −ξ (6-2)

Glacial Isostatic Adjustment is an effect caused by the reaction of the solid Earth to the redistribution
of ice and water, affecting the sea level as well as the gravity field [51]. This results in a vertical land
movement, influencing the sea level determination.

The correction for GIA and the inverse barometric effect since the reference year of a tide gauge has
been computed for different locations in [52]. Table 6-1 shows the corrections for the three tide gauges
that account for the time since the reference year.

DTU13 is a high resolution mean sea surface model that contains 20 years of altimetry data for a
period from 1993 - 2012 [53]. Therefore, the measurements at each tide gauge from 1993 - 2012 are
used to determine the mean over that period for a given location, ξ .

Based on the sea surface height with respect to the TOPEX/Poseidon reference ellipsoid, the SLA can
be computed as shown in Eq. (6-3). As can be seen, the mean sea surface component is discarded
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Table 6-1: The GIA and inverse barometric correction for the three tide gauges used in this research
[52].

Izvestia Tsik Vise Sterlegova
GIA [mm/year] 0.58 2.66 0.51
Inverse Barometric [mm/year] 0.30 0.29 0.55

when computing the SLA by combining Eq. (6-2) and Eq. (6-3). The difference in reference ellipsoid
between the CryoSat-2 data and the tide gauge data is also eliminated in Eq. (6-3), because DTU13 is
applied and therefore, the sea level anomaly is computed as the deviation to the mean sea surface.

SLA = hSSH_re−hMSS_DTU (6-3)

The accuracy performance of the four retrackers with respect to the tide gauge data during 2011 is
shown in Section 6-2-3.

A final remark concerns the location of the tide gauge data. The selected tide gauges are located
in coastal areas of islands, however, coastal regions are observed by CryoSat-2 in SARIn mode as
described in Section 2-2. Therefore, the location of the in-situ data is actually not included in the data
set as it is not observed in SAR mode. This limits the extend to which the accuracy is represented by
tide gauge observations.

6-2-2 Envisat Data

Another method to determine the accuracy of retrackers is by analyzing crossovers with other altimeter
missions. Within this research, ESA’s Envisat is used as a reference satellite. Given its polar orbit with
an inclination of 95.55◦, it reaches latitudes up to 84.45◦ and therefore provides sufficient crossover
opportunities with CryoSat-2. Envisat’s mission ended in April 2012 when contact was lost with the
satellite [54]. For the time period that is analyzed in this research, the year 2011, sufficient crossover
points are available to evaluate CryoSat’s accuracy.

In order to minimize the variation in SLA, the Envisat reference tracks are constrained to 15 days be-
fore and after the CryoSat track occurs. The Envisat data is retrieved from Radar Altimeter Database
System (RADS) [55]. Since the crossover data by Envisat does not necessarily coincide with a mea-
surement of CryoSat, the Envisat data is interpolated to provide data at a given location.

RADS provides the data with respect to the TOPEX/Poseidon reference ellipsoid, while CryoSat-
2 uses WGS84 (World Geodetic System) as a reference ellipsoid [6]. The difference in reference
ellipsoid is caused by different radii and flattening coefficients used. The reference ellipsoid offset is
latitude dependent and is about 70 cm [7]. Therefore, the Envisat data is corrected for this offset. For
more information on how the correction is applied, the reader is directed to Appendix A.

Another aspect that is considered in the crossover analysis is the resolution. The Envisat data is
based on a 1 Hz resolution, while the CryoSat-2 data used in this research has 20 Hz resolution.
In order to create 1 Hz CryoSat-2 observations, the SLA is averaged over a 1 second interval. It
does not necessarily mean that 20 observations are used to compute the 1 Hz value, as the number
of observations in one second can differ depending on previous filtering. By comparing 1 Hz data,
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Figure 6-6: Footprint of the two tracks (blue) and the tide gauge locations (red). Left: Track on July
1, 2011. Right: Track on November 3, 2011.

similar resolutions are achieved as both satellites orbit at similar altitudes (CryoSat-2: 717 km [6],
Envisat: 782 km [56]).

The accuracy is assessed based on two tracks to account for the different seasonal conditions: one in
July and one in November. The footprint of the tracks is indicated in Figure 6-6.

The sea level anomaly of four retrackers using CryoSat-2 data and the Envisat crossover data is shown
in Figure 6-7. For the sake of completeness the monthly average of tide gauge data of Sterlegova
(latitude: 75.42◦N), Izvestia Tsik (latitude: 75.95◦N) and Vise (latitude: 79.5◦N) is indicated. The
observed data points belong to the ocean waveform class. The SLA of the primary peak retrackers as
well as some SAMOSA observations are very close together, while the ESA retracker is at an offset.
Based on the Envisat data, the ESA retracker performs best, though still with an offset of about 40
cm.

The right plot of Figure 6-7 shows the difference in time between the CryoSat-2 and Envisat obser-
vation. With a difference of up to 14 days, a significant deviation in SLA might be the consequence.
However, it seems that the Envisat SLA is set around 80 cm independent of It is difficult to draw a
conclusion on the accuracy behavior of the different retrackers based on Envisat data for this track.

Additionally, no clear accuracy determination can be concluded from the tide gauge data, as they
are located in between the primary peak retrackers and SAMOSA. Furthermore, the tide gauge data
plotted in the figure is the monthly mean for July, thus, it does not necessarily correspond to one
temporal observation of an altimeter.

The second crossover analysis is shown Figure 6-8 and leads to similar results as the July track. En-
visat’s SLA values are at an offset with respect to the retrackers used for the CryoSat-2 data. However,
the general behavior of the data over time is the same for both CryoSat-2 and Envisat data. It should
be noted though that the difference in crossover time is larger compared to the previous track, while
the difference in SLA remains similar.

All three tide gauge data behave similarly to the July track and their behavior will be discussed in
more detail in Section 6-2-3.

The two crossovers tracks with Envisat show that it is difficult to assess the accuracy of the four
retrackers. In particularly, the time difference between the CryoSat-2 track and the crossover points of
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Figure 6-7: Track analysis 01/07/2011. Left: The sea level anomaly as a function of latitude of four
retrackers using CryoSat-2 data (PP COG, PP Threshold, SAMOSA and ESA retrackers) and Envisat
data. Right: Time difference between CryoSat-2 measurements and Envisat crossover data points.
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Figure 6-8: Track analysis 03/11/2011. Left: The sea level anomaly as a function of latitude of four
retrackers using CryoSat-2 data (PP COG, PP Threshold, SAMOSA and ESA retrackers) and Envisat
data. Right: Time difference between CryoSat-2 measurements and Envisat crossover data points.
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Envisat of up to 15 days, has an influence on the representative means of this accuracy determination.
Besides the time constraint of the data also other aspects play a role in the evaluation of Envisat data
for accuracy determination as will be discussed in the following.

Eq. (3-2) showed which corrections are applied to the observed range in order to obtain the corrected
range. It becomes apparent that the correction models and reference ellipsoid applied are the same for
the two missions. Therefore, the origin of a potential bias in the crossover analysis is elsewhere. One
uncertainty that remains, however, is the range bias in radial direction for CryoSat-2. Envisat’s data
taken from [55] is corrected for this range bias.

The range bias represents the behavior of the satellite with respect to a reference level. [55] sets this
reference to be TOPEX/Poseidon. While the correction for Envisat is well examined, the offset for
CryoSat-2 SAR data is less known. [57] assesses the radial bias of CryoSat-2 with respect to Jason-2
based on the level-2 product (thus, the ESA retracker is used) using multiple crossover analysis. A
spatial deviation in the range bias based on SAR is found, resulting in a SAR mean offset of 1.2 m
with a precision of 15 cm according to [57]. However, this result needs to be considered carefully, as
a radial offset (67.3 cm) and a time tag bias (0.5195 µs) in Baseline B [28] was not implemented in
[57], however, it is taken into consideration within the data processing of this research. Therefore, the
previously determined range bias is not applicable to the CryoSat-2 retracked data discussed here.

The reference offset provided in RADS has a magnitude of 2.6 cm [55], deviating significantly from
the results provided by [57]. However, the reference offset in RADS is only based on LRM. It was
shown in [57] that the radial range bias is significantly higher for SAR compared to LRM.

Within this research, the range bias provided by RADS is used. However, this value might be smaller
as it is based on LRM data. A deviation from the used reference offset and the SAR reference offset
can have a significant impact on the accuracy evaluation of retrackers. Consequently, it becomes
apparent that more research in this range bias for SAR needs to be investigated in more detail, as it
has an non negligible impact on the accuracy determination using crossover analysis.

The crossover analysis done using Envisat provides an impression of the general accuracy perfor-
mance of retrackers, but fails to deliver more detailed results on which retracker does perform best.
Therefore, the results presented in this section need to be considered carefully with respect to accuracy
determination.

6-2-3 Results

As previously mentioned, the accuracy performance evaluation brings challenges along due to the
scarce in-situ observations. The crossover analysis with Envisat showed that uncertainties remained
in the accuracy performance. Therefore, the monthly mean of tide gauges is used to determine the
retrackers’ accuracy.

The mean sea level anomaly for the different waveform classes are shown in Figure 6-9. While
the tide gauges are representative of ocean observations in coastal areas, it is difficult to find data
that computes the accuracy for leads, sea ice or even unclassified waveforms. Therefore, only open
ocean data is compared to the local observations of tide gauges. As the CryoSat-2 SLA values for the
different retrackers are averaged over time (one month) and space (the test region), the temporal and
spatial variability is minimized.

Figure 6-9 shows the mean sea level anomaly for three tide gauges in the ocean waveform. The tide
gauge data differs per station, which is a result of the large distance between the tide gauges as was
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Figure 6-9: The SLA of different waveforms classes using the four retrackers for 2011. Top left:
Ocean waveforms. The four CryoSat-2 retrackers are indicated by the solid lines. The tide gauge data
of the three locations is shown in the dotted lines. Top right: Lead waveforms. Bottom left: Sea ice
waveforms. Bottom right: Unclassified waveforms.

shown earlier. However, a similar seasonal tendency of all three gauges is visible which corresponds
to the primary peak tendency.

For ocean observations, both primary peak retrackers as well as the SAMOSA retracker follow the
same shape over the entire year at an offset. In the winter months, the sea level anomaly is higher
for those retrackers than for the summer months. To further analyze the open ocean behavior of the
retrackers with respect to the tide gauges, the difference between each retracker and the three tide
gauges is computed. The mean of this difference is then shown in Figure 6-10. For a majority of the
month, the SAMOSA retracker has the highest accuracy with respect to the mean difference of tide
gauges. However, from October to December the primary peak retrackers outperform SAMOSA.

The seasonality that was discussed in Section 4-5, is visible for ocean observations, as for example in
March and October until November, the performance of SAMOSA is worse compared to the primary
peak Center of Gravity retracker (PP COG) as shown in Figure 6-10 with respect to the PP COG re-
tracker. In all other months, SAMOSA behaves as the most accurate retracker for ocean observations.

Considering the leads track, all the empirical retracker are at a significant offset with respect to the
physical SAMOSA retracker for all month. No clear explanation for this occurrence can be found,
however, the cause is likely in the surface parameters of leads in the waveform. Furthermore, the range
of SLA values is significantly smaller than for ocean. As there is no in-situ data for leads available,
it is difficult to agree on which retracker performs the best and what effect a full analytic solution as
implemented in SAMOSA on the waveform has.

The sea ice and unclassified data show that SAMOSA and the primary peak retrackers perform simi-
larly with a given offset. The ESA retracker, however, returns SLA data that is at a significant distance
with respect to the remaining retrackers. Furthermore, it should be noted that the threshold retracker,
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Figure 6-10: Difference in SLA computed over open ocean to the tide gauge data for the year
2011. The blue line shows PP COG, red represents the PP threshold, the black dotted line indicates
SAMOSA and the ESA retracker is given in yellow.
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Figure 6-11: Mean sea level anomaly for the four retrackers (solid lines) and the three tide gauges
(dotted lines) on a monthly basis for 2011. The waveform included in this plot are open ocean, leads
and sea ice.

generally results in a slightly higher sea level anomaly value for all waveform classes compared to the
primary peak COG retracker.

Ocean, leads and sea ice waveforms for the primary peak retrackers and SAMOSA follow the same
shape throughout 2011 with respect to another, indicating that a bias remains within this data.

When combining, the ocean, leads and sea ice waveforms, the mean SLA per month is shown in
Figure 6-11. For the sake of completeness, the tide gauge data are also indicated by the dotted lines.
Generally, SAMOSA and ESA retracker show the same seasonal tendency that differs to the one of the
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primary peak retrackers. While SAMOSA and the primary peak retracker range in similar values as
the tide gauge data, the ESA retracker differs significantly, showing that it performs the least accurate
over the entire region.

The use of tide gauge data brings along some challenges. As the tide gauges are located in the coastal
area in the SARIn mode mask and not over open ocean, they do not necessarily represent the absolute
truth. Tide gauges represent the SLA at a spatial point over one month, which is compared to the mean
of varying temporal and spatial observations of CryoSat-2.

Due to its high seasonality in the Arctic as was discussed in Section 4-5, the SLA differs significantly
over the test region, meaning that the conditions at another point in the test region might be deviating
to the ones shown by the tide gauge.

When analyzing Figure 6-9 to Figure 6-11, one element that is left in the tide gauge and retracker
SLA data is the annual signal. The annual signal has a period, fANN , of one year and has a changing
magnitude within this year which affects the sea level anomaly. The annual signal, hANN , is computed
using Eq. (6-4), with AANN and φANN representing the amplitude and phase of the signal respectively.

hANN = AANN cos(2π fANNt−ϕANN) (6-4)

Significant spatial variation in the magnitude is present in the annual signal. Figure 6-12 shows the
amplitude and phase over the test region based on Denmarks Tekniske Universitet (DTU)13 annual
tide model which has a resolution of 1◦ x 1◦ [53]. A clear spatial deviation in both amplitude and phase
can be observed that affects the representative meaning of tide gauges for the test region. Throughout
the test region over a period of one year, the difference in annual signal varies from a minimum of 2.9
cm to a maximum of 9 cm.

Therefore, computing the accuracy of retrackers based on tide gauge data lead to a remaining uncer-
tainty. As was observed in Figure 6-9, the tide gauge data is positioned in between the primary peak

Figure 6-12: The annual signal in the test region based on DTU13 1◦x1◦ resolution [36]. Left: The
amplitude of the annual signal. Right: The phase of the annual signal.
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retrackers and SAMOSA. However, with an offset of up to 9 cm, the retracker selection for ocean can
be affected.

It can be concluded that a decision on accuracy needs to be considered carefully due to large remaining
uncertainties. First of all, the radial bias in the CryoSat-2 data needs to be determined in more detail for
SAR observations making a crossover analysis with other radar altimeters at this moment unreliable.
Furthermore, tide gauge data provides significant spatial limitations for this research.

6-3 Optimal Retracker Selection

The optimal retracker is selected by combining the results of the precision and accuracy performance
per waveform class and month. For ocean waveforms, the decisive factor was the accuracy behavior of
the sea level anomaly, while for leads and sea ice waveforms, precision was dominating. The reason
for this different evaluation of retrackers was the lack of accuracy reference data for leads and sea ice.

As was shown before, the sea ice precision performance for SAMOSA was very high during summer
months, due to the lower number of observations. In order to avoid a false assignment of a retracker,
the number of observations are taken into consideration during the selection as well. As was shown
for sea ice data in summer months, only few SAMOSA and ESA retracker observations exist, due to
the strong a priori filter requirements. Consequently, the threshold retracker was selected for sea ice
as it performs best by including the largest data set (during July to September). Table 6-2 provides an
overview of the selected retrackers that will be used in the following to implement a retracker system
with an appropriate bias removal strategy.

It should be noted that there is no clear seasonal dependency per waveform class in the best retracker
selection for leads and sea ice. The ocean waveform classes are best retracked for the majority of
the months using SAMOSA, however, in the winter months (October to December), the primary peak
retracker outperform SAMOSA.

A retracker whose performance was not discussed in this chapter is SAMOSA2. As was explained
in Section 5-2, SAMOSA2 includes more terms of the Bessel function in its analytic solution. It was

Table 6-2: Selected retracker per month per waveform class. The ocean retrackers are selected based
on accuracy, while leads and sea ice waveforms are chosen based on precision performance.

Ocean Leads Sea Ice
January SAMOSA COG Threshold
February SAMOSA Threshold Threshold
March COG COG Threshold
April SAMOSA COG Threshold
May SAMOSA COG Threshold
June SAMOSA COG COG
July COG COG Threshold
August SAMOSA COG Threshold
September SAMOSA COG Threshold
October COG COG COG
November COG COG Threshold
December Threshold COG Threshold
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Figure 6-13: The difference in SLA between SAMOSA2 and SAMOSA3. The ocean observations of
SAMOSA3 are blue dots, leads are red squares and sea ice is shown by black triangles.

decided to use SAMOSA3 instead of SAMOSA2, due to its lower computation time. Nevertheless, a
comparison with respect to its accuracy and precision was made. Figure 6-13 shows the difference in
terms of SLA for one track in the beginning of November (03/11/2011). For ocean waveforms (blue),
the difference between the two retrackers is small and does not exceed 5 cm. However, the difference
for leads and sea ice (red and black respectively) results in a larger spread of up to 14 cm. For ocean
observations, the change in SLA values has a small effect on accurady, when comparing it to the tide
gauge data (see Figure 6-8). The effect on accuracy performance is difficult to assess for leads and
sea ice, as validation data is scarce.

A similar observation was found for the precision performance of SAMOSA2. A small difference
concerning the ocean performance was found, while the difference for irregular waveforms was sig-
nificantly higher. However, the robust and fast computation of sea level anomaly for SAMOSA3 [58]
is the decisive advantage over SAMOSA2. For more information on the performance determination
of SAMOSA2, the reader is referred to Appendix B.
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Chapter 7

Retracker System

When developing a year round retracker system one major challenge is offset removal. The origin of
this bias lies in the algorithm since it is not able to cope with noise present in the retracked waveform.
As was described in Chapter 5, the working principle of the four retrackers assessed in this research
varies significantly from empirical to physical retrackers. Therefore, an offset in sea level anomaly is
expected to occur when a surface point is retracked by two different algorithms.

To remove this offset in the year-round retracker system, different bias removal strategies are devel-
oped and analyzed based on their accuracy and precision performance. Finally, a verification of the
developed bias removal strategies is executed.

7-1 Bias Removal Strategies

Two assumptions are used in the development of the bias removal strategy. For the first strategy, the
mean difference bias, it is assumed that the mean offset over open ocean is representative for the mean
lead and sea ice offset. The second strategy, assumes that for every waveform class a dependency on
significant wave height, SWH, can be created. In the following the two strategies and the implication
of these assumptions are explained and discussed in more detail.

7-1-1 Mean Difference Bias

The mean difference bias, here after only called mean bias, computes the difference in sea level
anomaly, SLA, of two different retrackers over open ocean per track. This mean difference is then
used to adjust other waveform classes (leads and sea ice) in the track. Open ocean waveforms are
used in this approach due to their predictable and regular waveform [59].

The mean bias method is a simplistic approach that corrects the retracker offset to certain extent. How-
ever, it does not take noise in irregular waveforms (caused by sea ice for example) into consideration,
which leads to a remaining bias between two retrackers.
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As was elaborated on in Section 6-3, the ESA retracker was discarded due to its poor accuracy and
precision performance. Since three different retrackers are used within the developed year round
retracking system for the Arctic, the mean differences are computed with respect to a selected base
retracker. Two retrackers are selected to serve as a base retracker: Primary peak COG retracker and
SAMOSA. The primary peak retracker is chosen as it is able to retrack all waveform classes while
providing a maximum number of data points. Furthermore, the waveform is not affected by noise in
the trailing edge, resulting in an estimation of solely the algorithm offset.

Secondly, SAMOSA is selected as a base retracker due to its good performance in ocean waveforms
and therefore good prediction capabilities of the systematic bias in the algorithm with respect to
another retracker.

When considering the mean offset for ocean and comparing it to leads and sea ice, it can be observed
that the sign of the ocean offset is not necessarily equal to the sign of leads or sea ice. In order to
avoid falsely adding an offset where it should be subtracted, attention is paid to adjusting the offset
such that the offset between two retrackers is reduced in any case.

7-1-2 SWH Dependency Bias

Literature showed that the offset between two retrackers for conventional altimetry is a function of
significant wave height, SWH [59] and was applied for the first time to SAR technology by [30].

Generally, the SWH dependent offset changes per track, meaning that there is no unique equation
describing all scenarios. Similar to the mean bias offset, the parameters of the offset equation need
to be determined per track for every waveform class. However, it should be noted that for sea ice
observations as well as leads, SWH dependency needs to be considered carefully, due to scarce data.

[30] showed that a linear relation of the offset as a function of SWH can be applied to remove the
combined offset as described by Eq. (7-1), where α and β represent coefficients that are computed
per track.

Offset = α +βSWH (7-1)

In this method a least squares approach is applied as shown in Eq. (7-2). Here, b represents the bias
between two retrackers and A is the design matrix providing the elements of the function that is used
to remove the bias. The coefficients of the parameters described in the design matrix are expressed
by x and the residuals are represented by ε . The aim is to find a solution to the least squares which
minimizes the normalized residuals, εT ε . Eq. (7-3) shows a solution for the best estimate of the
coefficients for a fully ranked matrix. The rank of a matrix indicates the size of a subset matrix that
is nonsingular [7]. Based on this solution, the residuals are then determined using (7-4). Data points
whose standard deviation of the residual is larger than 2.5 times the standard deviation of all residuals
are removed.

bbb = Axxx+εεε (7-2)

x̂̂x̂x =
(
AT A

)−1
ATbbb (7-3)
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Figure 7-1: The offset between PP COG and SAMOSA retracker for a track on November 3, 2011.
Ocean observations are indicated by blue dots, red squares show leads and sea ice is presented by
black triangles.

ε̂̂ε̂ε = yyy−Ax̂̂x̂x (7-4)

In order to find the optimum offset removal approach, the same two tracks in July and November are
considered that were discussed previously in Chapter 6.

The offset between the primary peak COG and SAMOSA is computed for each waveform class sep-
arately in order to account for their different behavior. No unclassified waveforms are taken into
account here as their behavior is unpredictable. Figure 7-1 shows that the offset of the three wave-
form classes are in two different ranges. Furthermore, it can be seen that ocean offsets between two
retrackers have a higher variability compared to lead offsets. A reason for this deviation could be that
leads are better retracked due to all their power being in the primary peak. Therefore, the waveforms
of leads are able to be well retracked by both empirical and physical retracker. Ocean waveforms on
the other hand have a more diffused waveform and therefore, the estimation of the retracking point
can differ significantly for the empirical and physical retrackers. This results consequently in a larger
spread of the offset values.

Different parameter combinations are analyzed in order to find the most efficient offset removal strat-
egy. Table 7-1 shows the normalized residuals for a number of different offset dependent removals for
open ocean. The same pattern is observed for other waveforms. However, for sea ice and leads ob-
servation, it was not possible to provide a result for functions that include the wind speed. This could
be due to the wind speed data provided by SAMOSA. Table 7-1 shows that an offset removal strategy
as a function of wind speed and backscatter coefficient provides the largest normalized residuals. The
reason for this is that the wind speed is a function of backscatter, meaning that only one independent
variable is used. Therefore, this strategy is discarded.

The data on SWH, backscatter, σ , and wind speed at an altitude of 10 m above the surface, u10, is
provided by SAMOSA [18]. However, strong filtering applies to this data which results in significantly
less data points of these parameters compared to the number of primary peak retrackers data points.
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Table 7-1: Normalized residuals for two different offsets for ocean waveforms for two tracks in the
beginning of July and the beginning of November. Offset 1 represents the difference between PP
COG and SAMOSA. Offset 2 is the bias between PP Threshold retracker and SAMOSA.

Ocean Offset 1 normalized residuals Offset 2 normalized residuals
03/11/11 01/07/11 03/11/2011 01/07/2011

f(SWH) 0.878 2.554 1.622 4.147
f(SWH,u10) 0.878 2.568 1.594 3.878
f(SWH,σ ) 0.878 2.575 1.596 3.919
f(SWH,u10,σ ) 0.877 2.510 1.575 3.902
f(u,σ ) 2.821 3.834 4.291 5.953
f(SWH,SWH2) 0.851 2.513 1.583 4.169
f(SWH,SWH2,SWH·u10) 0.851 2.542 1.600 3.922
f(SWH,SWH2,u10· SWH,
u2

10· SWH)
0.829 2.532 1.585 3.922

The SAMOSA data is preferred for the geophysical parameters over the ESA Level-2 data, as the
Level-2 data was very scarce and unreliable for the test region.

Generally, the offsets in July and November have a similar pattern. The last row of Table 7-1 indicates
the parameters that are used to compute the sea state bias based on the four parameter model (BM4).
This function together with the function of SWH and SWH2 perform the best as their normalized
residuals are very similar. It is expected that the sea state bias equation performs very well as it is
used over open ocean, however, for leads, no wind speed was determined, resulting in an insufficient
strategy. Thus, the bias removal strategy which is a parabolic function of both SWH and SWH2 is
selected in this research. This bias removal method outperforms the linear dependent SWH strategy
as discussed in other literature for both offsets in November and has only for the July track slightly
higher normalized residuals. Figure 7-2 shows the bias of SAMOSA and PP COG retrackers as a
function of SWH for the November track, as well as the selected bias equation. It can be observed that
the fitted offset equation fits the data well for ocean observations.

Using these results, the design matrix, A, of size n x 3, is determined as shown in Eq. (7-5). The n x 1
bias vector, b, is given by Eq. (7-6) and n represents the number of valid data points for a given track.
By inserting these equations back into Eq. (7-3), the least squares solution of the 3 x 1 coefficient
vector is determined. A least squares solution can only be obtained when m ≥ 3, which is the number
of columns of the design matrix, as it is otherwise rank deficient.

A =


SWH2

1 SWH1 1
SWH2

2 SWH2 1
...

...
...

SWH2
n SWHn 1

 (7-5)

b =


b1
b2
...

bn

 (7-6)
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Figure 7-2: Offset between PP COG and SAMOSA of the November track as a function of SWH
(blue). The bias removal is shown in black. It is a function of SWH and SWH2.

If the number of rows in the design matrix does not exceed the number of columns, thus m < 3, then
the minimum norm solution is used. Here, the design matrix has a rank lower than 3. The minimum
norm solution aims to minimize the sum of squares of the residuals [7]. The solution obtained using
this method is then expressed by Eq. (7-7).

x̂̂x̂x = AT (AT A
)−1

bbb (7-7)

7-1-3 Hybrid Model

One limitation of the SWH dependent model is the scarce data of significant wave height in the Arctic
region. Therefore, the performance of the bias removal strategy strongly depends on the availability
of the SWH. As has been mentioned before, significantly less data is available for leads and sea ice.
In order to improve the quality of the bias removal strategy two hybrid models of the two original
methods is developed.

The ocean offset can be well modeled using the SWH method as sufficient data points are available.
While for leads also SWH data is present, the sea ice waveforms have only very few data points.
Table 7-2 shows that this hybrid model uses the SWH model for ocean observation and the mean bias
removal strategy for leads and sea ice.

Table 7-2: An overview of the bias removal methods used in the hybrid model.

Ocean Leads Sea Ice
Hybrid Model SWH Mean bias Mean bias
Hybrid Model V2 SWH SWH Mean bias
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7-1-4 Hybrid Model V.2

The second hybrid model uses for ocean and leads offset determination the SWH model. The sea
ice offset is removed using the mean bias strategy as indicated in Table 7-2. Using this model it is
interesting to compare the number of SWH observations for leads, as this is the only change between
the two models. By considering the number of observations used to compute the model, the data set
is assessed. Both hybrid models will be implemented and tested for their performance.

7-2 Verification

The software for the two main bias removal strategies based on SWH bias and mean difference are
developed during this thesis. In order to prove the well functioning of this software, it is verified as
shown in Table 7-3. The expected output is equal to the actual output for all strategies.

Considering the mean difference method, two normally distributed random data sets of sea level
anomaly are created with the second one being at an arbitrarily selected offset to the first one. The
mean bias software computes the offset over 10,000 runs, the determined offset is then averaged to
find the deviation of the a priori selected offset and the computed bias. The result for an a priori set
bias of 10 cm is shown in Figure 7-3, the two values deviate of 0.07%. Thus, the mean bias software
is indeed well functioning.

The SWH bias removal strategy is verified using two different approaches. The first assumes that the
offset between the two sea level anomaly data sets that are created is constant. Thus, the SWH is zero,
resulting in a rank insufficient design matrix. During the second verification approach, a priori the
least squares coefficients are determined on which the two data set are based. Using the SWH bias
removal software, the coefficients of the least square are computed. It is expected that the computed
coefficients are then equal to the a priori set values. Both methods show that the designed software
behaves as expected.

Table 7-3: The verification procedure of the two developed software

Input Expected Output
Mean difference - Two data sets with a constant off-

set
- Computed offset through the
bias method is equal to input off-
set

- Compute offset parameter of the
two data sets

SWH bias - Two data sets with zero SWH, thus
constant offset

- Design Matrix is rank insuffi-
cient and has a rank of one

- Compute the design matrix of the
two data sets

- Two data set with offset deter-
mined by coefficient values

- Computed least squares coeffi-
cient are equal to a priori values

- Determine the offset coefficients
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Figure 7-3: Verification of the mean bias difference method. The black line shows the a priori set
offset in the two data sets. The blue line indicates per run the computed offset by the algorithm.

7-3 Results

Based on the selected retrackers per waveform class that were described in Section 6-3, the accuracy
and precision of this retracking system can be determined. In order to remove the bias caused by the
use of different retracking algorithms, the bias removal strategies of Section 7-1 are applied.

In the following section, first the processing of the combined retracker system is elaborated, then the
precision and accuracy of the retracker system is assessed. Finally, the effect of the bias removal
system is discussed.

7-3-1 Retracker System Processing

Due to the combination of differently retracked data, a filter is applied to the sea level anomaly, SLA,
in order to remove outliers. The reason to apply a filter is that for example when using the mean
bias removal strategy, the offset over open ocean is applied to the SLA of leads and sea ice. As the
offset over open ocean can be well determined due to the predictability of the waveform, it is simpler
and may vary in magnitude compared to the offsets of complex waveforms like leads and sea ice.
Therefore, random noise is introduced into the SLA for leads and sea ice.

Another reason to implement a filter is the error that remains after the SWH dependent offset removal
strategy is applied. The SWH dependent offset removal strategy aims to minimize the normalized
residuals of the least squares solution. To minimize the remaining error in the retracker system,
outliers in the sea level anomaly data are determined and accounted for using a filter.

The applied filter is a Hampel filter as explained in [60]. The Hampel filter uses a moving window
that is centered at one data point and includes 3 data points on each side of the center data point. The
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center data point is considered an outlier, if its value exceeds three times the standard deviation of the
moving window. In case the data point is marked as an outlier, it is replaced by the median value of
the window. This process is repeated for all sea level anomaly data in one track.

The along-track resolution of CryoSat’s 20 Hz data that is used in this research is 278 m [6]. A
Hampel filter with a moving window of in total seven measurements is applied (three on each side of
the center data point additional to the center data point). Thus, the along-track distance over which the
moving window stretches is in the ideal case 1.67 km (6·278m). If there are data points missing, due
to for example strong filtering, the along-track distance of the moving window of the filter is slightly
larger. As only small variations in the sea level anomaly over such a distance is expected, the size of
the moving window is sensible while not allowing a large remaining error in the data.

7-3-2 Precision

The precision of the retracker system is assessed using the 1 Hz standard deviation of the sea level
anomaly. Since the retracker system is a combination of selected retrackers based on their behavior for
different waveform classes, a bias is inserted in the data when combining them (the selected retrackers
are found in Table 6-2). The performance of the retracking system with the bias removal strategies
implemented provides an insight on the performance of the various strategies.

Standard Deviation

As a first step in the precision performance analysis, the standard deviation per month for ocean, leads
and sea ice is computed as shown in Figure 7-4. Besides the standard deviation of the retracking sys-
tem with five bias removal strategies, also the primary peak center of gravity (PP COG) and SAMOSA
retracker are shown as a reference.

Starting with the mean bias removal strategy that has SAMOSA as a base retracker (in the figure
indicated as Mean Bias SAMOSA, hereafter MBS), it performs better than the SAMOSA retracker
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Figure 7-4: Precision of the retracker system using different bias removal strategies. Left: The
standard deviation of the bias removal strategies as well as SAMOSA and PP COG are shown. Right:
A close-up of the standard deviation value for the different bias removal strategies.
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for all months except October. In October, all waveform classes are retracked using the PP Center of
Gravity (COG) retracker. One explanation for this behavior can be that the offset for ocean between
SAMOSA and PP COG is too scattered. Therefore, the mean difference over open ocean is not
representative of the difference for irregular waveforms such as leads and sea ice.

An extreme seasonal tendency can be observed for MBS, with lower standard deviations in the sum-
mer (June to September) compared to the winter months. This tendency is directly related to the
percentage of sea ice waveforms as indicated in Figure 4-7. The lower standard deviation in summer
is a consequence of the lower sea ice observations, thus the impact of adjusted sea ice waveforms is
smaller. Previously, it was shown that the mean sea ice offset is more volatile than the open ocean off-
set. By having fewer sea ice observations, less variability is left in the data as the remaining waveform
classes are well predicted and adjusted for.

Notable is also the dip in the standard deviation of MBS in February, resulting in a similar level as the
mean bias method using the PP COG (short MBC) retracker as a basis. The reason for this could be
that the mean ocean offset is less volatile due to the fewer ocean observations. Therefore, a better fit
of the sea ice and lead offset is created resulting in a significantly lower standard deviation.

The other bias removal strategies have a similar seasonal tendency as MBS, however less extreme.
The reason for this lies with the base retracker choice. Since most ocean waveforms are retracked
using SAMOSA, the ocean offset is well corrected in MBC. Furthermore, except February, all leads
are retracked using PP COG, meaning that no adjustment for this waveform class is necessary. The
sea ice waveform are retracked using either of the primary peak retrackers which behave very similar.
Thus, overall the offset with respect to the base retracker of PP COG is more predictable than for a
SAMOSA base retracker. Generally, MBC behaves significantly better over the entire year than the
original primary peak COG retracker and the MBS.

The second bias removal strategy is based on SWH and hereafter referred to as SWHB. It uses the PP
COG retracker as a base retracker, since this retracker has more data point observations compared to
SAMOSA.

Generally, the behavior of SWHB is similar to MBS, however, during March, November and Decem-
ber the lowest standard deviation is reached with SWHB. This is due to the number of points that are
retracked in these months. Figure 7-5 shows the ratio of data points used in the retracker system with
removed bias to the total number of data points of the base retracker in the track. In March, November
and December, fewer data is available as the SWHB only considers data points if there is a SWH data
available that is not smaller than -0.5 m. In March, November and December, open ocean is retracked
using either of the primary peak retrackers. However, there are significantly less tracks of Baseline
B SAMOSA data provided by GPOD [18] with respect to the number of tracks of the primary peak
retrackers. Due to the lower number of data points, the variability in these months is lower compared
to other months.

Both hybrid models behave very similar to each other with respect to precision. This is to be expected
since the leads waveform bias removal is the only difference in the strategies. In June, a month with a
high number of lead observations hybrid model V2 (hereafter HB2), has a slightly better precision than
hybrid model (hereafter HB1). Generally, both models differ not significantly from another in terms of
precision. However, when considering the number of data points, it is observed that in particularly in
December, the hybrid models include a lower number of points than MBC, while providing a similar
level of precision.
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Figure 7-5: The data point ratio computed for the standard deviation is shown for the five different
bias removal strategies. The ratio is computed as the number of observations used in the retracker
system over the number of points used in the base retracker.

Improvement Coefficient

In order to assess the change in precision of the retracker system, the improvement coefficient, IMP,
is introduced. Eq. (7-8) computes this parameter similarly to the description in [59]. The standard
deviation of the base retracker and the retracker system is given by σbase and σcomb, respectively.

IMP =
σbase−σcomb

σbase
·100% (7-8)

Figure 7-6 shows the improvement coefficient for the five bias removal strategies. MBS is the only im-
provement coefficient that is computed with respect to SAMOSA, the remaining bias removal strate-
gies use PP COG as a reference retracker. The negative value for MBS in October reflects the result
found in the standard deviation figure that the precision is lower for the retracker system compared to
the base retracker.

MBS has the smallest improvement compared to the remaining strategies. The reason why MBS
performs lowest for the large majority of the months is that irregular waveforms (leads and sea ice) are
not retracked using SAMOSA but one of the primary peak retrackers. The offset of sea ice and leads
contains more noise than the ocean offset which introduces another offset that cannot be compensated
by this strategy.

The IMP of MBS for February is significantly higher compared to other retrackers. As the data point
ratio (see Figure 7-5) is close to one, it leads to the reason that MBS is well modeled for the threshold
retracker and only small variations are present in the mean offset value of the different waveform
classes.

The improvement coefficient of SWHB shows a similar behavior as the standard deviation. The
highest improvement coefficient is reached in March, November and December by SWHB due to the
low number of observations in that period. Significantly less data points are taken into consideration in
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Figure 7-6: Improvement coefficient for the retracker system using five different bias removal strate-
gies.

those months due to the small number of SWH data provided by SAMOSA. This shows the limitations
of the SWH bias removal strategy for the high latitudes.

The retracker system using the Mean Bias COG removal, MBC, performs well throughout the entire
year while including a large number of data in the analysis. In months with high leads and sea ice
waveforms, MBC and both hybrid models, perform the best as they have a low standard deviation and
a high improvement coefficient while obtaining a high ratio of data points.

The hybrid models perform very close to another and to MBC. Table 7-4 shows the mean standard
deviation, mean improvement coefficient and the mean data point ratio for the year 2011 in the Kara
Sea. The lowest values are reached by SWHB, however, they are not representative due to the low
number of data points. The hybrid models as well as MBC perform in all categories very closely to-
gether. As the hybrid models have months where less than 80% of the data are included, the precision
of the retracker system using MBC is selected to perform best. A high data point ratio is selected as
a decisive criterion, as it provides a complete overview of the varying conditions that are measured in
the Arctic. If the data point ratio is low, this might affect the precision and accuracy behavior.

Table 7-4: The mean standard deviation an mean improvement coefficient per retracker system with
different bias removal method for 2011.

MBC MBS SWHB HB1 HB2
Mean σ [cm] 3.55 6.78 3.25 3.46 3.48
Mean IMP [%] 47.1 22.7 51.3 48.5 48.1
Mean Data point ratio [-] 0.948 0.915 0.894 0.922 0.923
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7-3-3 Accuracy

The accuracy of the retracker system is determined with respect to reference data. In this case tide
gauge data is used (for an explanation on the data handling of tide gauges, the reader is referred to
Section 6-2-1).

The left side of Figure 7-7 shows the sea level anomaly for the retracking system using different
bias removal system. The same seasonal tendency can be observed for all retrackers which have the
PP COG as a base retracker, while significant differences can be observed to the retracker system
using Mean Bias SAMOSA, MBS, for bias removal. In particularly in the winter months (August -
February) a significant deviation of MBS with respect to the Mean Bias COG, MBC, can be observed.
This is caused by the large number of leads and sea ice observations which are not well modeled by
the ocean offset of SAMOSA.

The large number of leads and sea ice observations that are retracked by the primary peak retrackers
result in an increase in data points in the MBS retracker system. Therefore, more data points are
implemented in the retracker system compared to the SAMOSA base retracker. Consequently, a data
point ratio of larger than one is reached in September and October as shown on the right in Figure 7-7.

Figure 7-7 indicates that MBS deviates further from the zero SLA throughout the year, due to the
higher volatility of irregular waveform offsets with respect to ocean offsets.

The remaining retracker systems behave very similar for the entire year with respect to their sea level
anomaly values. Comparing this to the data point ratio, it is seen that the significant wave height
bias, SWHB, provides the highest ratio for a majority of the months. Furthermore, the hybrid models
and MBC have similar data points ratio in all month except November and December which could
be caused by the lower number of available SWH data that is needed for the bias removal of ocean
waveforms. MBC provides a high ratio of data points throughout the year and is the only retracker
with a ratio of above 80% for the entire year of 2011.

When comparing the sea level anomaly to tide gauge data, all waveform classes are taken into con-
sideration as the overall performance is assessed. If only the ocean waveforms would be analyzed a
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Figure 7-7: The sea level anomaly performance for a retracking system based on different bias
removal strategies. Left: The sea level anomaly for 2011 is shown. Right: The data point ratio
is computed by taking the ratio of data points included in the retracking system over the total data
points of the base retracker.
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similar result as the one described in Section 6-2-1 is expected, as the accuracy of the overall retrack-
ing system has changed and not the one of the individual waveform classes.

By using all waveform classes, limitations in the meaning of accuracy analysis are reached, as in
particular in winter months (January to April), sea ice is the dominating waveform class. Tide gauge
observations are not representative for sea ice or leads waveforms.

The difference between each retracking system and the three tide gauges is computed. The mean
of this difference per month is then plotted in Figure 7-8. Both hybrid models and MBC have a
similar accuracy behavior over the entire year with only small deviations from another. The deviations
between the hybrid models are in particular in May and June visible. These are two months with a
high number of lead waveforms.

The accuracy of the combined retracker strongly depends on the base retracker choice as seen when
comparing the retracker systems using a MBS and MBC approach to another. A significant offset in
∆SLA can be observed between those retrackers, meaning that an offset is present in the retrackers.

MBC only slightly deviates from the ∆SLA of the pure PP COG retracker and outperform for most
months the accuracy of the pure SAMOSA retracker. However, it seems that in May, the accuracy with
respect to tide gauges has decreased using the hybrid models and MBC when comparing it to COG
retracker. The reason for this is that the ocean values are adjusted to fit the PP COG retracker which
performs less accurate in this waveform class. Therefore, the offset between retrackers is removed in
SLA, however, adjusted to a wrong reference.

This accuracy analysis should be considered carefully, as an accuracy assessment based on tide gauge
data is not fully representative. Here, sea level anomaly data of all retrackers over a test region are
compared with three points within the region. Thus, the same issues of annual signal, mode mask and
waveform differentiation that were described in Chapter 6 are applicable. Therefore, tide gauge data
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Figure 7-8: The difference in sea level anomaly of each retracking system with respect to the three
tide gauges is computed. The mean of this value is shown for the five bias removal strategies.
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cannot be seen as the absolute truth but rather gives a general indication of accuracy performance.

As it is generally difficult to find suitable in-situ observations at these high latitudes, a recommenda-
tion is to consider another test region that includes tide gauges that are in SAR mode. There are two
potential tide gauges that meet this requirements: Ny-Alesund in the coastal area of Svalbard and a
tide gauge on Novaya Zemlya. However, both tide gauges do not provide a good solution to the issue
as Ny-Alesund’s performance is insufficient and the tide gauge on Novaya Zemlya can only be used
during summer months [private communication, Ole B. Andersen 2016].

A crossover analysis as done previously, is not valuable for the accuracy assessment of the retracker
system as the crossover analysis provided insight into the performance of an individual waveform
class - ocean waveforms.

Based on the accuracy and the precision performance, MBC is selected as the optimal bias removal
strategy. In particular for the precision performance, MBC performs well by including a constantly
high number of data per month. Concerning its accuracy, it is difficult to determine how it behaves,
however, also here a high data ratio is included in the computation of the monthly sea level anomaly.

Figure 7-9 shows the mean standard deviation of the test region in February and June at the top and
bottom, respectively. These two month have been selected since February contains a high number of
sea ice observations, while having a low number of open ocean and June has a high number of leads
with low sea ice. Furthermore, in February, ocean waveforms are retracked using SAMOSA, while
sea ice and lead waveforms are retracked with the threshold retracker. Therefore, the effect of the bias
removal strategy becomes visible.

On the left side of Figure 7-9, the precision of the primary peak COG retracker is seen and on the
right side, the retracker system using the mean bias removal strategy. For both months, a significant
reduction in standard deviation and scattered low precision measurements can be observed throughout
the test region. In the west of Novaya Zemyla, a high volatility in standard deviation of PP COG is
present in February. According to Figure 4-6, the ice concentration varies significantly in this area,
resulting in more complex waveforms. Using the combined retracker with a MBC removal method,
there is no clear surface dependent pattern left in the data, as the precision was improved throughout
the test region. Furthermore, the reduction of data points in the retracker system becomes apparent.

The dependency of the retracker performance based on the surface type becomes apparent in June. For
both the PP COG and the retracker system, a slightly higher standard deviation can be observed around
Novaya Zemyla. North of this region, at around 78◦ latitude a ring of lower standard deviation is
observed followed by high standard deviations at northern latitudes. The area around Novaya Zemyla
is surrounded by open water, while at higher latitudes the sea ice concentration increases (see Figure 4-
6). This relation between the surface type and the precision performance is coherent with the findings
in Section 6-1, where it was shown that leads have the highest precision performance compared to
open ocean and sea ice. The slightly higher standard deviation remains around Novaya Zemyla for
June 2011 also in the retracker system.

In conclusion, the increase in precision performance is the decisive factor for the selection of a bias
removal strategy for the Arctic retracker system. Nevertheless, more research into the performance
of accuracy needs to be done. However, currently there is no clear solution available for this problem
given the extreme conditions in the Arctic.
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Figure 7-9: The mean standard deviation over the test region for February (top) and June (bottom)
2011. Left: The primary peak COG retracker is used. Right: The retracker system using a mean bias
removal approach with COG as a base retracker.
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Chapter 8

Conclusions and Recommendations

As the research focuses on a new approach of a year round retracking system in the Arctic, conclusions
and recommendations are presented in order to further improve the implementation of this research.

8-1 Conclusions

The launch of CryoSat-2 in 2010 led to a significant advancement in the field of satellite altimetry.
With an on-board Synthetic Aperture Radar (SAR) altimeter and its polar orbit, CryoSat-2 is able
to perform frequent, high resolution measurements of the Arctic region. The performance of SAR
altimeter varies for different surface types such as water or sea ice.

Given the high seasonality in the Arctic, which leads to a constant change in ocean, ice and sea
ice present, it is essential to have a year round retracking system in order to avoid a decrease in
measurement performance. The purpose of this Master thesis is as following:

The objective of this research is to improve SAR waveform retracking in the Arctic region
by analyzing different retrackers on their performance in varying (Arctic) conditions and
combine the positive behavior into one retracker system.

In order to develop a year round retracking system, first the waveforms received by the altimeter need
to be classified given their surface terrain. Based on their statistical behavior and number of peaks,
waveforms are classified into open ocean, sea ice and leads observations. Leads are waveforms caused
by measuring large fractures in sea ice. This results in the presence of water in these up to hundred
meter wide and kilometers long cracks.

The waveform classification showed a high seasonality caused by the changing numbers of ocean,
leads and sea ice waveforms in a selected test region throughout 2011. From January until April, sea
ice is the dominant waveform class, while leads have the highest presence in May to June. Finally, the
number of ocean observations is the largest for the rest of the year.
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The second part of this research focuses on the retracker performance analysis. In total four retrackers
are analyzed, the three empirically based primary peak threshold, primary peak Center of Gravity
(COG) retracker and ESA retracker and the physical SAMOSA retracker. While empirical retrackers
determine the retracking location based on statistics, the physical retracker takes surface properties
into considerations.

The performance of the retrackers is assessed based on their accuracy and their precision per waveform
class as discussed in Chapter 6. The accuracy is assessed by an Envisat crossover analysis and three
tide gauges in the test region. However, due to uncertainties in the CryoSat’s radial offset the value of
the crossover analysis is limited. Furthermore, the tide gauges represent one spatial observation in a
coastal area and are compared to an entire test region limiting the meaning of the in-situ observations
significantly. The reference data is used for a comparison with ocean waveforms, however, accuracy
reference data for sea ice or leads is not available.

SAMOSA has a high precision and accuracy performance for ocean waveforms, as its physical fully
analytic waveform function can provide a good fit for the predictable ocean waveforms. However, for
irregular waveforms, like leads and sea ice, the primary peak retrackers have the highest precision.
Since the primary peak retrackers only analyze the peak with the maximum power, they are less
prone to noise or multiple smaller peaks compared to full waveform fitting retrackers (like SAMOSA
or ESA). The ESA retracker has the lowest precision and accuracy performance for all waveform
classes.

A year round retracker system for the Arctic is selected based on the best performance with respect to
accuracy and precision for ocean waveforms and precision for leads and sea ice. Precision is the defin-
ing parameters for irregular waveforms as there is no reference data available for these waveforms,
resulting in no accuracy determination.

To minimize the offset of the year round retracker sytem, five different bias removal strategies are
evaluated. The first method is the mean bias method, which computes the offset of two retrackers
per track over open ocean as the waveform behavior is predictable. This offset is then consequently
applied to other waveform classes as a constant. The second method uses a parabolic dependency of
the offset on significant wave height, SWH, per waveform class. Two strategies are assessed using
the mean bias method with once the primary peak COG retracker as a basis and once SAMOSA.
The third strategy uses the significant wave height dependency with primary peak COG as a base
retracker. Finally, two hybrid models are applied. The first one corrects the bias of open ocean using
SWH dependency and for leads and sea ice the mean bias method. The second hybrid model applies
the SWH bias removal to open ocean and leads, while the offset in sea ice is removed by the mean
bias approach.

Due to scarce observations of SWH for leads and sea ice, the third strategy proved to include an
insufficient number of observations. The SAMOSA based mean bias method, also excluded a large
number of data points, as strong prefiltering applied, leaving less data compared to the primary peak
retrackers.

Based on precision as well as data set size, it was determined that the year round retracker system
using a primary peak COG base mean bias approach performs best with a mean standard deviation of
3.55 cm and a mean improvement with respect to the primary peak COG retracked sea level anomaly
of 47.1%.

Ann-Theres Schulz Master of Science Thesis



8-2 Recommendations 69

8-2 Recommendations

This research paved the road to the development of a year round retracking system while analyz-
ing the surface characteristics of the Arctic. In order to further develop this retracker system, some
recommendations are discussed in the following.

Baseline C

The quality of the sea level anomaly, strongly depends on the quality of the range measurement and
applied corrections. In this research, ESA’s Baseline B data was used while compensating for the
known time tag bias and range offset. To further improve the quality of the observations, it is rec-
ommended to implement Baseline C data in the retracker system as it reduces the uncertainties in the
sea level anomaly. The Baseline C product includes a more precise orbit model and improved attitude
information by implementing the known biases in roll and pitch angles [28]. During this research, the
backwards processing of the data to get Baseline C was not yet available for the year 2011.

Accuracy Evaluation

One significant limitations of this research is the evaluation of retracking accuracy. In order to improve
the accuracy determination, a test region should be selected around Svalbard or Novaya Zemlya.
Nevertheless, the issue of comparing one spatial observation with an entire test region remains. Thus,
these tide gauge data provide a good insight into the accuracy of the data, however, they should not
be used as absolute reference.

Another method to determine the accuracy is using HY-2 data. HY-2A (HaiYang-2A) is an altimeter
satellite launched by the China National Space Administration (CNSA) focusing on ocean applica-
tion. It was launched in August 2011 and has a comparable performance as Jason-2 [61]. With an
inclination of 99.3◦ [62], latitudes of up to 80.7◦ are reached, providing crossover opportunities in the
Arctic.

AVISO+ provides access to the data using their ftp server. However, the data provided by AVISO+
does not cover the year 2011, but only starts in April 2014. To improve both the retracker accuracy
and the reference accuracy, it is suggested to compute the annual performance of different retrackers
starting in April 2014 until April 2015 on a test region including the coast of Svalbard.

Mean Sea Surface

The performance of the sea level anomaly, SLA, depends on the accuracy of the mean sea surface that
is used as is shown by Eq. (6-1). In this research the mean sea surface model of DTU13 was used.
Denmarks Tekniske Universitet (DTU) published an updated version of its mean sea surface called
DTU15 in December 2015 [36]. Therefore, it was therefore not available in time for the data process-
ing of this research. The advantage of DTU15 is that it includes CryoSat-2 observations resulting in
a reliable high resolution Arctic model [63]. Figure 8-1 shows the difference between the mean sea
surface model of DTU15 and DTU13 given a 1 minute resolution. The difference in the test region
between DTU15 and DTU13 range from -10 cm to 10 cm and can therefore significantly impact the
retracker accuracy.
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Figure 8-1: The difference in DTU15 and DTU13 mean sea surface for the Arctic at a 1 minute
resolution [36].

Radial Offset

The radial offset of CryoSat-2 is well defined for Low-Resolution Mode (LRM) observations, how-
ever, a significant uncertainty remains in the radial offset for SAR observations [57]. It is obvious,
that the precision of this offset strongly affects the value of a crossover analysis. Therefore, it is sug-
gested to further investigate the range bias of CryoSat-2 in SAR mode. An accurate determination of
this offset would also directly influence the accuracy evaluation of the different retrackers and then
consequently, the retracker system.

Bias Removal Strategies

One significant limitation of the bias removal strategy was the scarce data of significant wave height
and wind speed. In order to further improve the bias removal approach, the significant wave height
data as provided by the WaveWatchIII model by National Oceanic and Atmospheric Administration
(NOAA) can be used.

However, when using the WaveWatchIII model, the difference between the significant wave height
provided by SAMOSA and the one provided by the model should be analyzed, as the NOAA model is
based on a numerical approach [64]. In case there is an offset between these two data sets, this should
be accounted for.

Another method that could improve the waveform classification and bias removal is the use of a
neural network. Essentially, a neural network processes information in order to retrieve trends and
patterns that can be used to predict behavior [59]. A neural network has two segments: training and
prediction. During the training phase, the network learns different waveform classes and bias removal
strategies based on information provided to it. Once the training is finished, the neural network is able
to determine the waveform class and to compute the sea level anomaly using different retrackers. In
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the last step, the neural network will adjust the computed sea level anomaly in order to be coherent
with an a priori selected base retracker.

The use of a neural network for waveform classification has shown to be effective for LRM waveforms
using Envisat and SARAL data within the framework of ESA’s sea level climate change initiative
[65]. Furthermore, [59] showed that the use of a neural network was able to perform bias removal
in the coastal area, thus waveforms with a lot of noise. However, when comparing the mean bias
approach with the neural network over open ocean, only a small difference in performance was found
[59]. Nevertheless, for irregular waveforms, such as coastal ones, sea ice or leads, the neural network
performed better. Therefore, it is worth to further investigate the application of neural network and
see its performance in the retracker system.
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Appendix A

Reference Ellipsoid Adjustment

When comparing altimetry data, it is crucial that the same reference ellipsoid is used. While CryoSat-2
measures with respect to WGS84 (Wold Geodetic System), the mean sea surface determined by DTU
and the altimetry data from Radar Altimeter Database System (RADS) are using the TOPEX/Poseidon
reference ellipsoid. In this research WGS84 is used as a reference and therefore, the mean sea surface
and the RADS data are compensated for this offset.

The difference in the reference ellipsoids is due to the radii and flattening coefficients used. Table A-1
shows these parameters for the two reference ellipsoids.

The geometry and parameters of the ellipsoid are shown in Figure A-1. Based on the ellipsoid re-
lation as shown in Eq. (A-1), the radius, R, for a changing latitude, φ , can be computed. Spherical
coordinates are used as given by Eq. (A-2).

x2

a2 +
y2

b2 = 1 (A-1)

x = Rcosφ y = Rsinφ (A-2)

The radius with respect to the center of the Earth at a given latitude can then be determined by Eq. (A-
3). Using the coefficients provided in Table A-1, the radius based on the two reference ellipsoid can
be computed. The difference in radii for different latitudes is shown in Figure A-2.

R(φ) =

(
cos2φ

a2 +
sin2

φ

b2

)−1/2

(A-3)

Table A-1: The parameters describing WGS84 and TOPEX/Poseidon reference ellipsoid.

WGS84 TOPEX/Poseidon
Radius [km] 6378.137 6378.1363
Flattening coefficient [-] 1/298.257223 1/298.257
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Figure A-1: The geometry of the ellipsoid. The equatorial radius is indicated by A and the polar
radius is shown by B. The latitude is given by φ .
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Figure A-2: The difference in WGS84 and TOPEX/Poseidon reference ellipsoid as a function of
latitude.
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Appendix B

SAMOSA2 Performance

The principle of SAMOSA2 is the same as for SAMOSA3 that is implemented in this research. It is
a physical retracker that includes more terms of the Bessel functions with respect to SAMOSA3 [21].
Thus, SAMOSA3 is a simplification of SAMOSA2. The significant difference to SAMOSA3 is that
SAMOSA2 is not fully analytic and requires more computation power [58]. By implementing the first
order Bessel term, additional parameters of the surface are taken into consideration such as the sea
height standard deviation as expressed by Eq. (5-13).

The behavior of the sea level anomaly of SAMOSA2 with respect to SAMOSA3 was discussed in
Section 6-3. It was observed that for ocean waveforms the difference in sea level anomaly between
these two retrackers is rather small. For irregular waveforms such as leads or sea ice a large deviation
occurs both positively and negatively. This behavior is caused since SAMOSA is a physical retracker,
thus it is less precise when retracking irregular waveforms compared to empirical retrackers.

Figure B-1 shows the standard deviation of SAMOSA2 for different waveform classes for the Novem-
ber track 2011. The precision performance for ocean waveforms is slightly higher for SAMOSA2
compared to SAMOSA3, leading to the lowest precision of all retrackers. However, for leads, the
standard deviation of SAMOSA2 is significantly larger with respect to all retrackers. SAMOSA2
is not able to determine more than one observation for sea ice, due to the filtering criteria. When
determining the 1 Hz standard deviation per waveform class, an observation is only considered if at
least 5 measurements are used. Thus, observations with less data points in a one second interval are
discarded. For unclassified waveforms, SAMOSA2 behaves very closely to SAMOSA3 with only a
few points having a significant deviation.

Overall, the inclusion of a higher order Bessel function is beneficial for open ocean observations.
However, for more complex waveforms SAMOSA2 fails to provide precise results, leading in a larger
deviation with respect to the simplified SAMOSA3 retracker.
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Figure B-1: The standard deviation of SAMOSA2 is compared to SAMOSA3 for the 03/11/2011
track, PP COG, PP threshold and ESA retracker. Top left: Ocean waveforms. Top right: Lead
waveforms. Bottom left: Sea ice waveforms. Bottom right: Unclassified waveforms.
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