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A B S T R A C T   

The prediction of wave runup, as well as its components, time-averaged setup and the time-varying swash, is a 
key element of coastal storm hazard assessments, as wave runup controls the transitions between morphody-
namic response types such as dune erosion and overwash, and the potential for flooding by wave overtopping. 
While theoretically able to simulate the dominant low-frequency swash, previous studies using the infragravity- 
wave–resolving model XBeach (XBSB) have shown an underestimation of the observed swash variance and wave 
runup, which was in part related to the absence of incident-band swash motions in the model. Here, we use an 
incident-band wave-resolving, non-hydrostatic version of the XBeach model (XBNH) to simulate wave runup 
observed during the SandyDuck ’97 experiment on an intermediate–reflective sandy beach. The results show that 
the XBNH model describes wave runup and the individual setup and swash components well. We subsequently 
examine differences in wave runup prediction between the XBSB and XBNH models and find that the XBNH 
model is a better predictor of wave runup than XBSB for this beach, which is due to better predictions of both the 
incident-band and infragravity-band swash. For a range of beach states from reflective to dissipative it is shown 
that incident-band swash is underestimated by XBSB relative to XBNH, in particular for reflective conditions. 
Infragravity-band swash is shown to be lower in XBSB than XBNH for most conditions, including dissipative 
conditions for which the mean difference is 16% of the deep water wave height. The difference in infragravity- 
band swash in XBNH relative to XBSB is shown to mainly be the result of processes occurring outside the swash 
zone, but approximately 15% of the difference is caused by explicitly resolving incident-band wave motions 
within the swash zone, such as swash-swash interactions, which inherently cannot be simulated by wave- 
averaged models.   

1. Introduction 

Following wave breaking in the surf zone, waves propagate through 
the swash zone in the form of a bore (Brocchini and Baldock, 2008), 
translating into runup on the beach. Under energetic conditions wave 
runup determines the potential for coastal erosion and flooding by 
steering the transition between morphodynamic response types (e.g., 
beach erosion to dune erosion, and dune erosion to overwash; Sallenger, 
2000), and driving overtopping of structures (Van der Meer and Stam, 
1992) and overwash of coastal dunes (Matias et al., 2016). As the 
population in coastal areas increases and sea levels rise (e.g., Neumann 

et al., 2015), the prediction of coastal storm impacts becomes ever more 
relevant, thereby increasing the need for accurate and efficient 
predictions of wave runup. 

A commonly used parameterization for runup on sandy coasts was 
developed by Stockdon et al. (2006), hereafter called S2006, by fitting a 
large number of observations from a range of beaches and wave 
conditions to a parametric model based on deep water significant wave 
height (H0), peak deep water wave length (L0) and foreshore beach slope 
(βf ). It was shown by Stockdon et al. (2006) that runup is best 
parameterized when splitting the motion of the shoreline into two 
components: setup and swash. Setup (η) is the time-averaged, 
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Lagrangian water level elevation at the shoreline relative to still water 
level (η), and is driven by cross-shore gradients in radiation stress 
(Longuet-Higgins and Stewart, 1964). Swash is the time-varying 
component of the shoreline, which can be subdivided into the signifi-
cant incident-band (f > 0.05 Hz; Sinc) and infragravity-band (f ≤ 0.05 
Hz; Sig) swash following: 

Sinc = 4

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∫ ∞

0.05
Eη(f )df

√

(1a)  

Sig = 4

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∫ 0.05

0
Eη(f )df

√

(1b)  

where Eη(f) is the variance density of the shoreline motion and f is 
frequency. 

While the parameterization of Stockdon et al. (2006) performs well 
for both dissipative and reflective beaches under mildly-energetic con-
ditions, the observations used to derive the relations ranged up to a 
maximum offshore wave height of 4 m, meaning that the parameteri-
zation may not be valid for more extreme conditions (e.g., hurricane 
conditions; Stockdon et al., 2014). To fill this observational gap, runup 
data can be generated synthetically using a validated process-based 
numerical model. Stockdon et al. (2014) attempted to validate the 
process-based numerical model XBeach (Roelvink et al., 2009) in 
infragravity-wave resolving mode (surf-beat mode, henceforth called 
XBSB) for wave runup observed during the SandyDuck ’97 experiment 
(henceforth SD97). In the XBSB model, infragravity wave motions are 
fully resolved using the non-linear shallow water equations, but 
incident-band wave motions are parameterized using a short wave ac-
tion balance that describes variations at the wave-group time scale, but 
not intra-wave motions on the incident-band wave time scale (see e.g., 
Roelvink et al., 2017). This parameterization is considered valid on 
dissipative beaches, where infragravity-band motions dominate the 
swash and the incident-band swash is saturated due to wave breaking 
(Guza and Thornton, 1982; Ruessink et al., 1998). On the inter-
mediate–reflective beach of SD97, Stockdon et al. (2014) found that 
XBSB significantly underestimated runup, which was the result of both a 
large underestimation of Sinc, as well as an underestimation of Sig. In 
similar studies using XBSB, the model was found to underestimate 
observed Sinc and Sig in a laboratory dune erosion experiment (Palmsten 
and Splinter, 2016), and, to lesser extent, underestimate Sig on a 
high-energy dissipative beach (Cohn and Ruggiero, 2016). While an 
underestimation of Sinc by XBSB may be expected due to the 
wave-averaged modeling approach, the underestimation of Sig by XBSB 
suggests that the model may also be missing physical processes occur-
ring at the infragravity time scale. 

Nicolae Lerma et al. (2017) showed that wave runup on a dissipative 
beach (Le Truc Vert; Senechal et al., 2011) was well described by an 
incident-band wave-resolving, non-hydrostatic model (SWASH; Zijlema 
et al., 2011). The skill of the wave-resolving model was suggested to be 
an improvement over the earlier work of Stockdon et al. (2014), 
although no direct comparison between the phase-resolving model and 
the infragravity-wave–resolving model XBSB was carried out. These 
results suggest that an improvement in the predictive wave runup skill of 
the XBeach model may be achieved by explicitly resolving incident-band 
swash motions, leading to better predictions of Sinc, as well as potentially 
better predictions of Sig through a better description of the nearshore 
wave spectrum and the explicit simulation of swash-swash interactions 
(e.g., Brocchini and Baldock, 2008). In this study we investigate this 
potential by using the XBeach non-hydrostatic model (Smit et al., 2010; 
McCall et al., 2014), henceforth termed XBNH, which resolves 
incident-band wave motions in intermediate and shallow water depths 
in a similar manner to the SWASH model (Zijlema et al., 2011). XBNH 
has previously been applied to simulate wave runup on reflective gravel 
beaches (McCall et al., 2014; Poate et al., 2016) and coastal structures 

(Roelvink et al., 2017), and on infragravity-dominated coral reef-lined 
coasts (Pearson et al., 2017; Lashley et al., 2018; Klaver et al., 2019), 
but has not previously been used to study runup on sandy coasts under a 
variety of dissipative and reflective wave conditions. Nor has a 
comprehensive analysis been made of the simulated swash dynamics in 
XBSB and XBNH to identify potential sources of Sig underestimation in 
the XBSB model and the conditions under which this underestimation 
may occur. In this paper we first assess the ability of the XBNH model to 
reproduce observed incident-band and infragravity-band wave trans-
formation, η, Sinc, Sig and combined runup during the SD97 field 
experiment. We subsequently build upon the work of Stockdon et al. 
(2014) by comparing results from the XBNH model with results from the 
XBSB model to analyse differences in predicted swash motions, identify 
sources that can lead to an underestimation of swash variance in XBSB, 
and identify potential limitations in the application of XBSB. 

2. Methodology 

To investigate the skill of XBNH in predicting wave runup, model 
outputs are compared to runup data from the SD97 field experiment. 
This experiment was completed at the U.S. Army Corps of Engineers 
Field Research Facility (FRF) in Duck, North Carolina, in October 1997 
(Fig. 1). Duck is an intermediate–reflective beach with an average 
foreshore beach slope of 0.10 (Stockdon et al., 2006). We use runup data 
collected from October 16–24 for model validation and calibration, in 
line with Stockdon et al. (2014). A short description of the data is given, 
after which the XBNH model setup is discussed. 

2.1. Observations 

Near-daily bathymetry measurements were collected during the 
experiment (Fig. 2). Two-dimensional frequency-directional wave 
spectra were collected by an array of 15 bottom-mounted pressure 
sensors located in approximately 8 m water depth (FRF-8 m array). The 
spectra are characterized by low to intermediate wave energy conditions 
with a small storm occurring around October 19 and fairly shore normal 
angles of incidence (Fig. 3 a and c). Due to changing wave conditions 
during the observation period, the beach state varied between reflective 
and dissipative (cf. Wright and Short, 1984). Tidal water levels were 
measured every 6 min at a tide gauge at the seaward end of the FRF pier 
at approximately 8 m depth (Fig. 3 d). Hydrodynamic pressure was 
measured at 55 pressure gauges at depths ranging from 5.3 to 1.5 m 
(Fig. 2 a) at a frequency of 2 Hz and transformed to significant 
incident-band wave height (0.05–0.25 Hz) by Stockdon et al. (2014). 
Similarly, raw pressure time series were used to compute significant 
infragravity wave heights in the frequency band lower than 0.05 Hz for 
the purpose of this study. 

Time series of wave runup were collected at six alongshore locations 
using video images collected at a frequency of 2 Hz (Stockdon et al., 
2006) for 17 min every daylight hour (Fig. 2 a). Runup time series were 
converted to statistics of shoreline setup, and significant incident and 
infragravity swash using Equation (1) (Stockdon et al., 2006). 

2.2. XBeach model 

The Kingsday version of the XBNH model was used to model the 
hydrodynamic conditions during the SD97 field experiment. XBNH re-
solves depth-averaged flow and surface elevation variations on the 
timescale of individual waves using the shallow water equations 
extended with a non-hydrostatic pressure term. The model is able to 
simulate wave propagation accurately in shallow–intermediate water 
depths (kh ≤ 3, where k is the wave number and h is the water depth). 
The model employs the hydrostatic front approximation of Smit et al. 
(2013) to improve the location of wave breaking and the dissipation rate 
in shallow water. The model continuity and momentum equations are 
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given below: 

∂ζ
∂t

+
∂hu
∂x

+
∂hv
∂y

= 0 (2a)  

∂u
∂t

+ u
∂u
∂x

+ v
∂u
∂y

− νh

(
∂2u
∂x2 +

∂2u
∂y2

)

= −
τbx

ρh
−

1
ρ

∂(q + ρgζ)
∂x

(2b)  

∂v
∂t

+ u
∂v
∂x

+ v
∂v
∂y

− νh

(
∂2v
∂x2 +

∂2v
∂y2

)

= −
τby

ρh
−

1
ρ

∂(q + ρgζ)
δy

(2c)  

where x and y are the horizontal spatial coordinates, t is the temporal 
coordinate, ζ is the Eulerian free surface elevation, u and v are the depth- 

averaged velocities in the cross- and alongshore direction, νh is the 
horizontal viscosity, ρ is the water density, q is the depth-averaged dy-
namic pressure normalized by the density, g is the gravitational constant 
and τbx and τby are the bed shear stresses in cross- and alongshore 
direction. 

A 2DH model was set up with a domain size of 380 m in the along-
shore and approximately 800 m in the cross-shore direction (Fig. 2). A 
constant grid size of 5 m was used in the alongshore direction, while the 
grid size in the cross-shore direction varied between 1 m at the offshore 
boundary and 0.2 m close to shore. The bathymetry and foreshore 
topography for every XBeach model run was based on the near-daily 
bathymetric measurements and extended to the same depth as where 
the wave spectra were measured at the FRF-8 m array. The frequency- 

Fig. 1. Location of Duck, NC, on the east coast of the USA (a), on the seaward side of a barrier island fronting the mainland North Carolina coast (b).  

Fig. 2. Top view of the Duck, NC, XBeach domain, with relevant measuring locations; the bathymetry shown was collected on October 16 (a). The change in ba-
thymetry along a transect at y = 830 m during the experiment (b). 
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directional spectra measured at the FRF-8 m array were used as offshore 
wave boundary conditions and the measured tidal water level was 
imposed as a uniform water level boundary condition over the entire 
domain. Cyclic boundary conditions were imposed on the lateral 
boundaries, which reduce shadow zones in the model (Roelvink et al., 
2015). A total of 50 simulations, representing the same data as used by 
Stockdon et al. (2014), were run for a period of 22 min, constituting 5 
min for model spin-up and 17 min of simulation data to correspond with 
the 17-min duration video-based runup observations. During each 
simulation a constant tidal level was assumed, as changes are minimal 
within a duration of 17 min. The run time for each 22-min duration 
simulation was approximately 45 min using a standard PC with four 
computational cores. 

Output of waves and water levels used to compute wave runup were 
generated every 0.5 s and morphological changes were not included in 
the model simulations. Simulated significant incident-band (Hm0,inc) and 
infragravity-band (Hm0,ig) wave heights were computed from the zeroth- 
order moment of the time series of the modelled water surface elevation: 

Hm0,inc = 4

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∫ 0.25

0.05
Eζ(f )df

√

(3a)  

Hm0,ig = 4

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∫ 0.05

0
Eζ(f )df

√

(3b)  

where Eζ(f) is the variance density of the modelled Eulerian water sur-
face elevation. Shoreline setup (η), incident-band and infragravity-band 
swash (Sinc and Sig), and the 2%-exceedence runup level (R2%) were 
computed from the time series of the simulated Lagrangian shoreline 
position relative to still water level (η) following Stockdon et al. (2006) 
and Equation (1). 

Two model parameters related to bed friction and wave breaking 
were determined during the model calibration phase. To this end, three 
periods were simulated with low (H0 = 0.6 m), intermediate (H0 = 1.7 
m) and high (H0 = 3.6 m) offshore waves and model predictions of wave 
transformation compared to observations. Using observations of 
incident-band and infragravity-band wave height at the 55 pressure 

gauges (Fig. 2a), this calibration led to the selection of a Chezy coeffi-
cient of C = 54 m1/2/s for bed friction (calibration range C = 50–60 
m1/2/s) and a wave steepness criterium of 0.35 (calibration range 
0.30–0.50) for the initiation of wave breaking through the hydrostatic 
front approximation (HFA; see Smit et al., 2013). As in other reported 
cases, wave transformation is relatively insensitive to the bed friction 
coefficient value, whereas transformation is sensitive to the parameter 
for the initiation of wave breaking. Calibrated settings are however in 
line with optimal values found in other studies using the XBNH model (e. 
g., Roelvink et al., 2017) and are therefore considered representative for 
this case-study. The water depth threshold for the definition of the 
waterline in the model simulations was set to 0.05 m (cf. McCall et al., 
2014; Stockdon et al., 2014) to correspond with the probable water 
depth identified as the leading runup edge in the video images of the 
SD97 experiment (Stockdon et al., 2006). Note that although Stockdon 
et al. (2014) selected a greater value than this (0.10 m) in their study, 
they found that a lower value of 0.05 m led to slightly larger simulated 
swash amplitudes. The difference in this parameter value is accounted 
for in Section 4.1. 

The error statistics used to define the performance of the model for 
predicting runup are the root mean square error (rmse), bias, the coef-
ficient of determination (R2) and the scatter index (SCI). With Y repre-
senting the model results and X representing the measured values, the 
formulations for these statistics are: 

rmse=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(Yi − Xi)

2

√

(4a)  

bias=
1
n
∑n

i=1
(Yi − Xi) (4b)  

R2 =

∑n
i=1(Xi − Yi)

2

∑n
i=1

(
Yi − X

)2
+
∑n

i=1(Xi − Yi)
2

(4c)  

Fig. 3. Significant wave height during the experiment (a), peak period (b), the angle of wave incidence with respect to shore-normal (c) and the water level (d). For 
October 22 no water level data are available, therefore the data are not used. Times when runup was measured (50 instances) are indicated with green lines. 
Figure modified from Stockdon et al. (2014). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of 
this article.) 
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SCI =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n
i=1(Yi − Xi)

2
√

max

(
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n
i=1

⃒
⃒Xi|

2
√

,X

) (4d)  

3. Results 

3.1. Wave transformation 

Wave heights in the incident and infragravity band predicted by 
XBNH are compared to wave heights observed at the 55 pressure gauge 
locations. Travelling from deeper to shallower water, observations show 
a shift of wave energy from the incident band to the infragravity band 
(see Fig. 4 for an example). Overall, this trend is well captured by the 
model. Quantitatively, wave heights in the incident band compare well 
to the observations (Fig. 5a and Table 1) with a rmse, bias and SCI of 
0.17 m, − 0.09 m and 0.10 respectively. Travelling from the offshore- 
most measurement location (x = 500 m) to the most nearshore loca-
tion (x = 160 m), the rmse decreases from 0.23 m to 0.10 m while the 
bias shifts from − 0.16 m to − 0.04 m, indicating that the model per-
formance increases towards shore. Given the lower magnitude, 
infragravity-band wave height is predicted slightly less well in a relative 
sense than incident-band wave height (Fig. 5b and Table 1), with a rmse 
of 0.08 m, bias of 0.01 m and SCI of 0.23. The rmse increases from 0.06 
m offshore to 0.09 m near shore, and the bias from 0.00 m to 0.03 m, 
indicating that the model overestimation of infragravity-band wave 
height increases very slightly towards shore. In general, the accuracy of 
wave height predictions is similar to that of other model comparison 
studies with field data (e.g., Reniers et al., 2006; Roelvink et al., 2009; 
Stockdon et al., 2014; McCall et al., 2014; Rijnsdorp et al., 2015) and the 
model is considered sufficiently accurate at predicting surf zone wave 
conditions that drive runup. 

3.2. Runup 

XBNH runup predictions are compared to measured values of η, Sinc, 
Sig and R2% (Fig. 6 and Table 2). Simulated shoreline setup corresponds 
reasonably well with the measurements (Fig. 6 a) with an rmse of 0.13 m 
and a small under prediction (bias of − 0.04 m). Similar predictive skill is 
found for Sinc and Sig (Fig. 6 b–c), with an rmse of 0.25 m and 0.23 m, 
respectively, and a bias of 0.06 m, and − 0.09 m, respectively. Simulated 
R2% also corresponds well with observations, with an rmse of 0.28 m and 
a bias of 0.06 m (Fig. 6 d). 

In a comparative sense, the skill of the XBNH model is generally 
better than that of the S2006 parameterization for SD97 as found by 
Stockdon et al. (2014, see Table 2) for η, Sinc and Sig (R2% not reported). 
Given the skill of the XBNH model in simulating swash during SD97, as 

well as the potential of the model to simulate more complex coastal 
environments, more extreme events, and morphodynamics in the future, 
the XBNH model may be considered a useful tool for wave runup 
prediction. 

4. Discussion 

4.1. Comparison of XBNH to XBSB 

Comparisons with the SD97 data indicate that the XBNH model has 
better skill than the XBSB model used by Stockdon et al. (2014). To 
compare the XBNH model to a XBSB model that includes recent im-
provements to the wave groupiness prediction (Roelvink et al., 2017), a 
new XBSB model (Kingsday version) was set up using the same 
computational grid as the XBNH model. Note that this is a much finer 
grid than commonly used or needed for an XBSB application. Most 
model settings, such as the breaker parameter, were kept equal to set-
tings used by Stockdon et al. (2014). However, changes were made to 
the water depth threshold for the definition of the waterline, which was 
set equal to that used in the XBNH simulations (0.05 m, see Section 2.2) 
to ensure consistency between the XBNH and XBSB models, and the 
wave groupiness-conserving wave transformation option (single_dir) was 
used following the recommendations of Roelvink et al. (2017). While it 
is not the purpose of this study to investigate differences between the 
2DH XBeach model used by Stockdon et al. (2014) and the XBSB model 
used in this study, it may be noted that the XBSB model in this study has 
lower errors than those reported by Stockdon et al. (2014) for wave 
height (their reported rmse of 0.21–0.41 m, versus a rmse of 0.09–0.15 
m for incident-band wave height and 0.09–0.12 m for infragravity-band 
wave height here), Sinc (their reported rmse of 0.82 m versus 0.63 m 
here) and Sig (their reported rmse of 0.66 m versus 0.57 m here), and η 
(their reported rmse of 0.17 m versus 0.12 m here). 

The results of the XBSB model are shown in Fig. 5 (panels c and d) 
and Table 1 for wave height transformation, and in Fig. 6 and Table 2 for 
swash hydrodynamics. Throughout much of the shoaling zone and surf 
zone, the incident-band wave height is predicted similarly well by XBNH 
and XBSB. Close to shore XBNH underestimates the incident-band wave 
height while XBSB overestimates the incident-band wave height (bias of 
− 0.04 m vs. 0.05 m). The prediction of the infragravity-band wave 
height is different for XBNH and XBSB, with XBNH giving a slightly 
better prediction. XBNH very slightly overestimates wave heights (bias 
0.01 m) and XBSB underestimates them to a slightly larger degree (bias 
− 0.09 m). 

Setup at the waterline is predicted similarly by the two models. The 
XBNH results show slightly more scatter, represented in a higher SCI and 
greater bias. The performance of XBNH is however much better for 
incident- and infragravity-band swash predictions. The rmse of XBNH 
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Fig. 4. Example of observed and modelled wave spectra at three water depths in a cross-shore transect, with offshore conditions of Hm0 = 1.57 m and Tp = 10.7 s. 
Note that for XBSB, the low-frequency (infragravity-band; solid line) component of the spectrum is explicitly derived from the modelled water surface elevation, 
whereas the high-frequency (incident-band; dashed line) component is estimated using the modelled local wave height, the offshore peak period and a JONSWAP 
spectral shape parameterization. The frequency divide between incident band and infragravity band used in this study is marked by the vertical dashed line. 
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for incident-band swash is less than half that of XBSB, with a substan-
tially lower absolute bias. It should be noted here that Sinc is computed 
following Equation (1) and therefore contains all swash variance at 
frequencies greater than 0.05 Hz, not just swash motions caused directly 
by individual incident-band waves. XBSB does not model short-wave 
motions, but because it is capable of representing infragravity wave 
steepening and infragravity-wave–wave group interactions, some vari-
ance is present at the waterline in the XBSB model at frequencies greater 
than 0.05 Hz (split frequency), but lower than the peak frequency (fp =

0.07–0.24 Hz), resulting in a non-zero value of Sinc (see Fig. 7 for an 
example). The rmse of XBNH for infragravity-band swash is also less 
than half of that of XBSB and the magnitude of the bias in XBNH is much 

smaller than that of XBSB. Finally, R2% is better predicted by XBNH, with 
a rmse of 0.28 m versus 0.49 m for XBSB, and a smaller bias (0.06 m 
overestimation in XBNH versus 0.41 m underestimation in XBSB). 

Variations of the swash components in the XBNH and XBSB models 
relative to the dominant environmental parameters during SD97 (wave 
height, length, and beach slope) are analyzed and compared to those 
found by Stockdon et al. (2006) for a range of dissipative to reflective 
beaches. The S2006 relations for setup, and incident- and 
infragravity-band swash relative to these parameters are as follows: 

η= 0.35βf
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Fig. 5. Comparison of modelled and observed significant incident-band wave height (a) and significant infragravity-band wave height (b) for XBNH. Results of XBSB 
(see section 4) are shown in (c) and (d). Dashed lines indicate the 1:1 and 20% error lines. The color scale indicates the water depth at the observation locations. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Table 1 
Statistics describing the fit between observations and model results for wave height. The root mean square error (rmse), bias and scatter index (SCI) are listed for Hm0,inc 

and Hm0,ig for all 55 measuring locations together and at different locations in the cross shore. Results are shown for the XBNH model and the XBSB model (see section 
4).     

Overall x (m) 

160 210 260 310 385 500 

Hm0,inc  rmse(m) XBNH 0.17 0.10 0.14 0.13 0.15 0.20 0.23  
XBSB 0.12 0.09 0.12 0.11 0.12 0.14 0.15 

bias(m) XBNH − 0.09 − 0.04 − 0.05 − 0.04 − 0.08 − 0.15 − 0.16  
XBSB − 0.05 0.05 − 0.04 − 0.06 − 0.07 − 0.09 − 0.06 

SCI(− ) XBNH 0.10 0.09 0.08 0.08 0.09 0.11 0.12  
XBSB 0.07 0.08 0.07 0.07 0.07 0.08 0.08 

Hm0,ig  rmse(m) XBNH 0.08 0.09 0.09 0.08 0.07 0.07 0.06  
XBSB 0.11 0.12 0.12 0.10 0.12 0.11 0.09 

bias(m) XBNH 0.01 0.03 0.02 0.02 − 0.01 − 0.01 0.00  
XBSB − 0.09 − 0.10 − 0.10 − 0.08 − 0.09 − 0.09 − 0.07 

SCI(− ) XBNH 0.23 0.24 0.24 0.23 0.21 0.19 0.21  
XBSB 0.31 0.33 0.31 0.30 0.33 0.32 0.32  
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Sinc = 0.75βf

̅̅̅̅̅̅̅̅̅̅
H0L0

√
(5b)  

Sig = 0.06
̅̅̅̅̅̅̅̅̅̅
H0L0

√
(5c)  

where βf is defined as the average beach slope over a distance of ± 2σ 
around the setup line η, with σ the standard deviation of the water level 
time series at the shoreline (Stockdon et al., 2006). 

Fig. 8 and Table 3 show that the lines of linear regression of the 
XBNH results with respect to wave height, wave length and beach slope 
generally correspond well with the data analyzed by Stockdon et al. 
(2006). While it has already been shown that the XBNH model can 
reasonably well simulate swash during SD97 (Table 2), these results 
indicate that the individual components of runup in the XBNH model 
vary with changing physical forcing conditions in a similar way to those 
found by Stockdon et al. (2006) for a large range of beaches. While 
further validation is required, this behaviour suggests that the under-
lying physics are well described and that the XBNH model may provide 
similar predictive skill on other beaches. For XBSB however, a signifi-
cantly lower slope of linear regression is found for the incident-band 
swash (0.28, which is only 37% of the slope of S2006; see Table 3) 
and the infragravity-band swash (0.04, which is 67% of the slope of 
S2006). The infragravity-band swash in XBSB is particularly under-
estimated relative to S2006 and XBNH for moderately energetic condi-
tions (

̅̅̅̅̅̅̅̅̅̅̅
H0L0

√
≈ 10–20 m), where the relative bias between XBNH and 

XBSB is 46%. The underestimation is smaller (relative bias of 26%) for 

more energetic conditions (
̅̅̅̅̅̅̅̅̅̅̅
H0L0

√
≈
>

20 m). However, an underestima-
tion is present for all observed conditions, including those that would be 
defined as a dissipative beach state according to Wright and Short (1984, 
; 16% of the simulations). This indicates that despite recent improve-
ments made to the wave transformation module in XBSB (Roelvink et al., 
2017), further investigation of infragravity-band swash processes in 
XBSB is required. 

Fig. 6. Observed and modelled η (a), Sinc (b), Sig (c) and R2% (d) for the XBNH model (dark green). Results for the XBSB model (light green; see section 4) are shown 
for reference. Dashed lines indicate the 1:1 and 20% error lines. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 

Table 2 
Statistics describing the fit between observations and model results for runup. 
The root mean square error (rmse), bias, the coefficient of determination (R2) 
and scatter index (SCI) are listed for η, Sinc, Sig and R2% for the XBNH model and 
the XBSB model (see section 4). * Statistics for S2006 are included as reported by 
Stockdon et al. (2014), but are not available for R2% and the SCI.   

Model rmse (m) bias (m) R2 (− )  SCI (¡) 

η  XBNH 0.13 − 0.04 0.60 0.25 
XBSB 0.12 − 0.01 0.70 0.22 
S2006* 0.21 0.10 0.41 – 

Sinc  XBNH 0.25 0.06 0.60 0.24 
XBSB 0.63 − 0.56 0.45 0.59 
S2006* 0.36 0.19 0.41 – 

Sig  XBNH 0.23 − 0.09 0.74 0.19 
XBSB 0.57 − 0.51 0.53 0.48 
S2006* 0.26 − 0.06 0.54 – 

R2%  XBNH 0.28 0.06 0.73 0.19 
XBSB 0.49 − 0.41 0.56 0.33 
S2006* – – – –  
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4.2. Sources of swash differences between XBSB and XBNH 

Improvement in the prediction of Sinc using XBNH relative to XBSB is 
expected given that XBSB does not explicitly resolve incident-band wave 

motions (cf. Fig. 4). However, as both models resolve infragravity 
waves, it is expected that predictions of infragravity-band swash mo-
tions would be comparable. Observed differences in infragravity-band 
swash between the XBNH and XBSB models may originate either from 
outside the swash zone, e.g., due to differences in the incoming infra-
gravity wave field entering the swash zone, as has particularly been 
shown to occur under wide directional wave spreading by Roelvink et al. 
(2017), or from within the swash zone, e.g, resulting from explicit 
simulation of incident-band swash-swash interaction in the swash zone 
in the XBNH model, leading to the generation of low-frequency motions 
in the swash (Brocchini and Baldock, 2008), which are not present in the 
XBSB model. 

To differentiate between sources inside and outside the swash zone, 
one-dimensional (1D) XBNH and XBSB cross-shore profile models of the 
swash zone for the 50 simulations described in Sections 2.2 and 4.1 were 
developed. The seaward edge of the swash zone is defined as the most 
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Fig. 7. Example of swash time series (a) and swash spectra (b) in the XBNH and XBSB models for offshore wave conditions of Hm0 = 1.57 m and Tp = 10.7 s. Note 
that in (a) the two models are forced with identical spectral boundary conditions, but individual time series differ because of the use of a random phase model to 
generate offshore wave boundary conditions. The frequency divide between incident band and infragravity band is marked by a dashed line in (b). 

Table 3 
Slope of the linear regression lines (see Fig. 8) of the runup components η, Sinc 

and Sig predicted by XBNH and XBSB as function of the relations found by 
Stockdon et al. (2006). The slopes found by Stockdon et al. (2006) are also 
included.  

Model Slope (− ) 

η  Sinc  Sig  

XBNH 0.26 0.68 0.06 
XBSB 0.28 0.28 0.04 
S2006 0.35 0.75 0.06  

Fig. 8. Setup η, significant incident swash Sinc and significant infragravity swash Sig predicted by XBNH and XBSB as a function of the relations found by Stockdon 
et al. (2006). Linear regression lines have been drawn through the results. The dashed black line indicates these relations including the constant found by Stockdon 
et al. (2006). 
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landward point submerged by at least 0.05 m throughout the simulation 
period. To generate boundary conditions for the 1D swash-zone models, 
a 1D XBNH cross-shore transect model was set up using the central cross- 
shore profile from the 2DH models, and forced by the 50 offshore 
boundary conditions described in Section 2.2 (see Fig. 9). Time series of 
surface elevation and cross-shore velocity at the edge of the swash zone 
in the 1D cross-shore transect model were subsequently separated into 
incoming and reflected waves following Guza et al. (1984), and the 
computed incoming wave time series for all 50 simulations were used to 

derive boundary conditions for the 1D swash zone models. 
Five types of swash zone models were run for each of the 50 offshore 

wave conditions (250 simulations in total; Fig. 9). In SNH, both the 
incoming incident-band (high-pass filter; f > 0.05 Hz) and infragravity- 
band (low-pass filter; f ≤ 0.05 Hz) wave signal time series were imposed 
at the swash-zone boundary of an XBNH model. In SSB, an XBSB model 
was used to resolve swash-zone hydrodynamics. Flow boundary condi-
tions were generated from the low-pass filtered incoming wave signal 
time series of the 1D XBNH cross-shore transect model. In addition, time 

Fig. 9. Schematic of swash zone model boundary conditions.  
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Fig. 10. Time series (left column) and spectra (right column) of swash motions in the SSB (a,b), SSB-LPF (c,d), SSB-HPF (e,f) and SNH-HPF (g,h) swash models 
relative to those of the SNH swash model for an example simulation with offshore Hm0 = 1.44 m and Tp = 10.8 s. The frequency divide between incident band and 
infragravity band is marked by a dashed line in (b, d, f and h). 
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series of high-frequency wave energy, varying at the wave-group time 
scale and derived from the envelope of the incoming high-pass filtered 
time series (cf. de Vries et al., 2006), were imposed as boundary con-
ditions. It is important to note that while SNH represents a 1D 
swash-zone equivalent of the 2DH XBNH models described in Section 
2.2, SSB is not an analogous swash-zone equivalent of the 2DH XBSB 
models of Section 4.1, in that the boundary condition forcing for SSB is 
provided by the 1D XBNH cross-shore transect model, not an XBSB 
model. Therefore, since their boundary conditions are derived from the 
same source, differences in swash dynamics between SNH and SSB are 
solely due to the manner in which incident-band waves are resolved by 
XBNH and XBSB within the swash zone. 

Three additional swash zone models were run in which the imposed 
boundary conditions contain only low-pass, or high-pass filtered infor-
mation, to exclude incident-band, or infragravity-band waves at the 
boundary, respectively. SSB-LPF and SSB-HPF are variants of SSB, in 
which the incoming incident-band (SSB-LPF) and infragravity-band 
(SSB-HPF) boundary conditions were selectively removed. SNH-HPF is 
a variant of SNH that is forced using only incoming incident-band wave 
motions, without imposing any infragravity-band waves at the swash- 
zone boundary. Note that since an XBNH swash-zone model with only 
infragravity-band boundary conditions (i.e., SNH-LPF) provides iden-
tical results to SSB-LPF, this swash-zone model type is not included 
separately in the following analysis. 

Relative differences in Sig simulated by the five swash-zone models 
are quantified for each of the 50 offshore wave condition simulations as: 

ΔSm
ig,rel =

Sm
ig − Sref

ig

Sref
ig

(6)  

where the superscript m refers to the swash zone model of interest (i.e., 
SSB, SSB-LPF, SSB-HPF, or SNH-HPF) and the superscript ref refers to the 
reference swash zone model, in this case SNH (see Fig. 10 for example 
swash time series and spectra). 

The results of the swash zone model analysis are summarized in 
Fig. 11. The relative difference in Sig between SNH and SSB is small, with 
a mean underestimation of 5%. This relative difference is significantly 
smaller than that found for the 2DH XBNH and XBSB models (̃33%; cf. 
Table 3), indicating that the majority (̃85%) of the observed difference 
in Sig found in Section 4.1 is due to differences between the models 
occurring outside the swash zone. Although further research is required, 
the more complete description of the incident-band wave spectrum, 
wave groupiness, and non-linear energy transfers in the shoaling and 
surf zone in XBNH than in XBSB are likely causes of these differences at 
the outer edge of the swash zone. The remaining ̃15% of the observed 
difference in Sig must conversely be due to differences occurring inside 
the swash zone. 

The SSB-LPF and SSB-HPF simulations were used to determine if the 

presence of incident-band wave energy outside of the swash zone con-
tributes to the simulated magnitude of infragravity-band swash. Results 
from SSB-LPF, which is forced without incident-band wave information, 
show a greater underestimation of the infragravity-band swash (mean 
underestimation 15%, see Fig. 11) than SSB. The SSB-HPF simulations, 
which were forced without incoming infragravity-band waves at the 
swash-zone boundary, predict non-zero values of Sig (mean underesti-
mation 74%). Both these results show that the presence of incident-band 
wave energy, which in XBSB varies at the wave-group time scale, at the 
edge of the swash zone contributes to the generation of infragravity- 
band swash. Therefore, alongside differences in the incoming 
infragravity-band energy, differences in incident-band wave energy and 
groupiness at the edge of the swash zone between XBNH and XBSB may 
be expected to contribute to simulated differences in Sig. 

To examine differences in Sig occurring within the swash zone, the 
results of SNH-HPF are compared to those of SSB-HPF. In this, SNH-HPF 
is forced without incoming infragravity-band waves, but with a time 
series of incoming incident-band waves that are fully resolved in the 
model. Importantly, SNH-HPF is forced with the same low-frequency 
wave-group variation of incident-band wave energy as SSB-HPF. SSB- 
HPF underestimates Sig more than SNH-HPF (74% versus 44% mean 
underestimation) indicating that the presence of incident-band wave 
motions within the modelled swash zone leads to increased values of Sig. 
Cursory analysis shows that given the offshore forcing conditions and 
beach slope used in the simulations, the swash period (as defined by 
Brocchini and Baldock, 2008) is such that swash-swash interactions may 
be expected in approximately half of the 50 simulations, and may 
therefore cause increased low-frequency variance in SNH-HPF relative 
to SSB-HPF. However, other sources of low-frequency variance, e.g., 
low-frequency variance at the wave-group time scale due to increased 
total swash amplitude, as well as differences in incident-band wave 
transformation within the swash zone in the SNH-HPF model compared 
to the SSB-HPF model, may also contribute. For the purpose of this study 
however, it is sufficient to conclude that differences in simulated values 
of Sig can occur solely due to the manner in which incident-band waves 
are resolved within the swash zone. 

4.3. Implications for the application of XBSB 

The results of Section 3 show that XBNH is generally more accurate 
in the prediction of swash than the S2006 parameterization, and 
therefore may be a useful engineering tool for application on 
intermediate-reflective beaches. In line with Stockdon et al. (2014) 
however, Section 4.1 shows that the more commonly-used XBSB model 
typically underestimates wave runup during SD97. Given the more 
prevalent use of XBSB relative to XBNH in engineering applications, it is 
relevant to identify under what types of conditions large differences 
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Fig. 11. Box and whisker plots showing difference in infragravity-band significant swash for four swash zone models relative to those of SNH. Spreading is the result 
of variations in the 50 simulations with varying offshore wave conditions. Box plots indicate the first and third quantile of the data, whiskers the 9% and 91% 
exceedence values, and the solid line the mean of the data. 
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between the models occur, and hence for what conditions XBSB may not 
be suitable to assess wave runup. To this end, 140 additional XBNH and 
XBSB simulations were set up with a broad range of wave forcing 
(Hm0 = 0.6–4.0 m; Tp = 6.0–13.5 s; shore-normal waves with direc-
tional spread varying between 10∘ and 30∘). All simulations were carried 
out using the observed bathymetry of SD97 (17 October), constant 
offshore water level (NGVD+0.5 m; approximately MSL), and model 
grid and parameter settings described in the previous sections. The new 
simulations represent conditions in the range of ω = 1.4–11.2, with ω 
the dimensionless fall velocity defined as (Dean, 1973; Wright and 
Short, 1984): 

ω=
Hb

wsTp
(7)  

where Hb is the breaker wave height, ws the sediment fall velocity and Tp 
the peak wave period. The breaker wave height is derived following 
Komar and Gaughan (1972) from the significant wave height and peak 
period observed at the FRF-8m array, and the fall velocity ws is 
computed following Van Rijn (1993) assuming a median grain size of 
0.5 mm (Stauble and Cialone, 1996). ω-values smaller than 1 indicate a 
reflective beach state, ω-values between 1 and 6 correspond to an in-
termediate beach state, and values larger than 6 to a dissipative beach 
state. 

Differences in model prediction of η, Sinc, Sig and R2% are computed at 
the location of the six runup transects for the 50 SD97 simulations and 
the additional 140 simulations as ΔX = XXBNH − XXBSB, where the vari-
able X represents any of η, Sinc, Sig, or R2%. To account for variations in 
swash magnitude due to wave forcing, differences are normalized by the 
deep water wave height H0 and presented in Fig. 12 relative to ω. The 
mean normalized difference (or normalized bias) and the root mean 
square of the normalized difference (normalized RMSD) for different 
ω-ranges are summarized in Table 4. The results show that the 
normalized bias in predicted η (panel a) remains relatively constant and 
small (̃2% greater mean setup in XBSB) across the range of wave con-
ditions simulated in this study. As may be expected, the normalized bias 
in Sinc (panel b) is substantially larger for reflective conditions (ω ≤ 1) 
than for dissipative conditions (ω > 6), with a normalized bias of 105% 
and 20% of the deep water wave height, respectively. Large differences 
mainly occur for conditions in which the total runup (R2%) as predicted 
by XBNH is small. In line with the results of Section 4.1, the normalized 

bias in Sig between XBNH and XBSB (panel c) remains present for all 
wave conditions simulated in this study. In approximately 15% of the 
simulations, which are primarily intermediate and reflective wave 
conditions (28 out of 29 cases), XBSB provides higher predictions of Sig 

than XBNH. The normalized bias in Sig is therefore relatively low (− 2%) 
for the reflective conditions assessed in this study. However, the 
normalized RMSD for reflective and intermediate conditions is 15% and 
19%, respectively, which is similar to that for dissipative conditions 
(17%). During dissipative wave conditions, XBSB primarily (65 out of 66 
cases) predicts lower infragravity-band swash than XBNH, with a 
normalized bias of 16%. As the normalized RMSD in η and Sig remains 
relatively constant across the range of wave conditions assessed in this 
study, the variation in observed differences in R2% (panel d) can pri-
marily be attributed to the prediction of Sinc. Consequently, the 
normalized bias in R2% is large for reflective conditions (57% of the deep 
water wave height). However, due to the observed difference in Sig, 
XBSB also predicts lower R2% for intermediate and dissipative condi-
tions: 18% and 17% of the deep water wave height, respectively. 

In line with the findings of Section 4.1, this study shows that, relative 
to XBNH, XBSB underestimates Sinc for all wave conditions and Sig for 
most intermediate and dissipative wave conditions at the Duck field site. 
While it is generally well established that XBSB is unable to accurately 
predict wave runup on reflective beaches (e.g., Roelvink et al., 2017), 
these results suggest that XBSB may also structurally underestimate 
wave runup on other dissipative beaches, although to a lesser degree 
than on reflective beaches. While this potential underprediction appears 
not to have negatively affected the ability of the model to predict 
storm-driven morphodynamics under dissipative conditions in other 
studies (e.g., McCall et al., 2010; Lindemer et al., 2010; de Vet et al., 
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Fig. 12. Normalized difference in η (a), Sinc (b), Sig (c) 
and R2% (d) between XBNH and XBSB for a range of 
reflective–dissipative wave conditions. Marker shapes 
differentiate the original 50 SD97 (∘) and 140 addi-
tional (△) simulations, whereas marker colours 
indicate the R2% value computed by XBNH for every 
wave condition. Vertical lines distinguish between 
reflective (ω ≤ 1), intermediate (1 < ω ≤ 6) and 
dissipative (ω > 6) conditions. (For interpretation of 
the references to colour in this figure legend, the 
reader is referred to the Web version of this article.)   

Table 4 
Normalized bias and normalized RMSD between XBNH and XBSB predictions of 
η, Sinc, Sig and R2% for different ω-ranges.   

Normalized bias/Normalized RMSD (− ) 

ω (− ) η  Sinc  Sig  R2%  

0–1 0.03/0.07 1.05/1.16 − 0.02/0.15 0.57/0.67 
1–6 − 0.03/0.04 0.33/0.41 0.09/0.19 0.18/0.25 
>6  − 0.01/0.02 0.20/0.21 0.16/0.17 0.17/0.19 
Overall − 0.02/0.04 0.29/0.37 0.11/0.18 0.18/0.24  
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2015; Harter and Figlus, 2017; Passeri et al., 2018; van der Lugt et al., 
2019; van Ormondt et al., 2020), the difference between the XBNH and 
XBSB models is relevant and will affect the assessment of storm-driven 
high water marks, as well as potentially the prediction of overtopping 
and overwash volumes. Further assessment of XBSB skill in the predic-
tion of swash and runup relative to observations on more dissipative 
field sites is therefore greatly recommended to better quantify the true 
model error of XBSB. 

5. Conclusion 

Validation of wave runup predicted by numerical models such as 
XBeach is required to make accurate estimates of the impacts of storms. 
Here we present the use of the incident-band wave-resolving, non- 
hydrostatic XBeach model to simulate runup on an inter-
mediate–reflective beach observed during the SandyDuck ’97 field 
experiment. It is shown that wave height is predicted by the model with 
root mean square errors of 0.17 m and 0.08 m for incident-band and 
infragravity-band wave height, respectively. The model subsequently 
simulates swash dynamics and runup on the beach, in which setup at the 
waterline is slightly underestimated (bias of − 0.04 m) with a root mean 
square error of 0.13 m. Both the incident-band and infragravity-band 
swash are well represented with low bias (0.06 m and − 0.09 m, 
respectively) and root mean square errors of 0.25 m and 0.23 m. In a 
quantitative sense, the performance of the XBeach non-hydrostatic 
model for runup is generally found to be better than that of the 
commonly-used empirical wave runup model of Stockdon et al. (2006), 
which itself was derived using data from the SandyDuck ’97 field 
experiment, highlighting the value of the model as a practical tool for 
estimating wave runup. 

The performance of the XBeach non-hydrostatic model was 
compared to that of the short-wave phase-averaged XBeach surf-beat 
model. The results show that XBeach surf-beat predicts wave trans-
formation and setup at the waterline similarly to the non-hydrostatic 
model, but that the XBeach non-hydrostatic model is a better predictor 
of swash. In line with expectations given the intermediate–reflective 
nature of the SandyDuck ‘97 beach, the XBeach surf-beat model 
underpredicts the observed incident-band swash motions, as well as 
those simulated in the non-hydrostatic model. Analysis also shows that 
XBeach surf-beat underpredicts infragravity-band swash observed dur-
ing the SandyDuck ‘97 experiment, as well as that simulated in the non- 
hydrostatic model. Model differences in infragravity-band swash are 
primarily (̃85%) due to differences in the simulated incoming infra-
gravity waves and incident-band wave-group energy occurring offshore 
of the swash zone, where differences in non-linear energy transfers in 
the surf zone may play an important role. Model differences in 
infragravity-band swash are secondarily (̃15%) due to the manner in 
which incident-band waves are resolved within the swash zone. 

Exploring a wide range of wave conditions, larger than present 
during the SandyDuck’97 experiment, and representing a range of 
reflective to dissipative beach states, it is shown that the XBeach surf- 
beat model predicts setup at the waterline similarly to the non- 
hydrostatic model for all conditions. Incident-band swash motions in 
the XBeach surf-beat model are smaller than those in the non- 
hydrostatic model for all conditions, in particular for reflective condi-
tions for which differences in the incident-band swash are approxi-
mately proportional to the deep water wave height. Infragravity-band 
swash motions in the surf-beat model are also smaller than those in the 
non-hydrostatic model, including for dissipative wave conditions where 
the mean difference between the models is 16% of the deep water wave 
height. The result of these swash differences is that the surf-beat model 
underpredicts wave runup relative to the non-hydrostatic model during 
reflective, and to a lesser extent during dissipative, conditions 
(normalized differences 57% and 17%, respectively). Further quantifi-
cation of the difference in infragravity-band waves and swash, including 
comparison to observations, for more dissipative field sites is highly 

recommended. 
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