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Teaching Bimanual dexterous manipulations with Interactive
Demonstrations and Reinforcement Learning

Zheyu Du, Giovanni Franzese, and Jens Kober

Abstract— Robot dexterous manipulation research has drawn
more attention in recent years since the development of various
learning methods makes it possible for robots to achieve
dexterity at the human level. Many attempts have been made to
integrate human knowledge into Reinforcement Learning (RL)
processes for faster learning speed and better performance.
Despite their successes in many aspects, there are two open
problems that still need to be carefully considered: 1. The effect
of demonstrations gradually vanishes during RL. 2. In most
cases, only imperfect demonstrations are available to robots. In
this work, we proposed a new learning framework - Interactive
Behavioural Cloning for faster Reinforcement Learning (IBC-
RL), which could alleviate problems in complex manipulation
tasks with long horizons. Different demonstrations are shown
to robots at different learning stages. Robots learn complex
tasks step by step with interactive demonstrations from human
teachers. The framework is evaluated with four dexterous
manipulation tasks simulated with the Isaac Gym engine.
Human teachers perform demonstrations by controlling the
simulated robot hands through a hand-tracking system (See
Fig. 1). The results of the experiments could demonstrate the
efficiency of IBC-RL in guiding and accelerating the learning
processes with imperfect demonstrations.

I. INTRODUCTION

Robot dexterous manipulation researches aim to enable
robots to flexibly manipulate whatever objects they may have
in hand, such as reorienting a cube [1], flipping a box [2], and
using various tools [3]. Human beings have an extraordinary
ability to handle these kinds of tasks and handle objects
with various shapes, textures, and sizes. However, these are
complicated tasks for robots, which challenge both the design
and the driven algorithms of robot hands. As a matter of
fact, the most common robots currently used in industrial
manufacturing still have no ability to react to changes in
the working environments. They can only execute motion
sequences that human engineers predefined. But thanks to
the development of new sensing technologies, more powerful
computation ability, and more innovative driven algorithms,
robots are becoming increasingly intelligent and dexterous in
recent years [4].

Nevertheless, they are still underperforming compared to
humans, especially in learning complex manipulation tasks
where dexterous hands with many degrees of freedom are
necessary. The dexterous hands indeed improve the ability
of robots for complex operations and more human-like
behaviors. On the other hand, they also largely increase
the difficulty of learning an optimal strategy. In particular,
learning bimanual manipulation tasks is challenging without
the availability of expert demonstrations and many hours of
self-exploration [5], [6].

Fig. 1: Left figure: An example of the bimanual manipulation task
- Swing the cup, which is simulated in Isaac Gym [9]. The robot
uses both hands to grab the cup and then rotate it into the target
orientations. Right figure: a human-robot interface - Leap Sensor.
It captures the real-time movements of human hands and outputs
the states of the simulated hands.

Many new learning methods and various control schemes
have been proposed in recent years, which aim to accelerate
the learning process and improve the performance of the
trained controller. However, Reinforcement Learning (RL)
methods still inevitably require massive data from inter-
actions with the environments, although the amount could
be reduced with model-based RL methods [7]. Imitation
Learning (IL) methods require a considerable number of
demonstrations from human teachers, and the reliance on
expert knowledge cannot be entirely avoided [6], [8]. It is
not a new idea to integrate human knowledge with the RL
methods and benefit from the strengths of both two kinds of
techniques. For example, the most common way is to pretrain
the controller with data collected from human teachers and
give the RL algorithm a warm start. Nevertheless, there are
two main problems that have not been sufficiently studied
so far. First, the effect of human demonstrations gradually
vanishes during the RL process: robots will progressively
forget the knowledge they gained from human teachers.
Second, due to the limits of the human-robot interfaces and
other possible interruptions, the recorded human demonstra-
tions may be imperfect, containing suboptimal strategies,
unnecessary movements, and action noises.

In this paper, to alleviate the problems mentioned above,
we introduce Interactive Behavioural Cloning for faster Rein-
forcement Learning (IBC-RL), where human demonstrations
are not used to only pretrain the policy but show robots dif-
ferent sub-skills according to their current learning stage and
guide the explorations during RL. The proposed technique is
motivated by the idea of propaedeutic skill learning where,
for example, we first teach robots how to grasp objects, and
only when they can successfully perform the grasping we
show them how to stack the objects together. This is also the



most natural way when a human child is taught to perform
a task by a teacher. The teaching is always step-by-step, and
demonstrations targeting the current learning stage are shown
to the child.

In the rest of this paper, some related works are introduced
in Sec. II, which includes a brief review of previous research
on dexterous manipulations, human-robot interfaces, and RL
methods with expert or non-expert demonstrations. Sec. III
introduces the background knowledge of the proposed learn-
ing framework, which briefly reviews the basic concepts of
RL and Proximal policy optimization (PPO), presents the
reward functions, and formalizes the imperfect demonstra-
tions. Sec. IV introduces the IBC-RL framework in detail
and formalizes the methods used. Sec. V presents the results
of the evaluation experiments, some ablation studies, and the
limitations of the framework.

II. Related work

Robot manipulation tasks are mainly learned with methods
based on dynamic analysis or reinforcement learning (RL).
The conventional dynamic analysis methods need to model
the dynamics of the entire system and then treat the control of
actuators as optimization problems with chosen constraints.
These methods are normally limited to simple tasks with
simple end effectors, like grippers [10]. Recently, RL meth-
ods have achieved success in more complex and contact-rich
tasks with dexterous robot hands. Model-based RL methods
are well-known for higher adaptability and data efficiency
[7], which makes them seem to be suitable for practical
problems. However, despite having many appealing features,
model-based RL methods still suffer from the inaccuracy of
the learned transition model in practice, which makes it hard
to scale to various high-dimensional tasks [11], [12]. On
the contrary, model-free RL methods directly learn policies
through interactions with the environments. They are gaining
popularity in recent years because of their scalable learning
ability. However, it is undeniable that outstanding perfor-
mance comes with huge costs. These methods usually require
a considerable amount of data for training and typically take
a long time, which is prohibitive in real applications. To
alleviate this problem, an effective way is to utilize human
knowledge to help with learning [10]. Expert demonstrations
have been widely studied and successfully integrated with
RL in different ways to accelerate the learning processes and
improve the performance of trained controllers. But the study
on imperfect demonstrations is still insufficient.

In this section, relevant research about robot dexterous
manipulations is briefly reviewed and introduced in Sec. II-
A. Sec. II-B introduces and compares different ways to in-
tegrate human demonstrations with RL. Sec. II-C introduces
different human-robot interfaces used in previous research
to collect demonstrations. At last, the learning frameworks
that were used to deal with different kinds of imperfect
demonstrations are reviewed in Sec. II-D.

A. Robot dexterous manipulation

Dexterous manipulation tasks were formulated by Salis-
bury [13]. They require the coordination of robot fingers and
even arms to control the objects continuously and always
maintain contact in the process, which puts more challenges
on the design of robot hands and driven algorithms compared
with discrete picking and placing. Some essential works
were done to include the rolling [14], [15], sliding [16],
pivoting [17], and finger gaiting [18] into the control loop,
to optimize the initial grasping position and orientation [19]
and to optimize the hand design for easier control or better
performance [20], [21], [22]. Based on them, many control
schemes have been proposed, especially in recent years.

Conventional methods usually require a high-level planner
and a low-level controller. High-level planner explores the
state and action spaces with various planning techniques
for an optimized trajectory. The low-level controller maps
the friction forces at contact points to the accelerations of
robot fingers and then calculates appropriate actions for
the actuators to follow the planned trajectory. Contact and
grasping states are either modeled mathematically [23], [24],
[25] or directly obtained from various sensors [26]. However,
dynamic modeling and trajectory planning for dexterous
hands severely increase the difficulty of the tasks and calcula-
tion burden. A simpler way is utilizing extrinsic dexterity to
transfer the requirement of dexterity from robot hands to the
external world [27]. But this means robots cannot perform
the manipulation tasks alone without an additional surface
like a wall or a table.

In recent years, machine learning techniques are gaining
prosperity. RL methods, especially those with deep neural
networks, are playing active roles in the robot control area.
They were first used for dexterous manipulation tasks in
2015 [28]. After that, more research with various model-
free RL methods has been done to optimize the learning
processes and improve the performance of trained controllers.
For example, the learning could be more efficient by par-
allelizing neural networks and shaping the reward function
with instructive information [29]. The robustness of the
learned controller could be improved by training with domain
randomization [30] and taking advantage of past experience
with a recurrent neural network [1]. Until now, a large
number of generalized manipulation tasks could be learned
with this kind of method [1], [3], [31]. Model-based RL
methods have also been used in dexterous manipulation tasks,
but less than the model-free ones. Anusha Nagabandi, et al
proposed a model-based RL controller (PDDM), which uses
a deep neural network to model the transition dynamics of
the system [7]. It has shown higher data efficiency in some
dexterous manipulation tasks.

Our work builds upon the model-free deep RL to con-
trol anthropomorphic double hands. By utilizing a small
number of human demonstrations, even the imperfect ones,
the learning processes could be significantly accelerated and
more stable with fewer performance drops. Previous work
has demonstrated learning of multiple bimanual manipulation



tasks with various model-free RL controllers [5]. Based on
them, we further improve the learning algorithms to acceler-
ate learning and reduce interactions with the environments.

B. Reinforcement learning with human demonstrations

An effective way to improve the data efficiency and the
performance of learning methods is by integrating them with
the knowledge of human beings. One approach is to pretrain
the controller to mimic the expert policies extracted from hu-
man demonstrations. Then the controller is further optimized
through reinforcement learning, guided by a shaped reward
function [32], [33]. However, some RL algorithms, such
as maximum entropy RL [34], are designed to encourage
random explorations, which is conflicted with the idea of ini-
tializing the RL with imitation learning. Another problem is
that shaping the reward function with human demonstrations
is indispensable for these methods. Otherwise, the robot will
gradually forget the knowledge learned from human teachers
during the RL. An alternate approach is to train an off-policy
RL with a replay buffer of human demonstrations [35] or
do the imitation learning and policy searching at the same
time [3], [36]. The robot could then benefit from both expert
demonstrations and interactions with the environment in the
policy update. However, these methods heavily rely on the
high quality of the demonstrations, and some of them require
annotating the demonstrated state-action pairs with the expert
rewards, which are inaccessible in some cases.

Our method is inspired by the work of M. Vecerik, et al
[35]. We use imitation learning for controller initialization
and experience replay, and we have released the burden of
shaping the reward function and annotating all the data.

C. Human-robot interfaces

Besides, due to the morphological differences between
robot hands and human hands, the demonstrations usually
could not be directly used for learning. It is still an open
question of how to perform the demonstrations for robots
effectively. Henry Zhu, et al gave demonstrations through
kinesthetic teaching [2]. It is straightforward since the human
teacher could directly manipulate the robot. However, it is
unsuitable for high-DoF robot hands since the demonstra-
tions will not be continuous and accurate enough. Aravind
Rajeswaran, et al used a CyberGlove to record the movements
of fingers and an HTC Vive tracker to track the trajectories
of human hands [3]. Abhishek Gupta, et al. proposed a novel
method [37] to perform demonstrations. Human experts
perform multiple object-centric demonstrations, then each of
them will be weighted for each individual controller. In this
way, controllers only learn from the demonstrations that share
similar initial conditions with themselves and at the same
time are feasible for learning.

Our work uses a Leap Sensor to collect demonstrations,
which is convenient and cheap. It can collect real-time states
of human hands and fingers. However, the sensing area is
limited, and sensing with infrared rays is less accurate.

D. Learning with imperfect human demonstrations

Most previous research studied how to learn a policy from
high-quality demonstrations from human experts effectively.
Imitation learning methods have been proven to work well in
benchmark tasks [38]. However, they could not show satisfac-
tory performance when dealing with practical problems since
the quality of demonstrations could not always be guaranteed.
They might be unavailable at all or too expensive to have a
large number of them for accurate learning [39]. Therefore,
many researchers have moved their attention to learning with
non-expert demonstrations.

Some researchers have studied how to learn from subop-
timal demonstrations with imitation learning and reinforce-
ment learning techniques. However, most of these methods
require different information or other assumptions to update
the policy. The Distance minimization inverse RL (DM-
IRL) assumes that the true reward function is linear in the
predefined feature function and requires human teachers to
estimate the cumulative reward [40]. Semi-supervised IRL
(SSIRL) is able to recognize optimal demonstrations from a
mixture of optimal and suboptimal ones [8]. The reliance on
expert demonstrations could still not be avoided.

Another way to deal with this problem is by utilizing the
nature of RL. Noises learned could be gradually filtered out
through more explorations. Instead of trying to find optimal
demonstrations, robots could learn from the imperfect ones
and make further optimizations and filter out the noises
through the explorations during RL. Normalized Actor-Critic
(NAC) trains the controller for auto-driving with imperfect
human demonstrations and then refines the learned policy
with RL [41]. It is indeed able to utilize imperfect demonstra-
tions to help with the learning, but they are only used for the
initialization of neural networks. Relative Entropy Q-learning
(REQ) collects new data with a mixture of action from RL
and human policy [42]. It has been tested and evaluated with
several bimanual manipulation tasks and has shown excellent
performance and potential. However, it only deals with the
suboptimal strategies in the demonstrations and also requires
the guidance of optimal ones.

Previous research aimed to deal with the demonstrations
with suboptimal strategies, some meant to filter out the
noises, and there are also works tried to learn from demon-
strations with different strategies. Only a few of them tried
to solve all the problems at the same time. Our work is
inspired by NAC and makes further improvements to utilize
imperfect demonstrations during RL. We use the data directly
collected from the sensor and aim to deal with all the
problems mentioned above, which is a more realistic situation
in practical tasks.

III. Background on Robot Learning

This section briefly reviews the main concepts of reinforce-
ment learning in III-A. Then III-A.1 introduces the Proximal
Policy Optimization method [43], which is used in our
framework (IBC-RL). III-A.2 compares three ways to define
the reward function. At last, III-B formalizes the imperfect



demonstration studied in this paper and distinguishes it from
other kinds of non-expert demonstrations studied before.

A. Reinforcement Learning

Reinforcement Learning (RL) methods are able to deal
with the control problems of complex dynamic systems,
which are usually defined by Markov decision processes
(MDP) M = {S,A, T, 𝑟}. Here, S is the state space, A
is the action space, 𝑟 is the reward function, and T defines
the transition dynamics of the system. The robot explores the
environment and learns a policy 𝜋 which could maximize the
cumulative reward

𝑅𝜋 (𝒔0) =
∞∑︁
𝑡=0

𝛾𝑡𝑟𝑡+1 =

∞∑︁
𝑡=0

𝛾𝑡 𝜌(𝒔𝑡 , 𝜋(𝒔𝑡 )), (1)

where 𝛾 ∈ [0, 1) is the discount factor that encodes the
increasing uncertainty about the future and helps with the
convergence of learning. The state-value (V) function and
action-value (Q) function are defined as

𝑉 𝜋 (𝒔𝑡 ) = E[𝑅𝜋 (𝒔𝑡 ) |𝒔𝑡 ]; (2)

𝑄 𝜋 (𝒔𝑡 , 𝒂𝑡 ) = E[𝑅𝜋 (𝒔𝑡 ) |𝒔𝑡 , 𝒂𝑡 ], (3)

respectively. The advantage function

𝐴𝜋 (𝒔𝑡 , 𝒂𝑡 ) = 𝑄 𝜋 (𝒔𝑡 , 𝒂𝑡 ) −𝑉 𝜋 (𝒔𝑡 ), (4)

indicates how much is the action 𝒂𝑡 taken at state 𝒔𝑡 better
or worse than the expected return when following policy 𝜋,
which could be used to update the policy.

1) Proximal Policy Optimization: Proximal policy opti-
mization (PPO) is one of the most widely used model-free RL
algorithms, which optimizes the approximated value function
and the control policy periodically [1], [43]. For 𝑘-step returns,
the estimator of the value function𝑉 𝜋 (𝑠𝑡 , 𝑎𝑡 ) could be defined
as

�̂�
(𝑘 )
𝑡 =

𝑡+𝑘−1∑︁
𝑖=𝑡

𝛾𝑖−𝑡𝑟𝑖 + 𝛾𝑘𝑉 (𝒔𝑡+𝑘). (5)

Then, to compare the action 𝒂𝑡 with the average action taken
at state 𝒔𝑡 , the advantage function 𝐴𝜋 (𝒔𝑡 , 𝒂𝑡 ) is used as an
indication, which could be estimated with the generalized
advantage estimator (GAE) in the following way:

�̂�𝐺𝐴𝐸
𝑡 = (1 − 𝜆)

∑︁
𝑘>0

𝜆𝑘−1�̂�
(𝑘 )
𝑡 , (6)

�̂�𝐺𝐴𝐸
𝑡 = �̂�𝐺𝐴𝐸

𝑡 −𝑉 (𝒔𝑡 ). (7)

During each trial, the transition data of each step are collected
into the update buffers with a fixed length 𝑁𝑢. For every 𝑁𝑢

steps, the policy and value function estimators are optimized
with the mini-batch stochastic gradient descent method (See
Algorithm 1, line 15-18). The clipped objective of this periodic
optimization could be defined as

𝐿𝑃𝑃𝑂 = Emin(𝑅𝑝 �̂�
𝐺𝐴𝐸
𝑡 , 𝑐𝑙𝑖𝑝(𝑅𝑝 , 1 − 𝜖, 1 + 𝜖) �̂�𝐺𝐴𝐸

𝑡 ),

𝑅𝑝 =
𝜋(𝒂𝑡 |𝒔𝑡 )

𝜋𝑜𝑙𝑑 (𝒂𝑡 |𝒔𝑡 )
,

(8)

in which 𝑅𝑝 is the ratio of the probability of taking action 𝒂𝑡
with the updated policy 𝜋 to the probability of taking action 𝒂𝑡
with the old policy 𝜋𝑜𝑙𝑑 . 𝜖 is a hyper-parameter that indicates
the range of deviation of the new policy from the old one.

PPO explores the environment by sampling new actions
randomly around the actions given by the old policy. This
randomness will progressively decrease and the update rule
encourages the algorithm to exploit the previous experience
more, which may increase the chance of getting the algorithm
stuck in local minima, especially when dealing with complex
tasks. Besides, although limited by 𝜖 , it is possible that the
updated policy deviates significantly from the old one and
results in the deterioration of performance. Many different
tricks have been used in the variants of PPO to deal with these
problems. In this paper, we will show that they could also be
alleviated with the help of human demonstrations, even with
imperfect ones.

2) Reward Function: The reward function is one of the
most important pieces in RL that guides the explorations and
determines the goals that robots will try to reach. In the real
world, most of the tasks are considered to be episodic [44].
The most natural and intuitive way of awarding a learner is
to give positive feedback if a certain goal has been reached
within a set of constraints, like

𝑟 =

{
𝑅 if |𝒔𝑡 − 𝒔𝑔 | < 𝜉

0 else,
(9)

in which 𝒔𝑔 is the goal state and 𝜉 defines the region of
success. This kind of sparse reward function does not need
any prior information about the environment, but it cannot
provide enough guidance for learning since robots could only
receive feedback if reaching certain regions in the state space
[29], [44].

Since the complexity of the reward function is proportional
to the complexity of the policies that robots could learn,
another choice is to carefully shape a reward function that en-
codes all the intended motions. These methods include Inverse
Reinforcement Learning (IRL), apprenticeship learning, and
inverse optimal control [45]. However, shaping the reward with
human knowledge is usually avoided in robotics research. The
designed functions are typically task-specific, which cannot be
generalized to other tasks. The computational costs increase
significantly with the complexity of the tasks. And the model
that transforms human knowledge to a reward function is
usually not available [45].

Considering the computational complexity and generaliza-
tion to various tasks, reward functions that are structured and
continuous in the state space [2], [7], or at least smoothly
varying across different regions [1], [29], are mostly used in
dexterous manipulation tasks. For example, the reward could
be measured with the distance between the current state and
the goal state as

𝑟 = −𝑤𝑑∗|𝑑𝒔 | + 𝑅𝑔∗ ⊮{ |𝑑𝒔 |<𝜉 }

𝑑𝒔 = 𝒔𝑡 − 𝒔𝑔 .
(10)

The robot will receive higher rewards when the current state 𝒔𝑡



is closer to the goal state 𝒔𝑔. If the task is completed |𝑑𝒔 | < 𝜖 ,
the robot will receive an additional reward 𝑅𝑔. Only a little
prior knowledge has been used in the reward function, and it
could provide more guidance for explorations.

Most of the dexterous manipulation tasks could be divided
into a sequence of subtasks [46]. Robots could achieve the final
goal step by step by achieving all the goals of the subtasks. For
example, the task in which a robot needs to hit a nail with a
hammer could be divided into three subtasks (‘get to hammer’,
‘hammer to nail’, and ‘hit the nail’) and thus three subgoals.
The reward function of such complex manipulation tasks is
usually defined as

𝑟 = 𝑟1
𝑠𝑢𝑏 + 𝑟

2
𝑠𝑢𝑏 + ... + 𝑟

𝑛
𝑠𝑢𝑏

𝑟𝑛𝑠𝑢𝑏 = 𝑓 ( |𝒔𝑡 − 𝒔𝑛𝑔 |),
(11)

in which 𝑟𝑛
𝑠𝑢𝑏

and 𝒔𝑛𝑔 are the reward and goal state of 𝑛𝑡ℎ

subtask, respectively. 𝑓 (·) is the function that calculates the
reward value given the current distance to the goal state [3],
[5]. This structure is also used in our work.
B. Formalization of Imperfect Demonstration

Previous researches mainly focus on expert demonstrations
𝜏𝑠𝑎 : 𝒂 = 𝜋∗ (𝒔), which adopt the optimal or a near-optimal
strategy with respect to the definition of the reward function.
Some researchers studied suboptimal demonstrations 𝜏′𝑠𝑎 :
𝒂′ = 𝜋𝑠𝑢𝑏 (𝒔) which are probably collected from non-expert
users, and demonstrations corrupted with different degrees
of Gaussian noises 𝜏′𝑠𝑎 : 𝒂′ = 𝜋∗ (𝒔) + 𝒂𝑛, 𝒂𝑛 ∼ N(𝜇, 𝜎2).
But none of these could represent the most common case in
practice.

Most robot users are not experts in the given tasks in
practical problems. Their demonstrations are based on their
own preferences and experience, which are suboptimal and
probably of different lengths. Depending on different human-
robot interfaces used for demonstration collection, sensing
noises and errors are usually inevitable. The robot learner
could tolerate small noises and errors, but large ones may
cause trouble to learning. Certain limitations of the interfaces
may also result in some unnecessary movements. For example,
due to the limited sensing area, human teachers sometimes
move their hands out of the sensing area and need to move
them back. This behavior is not a part of the strategy to
perform the task, but this kind of unnecessary movement is
inevitable with this kind of human motion-tracking device.
Also, since most human-robot interfaces have no feedback on
human hands, human teachers have no idea of the contact
situation, which may also lead to unnecessary movements
like shaking, regrasping, and other adjustments of hand poses.
These movements mainly depend on the sensing device used
and the personal preferences of human teachers. In most
cases, they could not be distinguished from sensing noises
and measured statistically.

The imperfect demonstrations 𝜏𝑠𝑢 considered in this paper,
on the other hand, contain all the deficiencies mentioned above,
which could be defined as

𝜏𝑠𝑢 : 𝒖 = 𝜋𝑠𝑢𝑏 (𝒔, 𝑘) + 𝒖𝑛𝑜𝑖𝑠𝑒, 𝒔 ∈ S, 𝒖 ∈ A, (12)

Algorithm 1 Interactive Behavior Cloning for Reinforcement
Learning (IBC-RL)

1: Human: Divide task into subtasks: 𝑀 = {𝑚1, 𝑚2, ..., 𝑚𝑛}
2: Step 1: Collect human demonstrations
3: while 𝑅𝑒𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑑𝑒𝑚𝑜𝑛𝑠𝑡𝑟𝑎𝑡𝑖𝑜𝑛𝑠 do
4: 𝜏1

𝑖
← (𝒔1

𝑡 , 𝒂
1
𝑡 ), 𝜏2

𝑖
← (𝒔2

𝑡 , 𝒂
2
𝑡 ), ... , 𝜏𝑛

𝑖
← (𝒔𝑛𝑡 , 𝒂𝑛𝑡 )

5: D𝑛 ← 𝑓 𝑖𝑙𝑡𝑒𝑟 (𝜏𝑛
𝑖
)

6: end while
7: Step 2: Learning subtasks with diluted demo replay
8: Reset environment and controller: (𝒔0, 𝜽 ,R,S,A,U)
9: for 𝑖 ≤ 𝑛 do ⊲ Learning 𝑖th subtask

10: Train controller with D𝑖: 𝐵𝐶 (𝜋𝜃 ,D𝑖 , 𝑛𝑒)
11: while 𝑡 < 𝐺𝑖 do
12: 𝒔𝑡+1, 𝑟𝑡 , 𝒂𝑜𝑙𝑑𝑡 = Step (𝒔𝑡 , 𝒂𝑡 = 𝜋𝜃 (𝒔𝑡 ))
13: S ← 𝒔𝑡 , A ← 𝒂𝑡 , R ← 𝑟𝑡 , U ← 𝒂𝑜𝑙𝑑𝑡

14: Update 𝑟𝑚𝑎𝑥 with eq.(18) and eq.(19)
15: if controller needs to be updated then
16: Optimize 𝜽 with eq.(8) ⊲ Update periodically
17: Empty R,S,A,U
18: end if
19: if learning gets stuck then ⊲ Condition in eq.(19)
20: Modify 𝜽 with D𝑖

𝑚: 𝐵𝐶 (𝜋𝜃 ,D𝑖
𝑚, 𝑛

′
𝑒)

21: end if
22: end while
23: end for

in which 𝜋𝑠𝑢𝑏 (𝒔, 𝑘) is the suboptimal policy shown by human
teachers in 𝑘 𝑡ℎ demonstration and 𝒖𝑛𝑜𝑖𝑠𝑒 is the noise signal due
to the sensing errors, unnecessary movements, and dynamics
difference. At state 𝒔𝑡 , the human teacher takes a suboptimal
action 𝒖𝑡 ∼ 𝑝𝑛 (𝒖𝑡 |𝒔𝑡 , 𝒂𝑡 , 𝑘), 𝒖𝑡 ∈ A. Therefore, imperfect
demonstrations could be considered to be drawn from the
following probability density:

𝑝𝑑 (𝜏𝑠𝑢) =
𝑇∏
𝑡=1

𝑝𝑠 (𝒔𝑡+1 |𝒔𝑡 , 𝒖𝑡 )

·𝑝𝑛 (𝒖𝑡 |𝒔𝑡 , 𝒂𝑡 , 𝑘), 𝒖𝑡 ∈ A,

(13)

in which 𝑇 is the control horizon, 𝑝𝑠 is the transition
probability, and 𝑝𝑛 is the noise density indicating the level
of suboptimal strategies and the quality of collected data [47].
An ideal control framework should enable robots to extract
useful information from such imperfect demonstrations and
use it to help with learning.

IV. Interactive Teaching Framework

The goal of the proposed learning framework is to enable
robots to benefit from (imperfect) human demonstrations



during the RL in long-horizon tasks, see Algorithm. 1. With
IBC-RL, robots learn the entire task by gradually learning all
the subtasks sequentially with the segmented demonstrations,
which is a similar learning logic as a human teacher teaches a
child. The general learning pipeline of IBC-RL is introduced
in Sec. IV-A. Sec. IV-B explains how robots learn useful
information from imperfect human demonstrations. Sec. IV-C
explains how different demonstration buffers are constructed
based on human knowledge and used to help with learning. At
last, Sec. IV-D explains how human demonstrations are used
to guide the exploration during RL.

A. Learning pipeline
The entire learning pipeline of IBC-RL is shown in Fig. 2.

Before the learning starts, human teachers first decompose
the task and then perform demonstrations for each subtask, as
explained in Sec. IV-C. Optionally, they could also choose to
perform the related demonstrations later during the learning
when robots ask for their help.

After the learning starts, robots start from the first subtask
and finally learn all the subtasks sequentially. The number of
learning iterations for 𝑖𝑡ℎ subtask 𝐺𝑖 (𝑖 < 𝑛) is determined
by the experience and observations of human teachers in the
following way:

𝑟 𝑖𝑡ℎ𝑟𝑒 = 𝑤𝑖
𝑝 · 𝑟 𝑖ℎ, 𝑤𝑖

𝑝 ∈ [0, 1]

𝐺𝑖 = {𝑁𝑒 | 𝑟 𝑖−1
𝑡ℎ𝑟𝑒 ≤ 𝑟 < 𝑟 𝑖𝑡ℎ𝑟𝑒},

(14)

in which 𝑟 𝑖
𝑡ℎ𝑟𝑒

is the threshold reward of 𝑖𝑡ℎ subtask. 𝑤𝑖
𝑝 is the

weight factor of 𝑖𝑡ℎ subtask and is determined by the human
teacher. 𝑟 𝑖

ℎ
is the average reward that human teachers could

get when they complete 𝑖𝑡ℎ subtask. 𝑟 is the average reward of
robot learners, which is introduced and formalized in Sec. IV-
D. If the performance of the controller reaches the threshold
(𝑟 ≥ 𝑟 𝑖

𝑡ℎ𝑟𝑒
), it means robots have roughly learned 𝑖𝑡ℎ subtask,

and they will start to learn (𝑖 + 1)𝑡ℎ subtask. Therefore, 𝐺𝑖 is
the number of iterations 𝑁𝑒 when 𝑟 is in range [𝑟 𝑖−1

𝑡ℎ𝑟𝑒
, 𝑟 𝑖

𝑡ℎ𝑟𝑒
].

𝑤𝑖
𝑝 needs to be chosen carefully based on the observations

of training processes. Being either too small or too large will
slow down learning. 𝐺𝑛 is a relatively large number from the
start of the last subtask to the maximum learning iterations,
and the learning could be stopped if it converges early.

The learning procedure of each subtask is shown in the blue
dotted box in Fig. 2. D𝑖 and D𝑖

𝑚 are the datasets of collected
human demonstrations of 𝑖𝑡ℎ subtask, which will be used when
and only when learning this subtask. The controller is first
trained on the demonstrations inD𝑖 through Behavior Cloning
(BC), which is explained in Sec.IV-B. Robots will ask for D𝑖

if the demonstrations for this subtask are unavailable. Then
the RL starts again, and robots update the controllers through
further explorations with the optimization logic explained in
Sec. III-A.1. During this process, if the learning gets stuck, the
controller will be modified with the demonstrations inD𝑖

𝑚 also
through BC, but with much fewer training epochs (𝑛′𝑒 < 𝑛𝑒).
This kind of active demonstration replay is detailed in Sec. IV-
D. After training for 𝐺𝑖 steps, robots will move on to the next
subtask and repeat this learning procedure.

Fig. 2: The flow chart of sequentially learning 𝑛 subtasks with IBC-
RL. The blue dotted box illustrates the procedure by which robots
learn each subtask. D𝑖 is used for BC. D𝑖

𝑚 is used for the active
demonstration replay, which could be the same set with D𝑖 or a
different data set collected from human teachers trying to help the
robot get out of the local minima.

In this learning pipeline, human teachers show the correct
ways to robots at the beginning of each subtask and guide their
self-learning processes through demonstrations. The noisy
knowledge is demonstrated to robots in a diluted form to
overcome the forgetting problem, and the noises could be
filtered out quickly through RL.

B. Behavior cloning with imperfect demonstrations
The method used in IBC-RL to extract useful information

from imperfect demonstrations is Behavior Cloning (BC) with
restricted learning epochs. The data collected needs to be
filtered at first to compensate for the noises to a certain degree:

𝜏𝑖𝑛𝑡𝑒𝑟𝑖 = {(𝒔, 𝒂) | (𝒔, 𝒂) ∈ 𝜏𝑖 , |𝑎 | > 𝑎𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑} (15)

𝜏∗𝑖 = {𝜏𝑖𝑛𝑡𝑒𝑟𝑖 | �̄�𝑘𝑛𝑛 − 𝜖 < 𝑎 < �̄�𝑘𝑛𝑛 + 𝜖} (16)

𝜏𝑖 is the trajectory collected in 𝑖𝑡ℎ demonstration, �̄�𝑘𝑛𝑛 is the
average action values of 𝑘 nearest data points and 𝜖 is the
tolerance to the noise. In the first filter, small actions whose
values are smaller than the threshold 𝑎𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 will be set to
zero. In the second filter, actions whose values are not close
to the average action values of 𝑘 nearest data points will be
assigned with the average values. The datasets after filtering
are indeed much cleaner. However, it is inevitable to lose some
detailed information, and the noises cannot be fully filtered
out. The suboptimal strategies and the remaining noises could
still cause trouble in learning.

With the filtered demonstration dataset D : {𝜏∗
𝑖
}𝑁 , which

is formed with 𝑁 different trajectories, the parameters 𝜽 of the



Fig. 3: The bimanual manipulation tasks used to evaluate the control framework: ‘Grasp and Place’, ‘Open the Scissor’, ‘Close the Door’, and
‘Swing the Cup’ (From left to right). The definition of the tasks and the simulation environments are provided by Yuanpei Chen, et al [5] with
modifications made by ourselves.

policy neural network are modified to reduce the mean squared
error (MSE)

L𝑀𝑆𝐸 (𝜽) = E
(𝒔,𝒂) ∈D

| |𝜋𝜃 (𝒔) − 𝒂 | | (17)

between the outputs of the policy neural network and the
demonstrated actions. (𝒔, 𝒂) are state-action pairs in the dataset
D. Unlike the original BC, which requires the learned policy
to mimic the demonstrated ones as closely as possible, IBC-
RL requires the trained controller to avoid overfitting any
imperfect human policy. Therefore, the dataset D should
be formed with multiple demonstrations: the average value
of the demonstrations sampled from human teachers is able
to provide general guidance to the robot. Besides, a hyper-
parameter 𝑛𝑒 is used to control how many epochs the controller
is trained on the training set and stop the learning at a proper
time. In this way, overfitting could be avoided, and the robot
only learns the general direction for further explorations.

C. Demonstrations for subtasks

Like teaching children to perform a task, human teachers
could teach a robot step by step to ensure that necessary
knowledge is shown to it at the proper time. As explained
in Sec. III-A.2, most of the manipulation tasks could be
decomposed into a sequence of subtasks. When the robot needs
to hit a nail, it needs to ‘grab the hammer’, ‘move to the nail’,
and finally ‘hit the nail’. The subtasks must be completed
sequentially. There is no way that the robot could move the
hammer to the nail if it has not grabbed the hammer. It could
not hit the nail if the hammer is not near the nail. The related
reward functions of these tasks are defined with the structure
shown in eq. 11, which guides the robot to perform the entire
task by achieving all the subgoals sequentially.

Therefore, the task 𝑀 could be predefined into a sequence
of subtasks 𝑀 = {𝑚1, 𝑚2, ..., 𝑚𝑛} based on human experience
and the reward function (See Algorithm 1, line 1). Demon-
strations for each subtask are collected separately from human
teachers before the RL start or during the learning when robots
need them. For the 𝑛𝑡ℎ subtask, the demonstrated trajectories
𝜏𝑛
𝑖

: (𝒔, 𝒖) are collected. After filtering, these trajectories are
put into the related datasetsD𝑛 orD𝑛

𝑚 (See Algorithm 1, line
3-6). D𝑛

𝑚 could be the same dataset as D𝑛 or a different one
collected later during the learning. When robots need to learn
the 𝑛𝑡ℎ subtask, onlyD𝑛 orD𝑛

𝑚 will be shown to them instead
of the demonstration D for the entire task. The noises and the

suboptimal strategies in other data sets will not corrupt the
learning repeatedly.

By decomposing the entire task into multiple subtasks,
the two main problems mentioned above could be alleviated
simultaneously. It could help with the forgetting problem since
the learning periods of the subtasks are much shorter, and
the related demonstrations are shown to robots only when
they need them. More importantly, it also avoids unnecessary
confusion and undesired corruption to the learning processes
when working with imperfect human demonstrations.

D. Active demonstration replay

Although being only a part of the entire task, some complex
subtasks may still be quite challenging to learn and require
many learning iterations. While learning these subtasks, the
robot could still gradually forget human knowledge. On the
other hand, imperfect demonstrations may fail to provide
enough guidance for learning these subtasks. Therefore, the
learning may still get stuck, which could be corrected by
adjusting the controller with the human demonstrations again.

Many methods could be used to indicate if the learning gets
stuck in local minima or if the robot learns the wrong strategies
that could not lead to the success of the following subtasks. The
most straightforward one is measuring the average rewards 𝑟 of
a fixed number of trials completed recently. During learning,
robots will keep and continuously update a reward buffer R𝑒

with a fixed length 𝑁 . Once a robot worker has completed a
trial, the cumulative reward of this episode is added to R𝑒,
and the earliest reward value stored in R𝑒 is deleted. In other
words, R𝑒 only stores 𝑁 recent reward values. The average
reward

𝑟 =
1
𝑁

𝑁∑︁
𝑖=1

𝑟𝑖 , 𝑟1, 𝑟2, ..., 𝑟𝑁 ∈ R𝑒 (18)

can reflect how well the robot could perform the task at the
current learning stage. During learning, 𝑟 of the past 𝑀 steps
are recorded in a bufferR𝑢 of fixed length 𝑀 and the maximum
value is recorded in 𝑟𝑚𝑎𝑥 as

𝑟𝑚𝑎𝑥 = max{𝑟1, 𝑟2, ..., 𝑟𝑀 }, 𝑟1, 𝑟2, ..., 𝑟𝑀 ∈ R𝑢. (19)

If 𝑟 fails to increase in 𝑀 steps: 𝑟𝑚𝑎𝑥 = 𝑟1, which means the
learning gets stuck, robots will use human demonstrationsD𝑖

𝑚

to adjust the controller to get the learning back into the right
track (See Algorithm 1, line 14, 19-21). In cases where human
teachers continuously supervise the learning, they could also



Fig. 4: The upper figure shows the original action sequences collected from the sensor, and the lower figure shows the action sequences after
filtering with Equation.15 and 16. The X-axis is time and the Y-axis is the main component of collect actions transformed with PCA. Different
strategies are shown in different demonstrations. 𝑑𝑒𝑚𝑜 2 and 𝑑𝑒𝑚𝑜 3 have similar strategies, which are very different from that of 𝑑𝑒𝑚𝑜 1.

manually stop the learning and replay the demonstrations if
unintended behaviors or strategies are observed.

Unlike the previous research, in which human demon-
strations are replayed to robots regularly, we only replay
them when the learning gets stuck. And we only use the
demonstrations to modify the controller to help it get rid of
the local minima instead of forcing the robot to mimic them.
Although imperfect demonstrations indeed could provide
useful guidance for learning, they will also corrupt the learning
every time shown to the robot.

V. Bimanual Manipulation Experiments

TABLE I: Parameters of the simulated environments

Parameters Description Value

𝐷𝑠 Dimension of the state space 428

𝐷𝑎 Dimension of the action space 52

𝑛𝑎 Number of working agents 512

𝑓𝑐 Control frequency 60 Hz

𝑓𝑛 Frequency of noise generation 600 steps

𝑁𝑜 The range of noise in observations [0, 0.002]

𝑁𝑎 The range of noise in actions [0, 0.05]

Various experiments have been done to validate the prob-
lems when integrating imperfect human demonstrations with
reinforcement learning and evaluate the effectiveness and
robustness of our framework. The first part of the experiments
demonstrates the problems that human knowledge will be
gradually forgotten during reinforcement learning and how the
noises will cause trouble to the learning processes. The second

part of the experiments explains why multiple demonstrations
are used instead of a single one and why demonstrations of
the subtasks are used instead of those of the entire task. The
last part of the experiments evaluates the effectiveness of the
framework with four bimanual dexterous manipulation tasks
(see Fig.3) and explains the limitations of the framework.

All the test environments are built and simulated with the
Isaac Gym engine [9]. The important parameters are listed
in table I. Each human-like robot hand has 26 DoF, which
is dexterous enough to perform various tasks like pushing,
grasping, catching, etc. For the collection of human demon-
strations, human teachers control the simulated robot hands
with the human motion tracking device, which captures the
movements of human hands with infrared rays at 100 Hz. The
sensor collects the real-time states of human hands and fingers.
After some transformations which could compensate for the
morphology difference, the robot will receive the difference
between its current state and the next state 𝑠𝑡+1 − 𝑠𝑡 , which is
sent to the PD controllers for the trajectory following. Then
the robot mimics human movements by sequentially visiting all
the collected states of human hands in a demonstration. The
state-action pairs of the simulated robot hands are recorded
at 60 Hz. The demonstrations used in the experiments were
collected from two demonstrators. They performed the tasks
using the hand-tracking device without much practice and tried
to show different but reasonable and human-like strategies.

Demonstrations collected with the human motion tracking
device contain various suboptimal strategies, unnecessary
movements, and noises, which could be depicted with eq. 12
and 13. For each collected demonstration, when replaying the
collected actions in sequence, the robot can repeat human
behaviors, but suboptimal strategies, unnecessary movements,
and noises could be obviously noticed. It becomes much



cleaner after filtering, as shown in Fig.4. Assigning exotic
actions with average values could indeed filter out much noise.
However, it will also lose many details of human movements.

Our work is built upon a baseline of bimanual manipulation
tasks of [5]. We designed new functions and APIs to collect
and visualize human demonstrations and made necessary
modifications to the PPO controller and task definitions. The
main parameters of the PPO controller are shown in table
II. These values are shared in all the following experiments.
Because of the randomness when sampling new actions at each
step during the exploration, the learning processes of the same
task could be very different. Therefore, multiple tests are done
for each task with the same settings. The mean and variance of
the learning curves are shown in the figures for comparison.

TABLE II: Parameters of the PPO controller

Parameters Description Value

𝛾 Discount rate 0.96

𝑙𝑟 Learning rate 3 × 10−4

𝑛𝑠 Update intervals 8

𝑛𝑚 Number of mini-batches 4

𝜖 Clip range of the policy update 0.2

𝐻𝑝 Size of the policy network [1024, 1024, 512]
𝐻𝑣 Size of the value network [1024, 1024, 512]
𝐹𝑎 Activation function Elu

𝑁𝑖𝑡 Max number of iteration for each trial 4000

The learning framework IBC-RL is evaluated with four
kinds of bimanual dexterous manipulation tasks in Sec. V-
A. The results of some ablation studies are shown in Sec. V-B,
which validate the main problems and support the design of the
framework. At last, the limitations of the framework exposed
in the experiments are summarized in Sec. V-C.

A. Evaluation of the framework

The new learning framework IBC-RL is evaluated with four
tasks: ‘Open the Scissor’, ‘Grasp and Place’, ‘Close the Door’,
and ‘Swing the cup’ (see Fig. 3). All the tasks have been
divided into two subtasks: ‘Reach’ and ‘Manipulation’. In
the ‘Reach’ subtask, robots learn how to move their hands
from where they are initialized to the target objects. In the
‘Manipulation’ subtask, robots learn how to manipulate the
objects to transform them from the initial state to the target
state. The results of the experiments could demonstrate the
validity of IBC-RL and also illustrate its limitations.

In all four tasks, the following distances need to be measured

Fig. 5: The results of the ‘Grasp and Place’ task. When learning with
IBC-RL, the learning of the second subtask ’manipulation’ starts from
1200 its. The rewards have been regularized into the range [0, 1] for
comparison. For each method, the mean and variance of the results
of 5 repeated tests have been plotted in the figure.

and are used in the reward functions:

𝑟𝑑 =

5∑︁
𝑖=1

𝐷 ( 𝒑𝑟 𝑓 [𝑖] − 𝒑𝑟ℎ)

𝑙𝑑 =

5∑︁
𝑖=1

𝐷 ( 𝒑𝑙 𝑓 [𝑖] − 𝒑𝑙ℎ)

𝐷 (𝒙) =
√︂
Σ𝑛
𝑖=1

(
𝒙 [𝑖]

)2
,

(20)

in which 𝑟𝑑 is the distance between the right hand and the right
handle of the object. 𝒑𝑟 𝑓 is the array that stores the positions
of five fingers of the right hand. 𝒑𝑟ℎ is the position vector of
the right handle of the object. 𝑙𝑑 , 𝒑𝑙 𝑓 , and 𝒑𝑙ℎ have similar
meanings, but they are about the left hand and the left handle
of the object.

1) Grasp and Place: In this task, robots need to put the
cube into the cup. The reward function

𝑟 = exp(−10 · 𝑟𝑑) + exp(−10 · 𝑙𝑑)

+10 · exp(−10 · 𝐷 ( 𝒑𝑟ℎ − 𝒑𝑙ℎ))
(21)

punishes the distances between the hands and the objects,
and the distance between two objects. The results of the
experiments are shown in Fig. 5.

Pure PPO controller is not intelligent enough to learn a valid
policy by itself in difficult tasks like ‘Grasp and Place’ [5]. Due
to the imperfection of human demonstrations, initializing the
learning with entire demonstrations could only offer limited
help. But with IBC-RL, robots are able to perfectly perform
the task within 4000 iterations. They could roughly learn how
to reach the objects after 1200 iterations. Then demonstrations
of the ‘manipulation’ subtask are fed to robots. In the following
iterations, they gradually learn how to put the cube into
the cup and also optimize the detailed operations (See the
recorded video, which visualizes the learning process [48]).
After training, robots can learn a much better strategy than
those demonstrated by human teachers. The movements of



(a) IBC-RL vs Pure RL (b) IBC-RL vs Warm-start RL

Fig. 6: The results of the ‘Open the Scissor’ task. When learning with
IBC-RL, the learning of the second subtask ’manipulation’ starts from
500 its. The rewards have been regularized into the range [0, 1] for
comparison. For each method, the mean and variance of the results
of 5 repeated tests have been plotted in the figure.

robots are also more efficient and precise. The controllers
trained with different methods are compared with each other
(See the recorded video [49]).

It is worth noting that robots are still unable to learn
specific behaviors with IBC-RL, like picking up the cube,
even if human teachers have shown similar behaviors in
demonstrations. Because such specific behavior is not defined
in the reward function, robots will not receive any rewards
for doing these human-like behaviors. They will learn a more
direct and concise way to reach a higher reward.

2) Open the Scissor: In this task, the robot needs to open
a scissor that is initialized to be closed. The reward function

𝑟 = 2 − 𝑟𝑑 − 𝑙𝑑 + (0.59 + 𝜃𝑜) · 5 (22)

punishes the distances between the hands and the scissor
handles and awards the distance between the two handles.
𝜃𝑜 is the joint angle of the scissor, which will increase when
opening the scissor. The results of the experiments are shown
in Fig. 6.

Fig. 6a compares the learning processes with pure RL and
IBC-RL. Pure PPO controller is able to learn a valid policy
but requires about 6000 iterations. With IBC-RL, it could
achieve the same performance with only about 3000 iterations.
Also, by replaying the demonstrations of subtasks, the learning
becomes more stable without many performance drops. On the
other hand, the performance of a pure PPO controller drops
every time the exploration gets stuck or goes wrong. Fig. 6b
compares the learning processes with warm-start PPO and
IBC-RL. Apparently, our framework outperforms the other
one which cannot converge within 4000 iterations and suffers
from performance drops.

In this task, the contact of robot hands and objects is not
steady during the operations, which increases the uncertainty
of explorations and may also mislead the learning. Replaying
demonstrations to correct the direction of exploration could
offer more help in this case.

3) Close the Door: In this task, robots need to close the
doors which are initialized to be open. The reward function

𝑟 = 3 − 𝑟𝑑 − 𝑙𝑑 − |ℎ𝑟ℎ − ℎ𝑙ℎ | · 2 (23)

(a) IBC-RL vs Pure RL (b) IBC-RL vs Warm-start RL

Fig. 7: The results of the ‘Close the door’ task. When learning with
IBC-RL, the learning of the second subtask ’manipulation’ starts from
1500 its. The rewards have been regularized into the range [0, 1] for
comparison. For each method, the mean and variance of the results
of 5 repeated tests have been plotted in the figure.

punishes the distances between the hands and the door handles,
and the distance between the two handles. Robots need to
continuously apply forces on the doors to keep them closed.
ℎ𝑟ℎ and ℎ𝑙ℎ are the horizontal positions of the right handle
and left handle of the door, respectively. The results of the
experiments are shown in Fig. 7.

Fig. 7a compares the learning processes with pure RL and
IBC-RL in the ‘Close the door’ task. This task is simpler
than ‘Open the Scissor,’ and the pure PPO controller can
roughly learn the task after about 5000 iterations, but it cannot
stably perform the task. And it is still much slower than
IBC-RL, which could perfectly perform the task after only
3000 iterations. Also, the learning processes of IBC-RL are
more stable with fewer performance drops. Fig. 7b compares
the learning processes with warm-start PPO and IBC-RL.
Initializing the controller with entire demonstrations nearly
offers no help to the learning here.

In this task, demonstrations given by human teachers do
not respect the definition of the reward function. In demon-
strations, we use hands to directly push the door rather than
pushing the handles, which may be a more natural way for most
people. This could explain why the average performance of the
controller with IBC-RL could not outperform the others when
learning the first subtask. The learning is guided by the reward
function, meaning that robots cannot utilize human knowledge
in the first subtask and must learn by themselves. For the second
subtask, robots could learn from human demonstrations again,
and thus the learning has been accelerated.

4) Swing the Cup: In this task, robots need to hold the cup
handles and rotate the cup 90 degrees. The reward function

𝑟𝑜𝑡 = 2 · arcsin(𝐷 (𝒒𝑑))

𝑟 = −𝑟𝑑 − 𝑙𝑑 + 1/(|𝑟𝑜𝑡 | + 0.1) · 5 − 1
(24)

punishes the distances between the hands and the cup handles
and the difference between the current pose and the target
pose of the cup. 𝒒𝑑 is the difference between the quaternions
of the object rotation and the target rotation. Robot hands are
initialized near the cup handles, and robots do not need to
switch their hands for a rotation of 90 degrees, which makes
this task easier. The results of the experiments are shown in



(a) IBC-RL vs Pure RL (b) IBC-RL vs Warm-start RL

Fig. 8: The results of the ‘Swing the Cup’ task. When learning with
IBC-RL, the learning of the second subtask ’manipulation’ starts from
800 its. The rewards have been regularized into the range [0, 1] for
comparison. For each method, the mean and variance of the results
of 5 repeated tests have been plotted in the figure.

Fig. 8.
Fig. 8a compares the learning processes with pure RL and

IBC-RL. In simple tasks like ‘Swing the Cup’, a pure PPO
controller is already able to learn the task quite fast. Therefore,
IBC-RL could not accelerate the learning much at an early
stage, but it could still help with the convergence. Human
demonstrations could help the controller learn how to get
close to the target position more effectively and keep the cup
in the target pose, which saves about two or three thousand
iterations of learning. Fig. 8b compares the learning processes
with warm-start PPO and IBC-RL. It again proves that IBC-
RL is able to solve the forgetting problem and always enables
robots to utilize human knowledge during learning.

B. Ablation studies

Some ablation studies are done to validate the main
problems in designing the learning framework and support
the main choices we made.

1) Human demos gradually vanish during the RL pro-
cess: This is a common problem when integrating human
knowledge with the RL [3], [35]. If only imitating human
demonstrations before the RL starts, the robot could not
precisely repeat the movements shown in the demonstrations
again after RL and thus could not reach a higher reward.
In other words, the knowledge learned from demonstrations
will be gradually forgotten in the RL. In the beginning, entire
demonstrations are shown to the robot, but it could only utilize
the initial part of them.

We proved that this problem does exist and could be
alleviated by learning from demonstrations of subtasks instead
of learning the entire task in a single time. We use the expert
demonstrations collected with a well-trained controller, which
can demonstrate a near-optimal policy. In the ‘Grasp and Place’
task, the segmented demonstrations have been proven to be
able to offer more help and result in a controller with better
performance (See Fig. 9).

Fig. 9a compares the learning processes of pure PPO and
that initialized with the demonstrations of the entire task. Pure
PPO is not able to learn the task. The learning initialized with
complete expert demonstrations is able to converge within
several hundred iterations. However, the robot fails to learn

(a) Entire demo vs Pure RL (b) Segmented vs Entire

Fig. 9: The left figure compares the learning processes of pure
PPO (orange line) and warm-starting PPO with demonstrations of
the entire task (blue line). The right figure compares the learning
processes of warm-starting PPO with demonstrations of the entire
task (orange line) and PPO with demonstrations for subtasks (blue
line)

how to perform the second half of the task well, which
is moving the cube exactly into the cup. And with more
explorations in the following RL iterations, the performance
becomes less stable. On average, the trained robot could not
learn to perform the task well as the demonstrations did. The
second half of the demonstrations is gradually forgotten by
robots during RL. Similar findings are shown in [3]. In the
experiment where the robot needs to grab a hammer and hit
on a nail, it could hold the hammer but cannot precisely hit on
the nail after RL.

Fig. 9b compares the learning processes initialized with
the demonstrations of the entire task and learns two subtasks
(‘reach’ and ‘manipulation’) sequentially. In the ‘reach’ sub-
task, we show the robot how to put its hands on the cup and
the cube, respectively. After it learns for 300 iterations with
RL, it will move to the ‘manipulation’ subtask, and we will
then show it how to put the cube into the cup. In this way,
the learning process becomes more stable and could reach a
higher reward. The performance of the controller after training
is comparable to the expert demonstrations.

2) Effect of action noises: We studied the influence of
action noises on the learning processes by corrupting expert
demonstrations. At each step, a new action is sampled within
a multivariate normal distribution centered at the optimal
action of the current state. The variance of the distribution
is measured by a parameter 𝑛. Actions carried out by robots
during the explorations will be noisier with a larger 𝑛.
The degree of noise on expert demonstrations is gradually
increased in the ‘Grasp and Place (gap)’ task (See Fig. 10a) and
the ‘Open the Scissor (sci)’ task (See Fig. 10b). In both tasks,
demonstrations with more noise contribute less to learning.
With 𝑛 = 3.0, they almost provide no help at all.

The imperfect demonstrations considered in our work
contain not only random sensing noises but also suboptimal
strategies and other unnecessary movements, which makes it
even more difficult for robots to utilize human knowledge.

3) Multiple human demos or single human demo:
Learning from a single human demonstration will make the
controller overfit a suboptimal strategy and the noises, which
increases the workload of later optimizations through RL. On
the other hand, robot learning from multiple human demon-



(a) Grasp and Place (gap) (b) Open the Scissor (sci)

Fig. 10: Comparison of the learning processes with different degrees
of noise (𝑛 from 0 to 3) in the tasks ‘Grasp and Place (gap)’ (left) and
‘Open the Scissor (sci)’ (right). Demonstrations are helpless when
𝑛 = 3 (The green line)

Fig. 11: Comparison of the learning processes of the robot that learns
with multiple human demonstrations and with a single demonstration.
In the green curve, robots learn with all six demonstrations, and the
green shade indicates the variance of the results of repeated tests. In
the orange curve, robots learn with only one of the six demonstrations,
and the orange shade indicates the variance of the learning results with
different demonstrations.

strations may suffer from conflicted labels [50]. Therefore,
several tests have been done with the ‘Open Scissor’ task to
validate our choice.

Fig. 11 compares the learning processes with six human
demonstrations and with one of them each time. Training
with multiple human demonstrations outperforms that with a
single demonstration, even compared with the best one with the
highest reward. The learning processes with multiple demon-
strations in Fig. 11 are also more stable since the learning is
heavily influenced by the quality of the demonstration when
only a single one is used. In the ‘Grasp and Place’ task, the
controller cannot even learn anything with only a single human
demonstration since the strategy demonstrated for this task is
far from the optimal one with a pretty low reward. The results
of the experiments in Fig. 11 also prove the fact that with
multiple human demonstrations, robots will be able to learn the
general direction for further explorations, which could reduce
the influence of conflicted labels and avoid focusing too much
on the details of each imperfect demonstration.

4) Entire demo or demo for the subtasks: In previous
research, which works with expert demonstrations [3], [35],
demonstrations of the entire tasks are fed to the robot and

Fig. 12: Comparison of replaying demonstrations of the entire task
and those of the subtasks. In the red curve, perfect demonstrations
are replayed around 1300 and 2200 iterations. In the green curve,
demonstrations of the first subtask are fed to robots at the beginning.
Demonstrations of the second subtask are fed to robots at 400 its and
then replayed at 2800 iterations. In blue and orange curves, human
demonstrations of the entire task are fed to robots at the beginning
and then replayed around 2000 and 2400 iterations, respectively.

used for policy updates during the learning. Several tests have
been done to determine if it is still appropriate to replay entire
demonstrations or if it is better to replay the demonstrations of
the subtasks (see Fig. 12).

When robots are retrained with perfect demonstrations
(red curve in Fig. 12), they could recover soon from the
interruptions and continue to learn. However, replaying entire
demonstrations severely corrupts learning when robots are fed
with imperfect human demonstrations. It needs much more
iterations to recover (blue and orange curves in Fig. 12).
Every time the demonstrations are fed to robots, the learning
suffers from the noise signals, which significantly slows down
the learning process. After each interruption, the learning
requires more than 500 RL iterations to recover. On the other
hand, replaying demonstrations for the subtasks avoids feeding
unnecessary noisy data repeatedly to robots and thus does
not corrupt the learning too much (green curve in Fig. 12).
The learning could recover soon from corruption and avoid
unnecessary interactions with the environment. It can recover
within 100 or 200 iterations in our tests. Therefore, when
learning with imperfect human demonstrations, replaying
demonstrations of the subtasks could be a better choice, which
can help the controller get rid of the local minima while also
having less interruption on the learning.

C. Limitations of the framework
1) Imperfect demonstrations make fewer improvements

on simple tasks: Unlike the expert ones, imperfect human
demonstrations could only provide general guidance to the
controller during the explorations, which means the learning
still heavily relies on the explorations of RL. Therefore, as
shown in Fig. 8, IBC-RL could not accelerate the learning
much at an early stage for simple tasks like ‘Swing the Cup.’
But the imperfect demonstrations could still be useful to
accelerate the convergence of learning to reach the target pose
and hold the cup there.



2) Human demonstrations may not follow the definition
of the reward function: The strategies shown in human
demonstrations result in human-like behaviors, but they may
be given low scores if assessed with the reward function. For
example, in the ‘Close the Door’ task, human teachers may
prefer to close the door with the hands put directly on the body
of the doors, while the reward function requires the hands to
be fixed on the handles. Since our method still relies on the
exploration of RL, which is guided by the reward function, the
first part of the human demonstrations (put the hands on the
door) is actually an error to the controller which needs to be
fixed in the later learning iterations. In this task, as shown in
Fig.7, the learning could not be accelerated in the first 2000
iterations since the controller needs to fix the error and learn
how to push the door with the hands on the handles by itself.

3) More expressive reward functions are necessary:
With the LfD methods, robots are able to learn almost the
same behaviors from human teachers. Again, since IBC-RL
could not learn a good enough policy directly from human
demonstrations and still relies on the exploration of RL, the
reward function fully decides what the controller is able to
learn, which may cause trouble in some cases. For example, in
the ‘Grasp and Place’ task, it could not learn how to pick up
the cube since the reward function only punishes the distance
between the hands and the objects, and the robot could already
get the highest reward without holding the cube in hand.
Similarly, in the ‘Open the door’ task, the robot could not
learn to hold the handles even if we show this behavior in
demonstrations.

VI. CONCLUSIONS
We have proposed a new learning framework (IBC-RL)

that enables robots to utilize imperfect human demonstrations
in RL. Under this framework, robots gradually learn all the
subtasks in sequence. Related demonstrations are fed to robots
just as guidance and only when necessary to avoid repeated
corruption to the learning. With four dexterous bimanual
manipulation tasks, we have demonstrated that IBC-RL could
enable robots to learn much faster and steadier. It could even
empower robots to perform more complicated tasks that cannot
be learned with pure RL or other RL-based methods when
expert demonstrations are unavailable. Our work could release
the reliance on human experts and accurate human motion-
tracking devices to a certain degree.

According to the results of the experiments, there are also a
few limitations of IBC-RL that one needs to be aware of before
applying it. The learning with this framework still relies on the
explorations of RL, which means the reward function fully
determines what the robot can learn and what it will try to
learn. Therefore, one could not expect the robot to master the
skills that are not defined in the reward function, even if human
teachers have demonstrated them. For the same reason, the
demonstrations fed to the robot should also respect the reward
function. Otherwise, they will be useless or even harmful to
learning. The robot could get only general guidance for later
explorations from imperfect demonstrations. Therefore, they
may not be very helpful in tasks that are easy to learn.

In our work, we have primarily demonstrated the efficiency
of the IBC-RL framework when working with imperfect
demonstrations. It still has great potential that could be further
developed. In the future, it could be applied to more complex
manipulation tasks, which could be decomposed into more
subtasks since the step-by-step learning method of IBC-RL
is practically more suitable for long-horizon tasks. Robots
could also break the requirement for expert teachers and
accurate teaching interfaces and learn various complex tasks
with all kinds of human demonstrators. The framework could
be further developed by replacing BC with a more effective
method that could enable robots to benefit from very different
suboptimal strategies demonstrated by human teachers. By
taking the average, BC cannot efficiently deal with the different
suboptimal strategies since many details have been abandoned.
In the meantime, more tests need to be done to further
evaluate and optimize this learning framework. For example,
it should be tested with other human-robot interfaces and
more demonstrators and also compared with other learning
frameworks.
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A
Appendix - Demonstration Collection

Figure A.1: Overview of the teaching scheme

The general teaching scheme is shown in Fig. A.1. When performing demonstrations for a task, one
unit of robot hands and the object is simulatedwith Isaac Gym. By observing the state of the robot’s hands
Srobot and the object Sobject, the human teacher moves his hands to complete the task. The trajectories of
the human hands τh are recorded and followed by the robot by taking actions Uh. Some transformations
on the collected trajectory are needed here to compensate for themorphology difference. In themeantime,
the states and actions of the robot τni are recorded as demonstrations for task learning with IBC-RL.
Human teachers could supervise the learning process and interrupt the learning by sending commands,
such as replaying demonstrations, starting the next subtask, etc. If necessary, new demonstrations could
be recorded for robots.

When teleoperating the simulated robot hands, a trajectory of human hands τh : {X1, X2, ..., Xn}
is recorded by the motion-tracking device. In the meantime, the state changes of human hands △X =
Xn−Xn−1 are sent to the controller for state tracking. In this way, the simulated robot hands could repeat
the movements of human hands simultaneously. Sec. A.1 introduces in detail how the trajectories of
human hands are recorded and the transformationsmade for themorphology difference. Sec. A.2 explains
how the robot follows the trajectories and how the demonstrations for later learning are recorded.

A.1 TRAJECTORY RECORDING

A.1.1 HUMAN-ROBOT INTERFACE
A Leap Sensor is used as the humanmotion tracking device in our experiments [3]. As shown in Fig. A.2a,
it captures the real-time movements of human hands and repeats them with a pair of modeled hands
without noticeable delay. The hand model in Leap Sensor has a similar structure compared with the
human hand shown in Fig. A.2b. Without much morphology difference, the repeated movements are
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(a) Leap Sensor (b) Human hand (c) Robot hand

Figure A.2: Leap sensor and its hand model are shown in Fig. A.2a. The structure of a human hand is shown in Fig. A.2b [1].
And the structure of the robot hand simulated with Isaac Gym is shown in Fig. A.2c [2]

close to the original ones shown by human demonstrators. However, due to the limited sensing area and
the inaccuracy of sensing with infrared rays, it is hard for human teachers to perform optimal strategies,
and the collected data are noisy.

We built our work based on the official ROS driver for the Leap Motion Controller [4] and further
extended their work for motion tracking of both hands simultaneously. The statesXh of the hand models
are represented with the Cartesian coordinates of the 52 joints and the orientations of two palms. The
message containing these states is published at 100 Hz, and our trajectory generator, which subscribes to
the publisher, receives this message at 60 Hz. A recorded trajectory is formed with a sequence of states
τ ′ = {X ′

1, X
′
2, ..., X

′
n}, which are expressed in the coordinate frame of the Leap Sensor.

A.1.2 STATE TRANSFORMATION
The transformations of the collected states are necessary mainly for two reasons. First, the structure
of the hand models in Leap Sensor is different from that of the simulated shadow robot hand [2] as
shown in Fig. A.2c. Such morphology difference needs to be compensated for. Otherwise, the collected
demonstrations will be meaningless and not instructive enough. Second, most of the actuators on robot
hands only generate torques and control the rotations of the joints. However, only positions of the joints
are available from the Leap sensor, and certain analytical computations are necessary to acquire their
angles.

The cosine of the angle of joint b could be derived from its coordinates and the coordinates of the two
joints a, c next to it doing the inner product between the two vectors bc⃗ and ba⃗. Thus,

cos(θb) = cal_angle(a, b, c)

=
(xc − xb) · (xa − xb) + (yc − yb) · (ya − yb) + (zc − zb) · (za − zb)√

(xc − xb)2 + (yc − yb)2 + (zc − zb)2 ·
√
(xa − xb)2 + (ya − yb)2 + (za − zb)2

,
(A.1)

in which (xa, ya, za) are the 3-D coordinates of joint a, (xb, yb, zb) of b, and (xc, yc, zc) of c.
All the joint angles on fingers are calculated with eq. A.1 and then minus π to match the expressions

in the robot hand system. The joints THJ4, FFJ3, MFJ3, RFJ3, and LFJ3 rotate fingers horizontally and are
approximated using eq. A.1 but with the intermediate joint of the same finger and the proximal joints of
the finger next to it. The results are further tuned manually to compensate for the morphology difference.
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The angles of joints THJ2 and THJ3 could not be calculated accurately enough since their movements
will affect each other. They are assigned with fixed values θTHJ2 = 0, θTHJ3 = 1.1. The coordinates
and orientations of the palms remain unchanged. At last, all the angles are trimmed into the ranges
of the joint movement. The calculations are shown in the table. A.1. After transformations, each state
Xn contains 40 angles of the joints and also the coordinates and orientations of two hands. The collected
states {X1, X2, ..., Xn} are then passed to the controller sequentially in time for the trajectory following.

Table A.1: Transformations of states

Joints Calculation Range

THJ0 cal_angle(thumb_tip, thumb_distal, thumb_intermediate)− π [-1.571, 0]

THJ1 cal_angle(thumb_distal, thumb_intermediate, thumb_proximal)− π [-0.524, 0.524]

THJ2 0.0 [-0.209, 0.209]

THJ3 1.1 [0, 1.222]

THJ4 cal_angle(thumb_intermediate, thumb_proximal, palm_normal) + 1.1 [-1.047, 1.047]

FFJ1 cal_angle(index_distal, index_intermediate, index_proximal)− π [0, 1.571]

FFJ2 cal_angle(index_intermediate, index_proximal, index_metacarpal)− π [0, 1.571]

FFJ3 cal_angle(index_intermediate, index_proximal,middle_proximal)− 1.71 [-0.349, 0.349]

MFJ1 cal_angle(middle_distal,middle_intermediate,middle_proximal)− π [0, 1.571]

MFJ2 cal_angle(middle_intermediate,middle_proximal,middle_metacarpal)− π [0, 1.571]

MFJ3 cal_angle(middle_intermediate,middle_proximal, index_proximal) + 1.57 [-0.349, 0.349]

RFJ1 cal_angle(ring_distal, ring_intermediate, ring_proximal)− π [0, 1.571]

RFJ2 cal_angle(ring_intermediate, ring_proximal, ring_metacarpal)− π [0, 1.571]

RFJ3 cal_angle(ring_intermediate, ring_proximal,middle_proximal) + 1.3 [-0.349, 0.349]

LFJ1 cal_angle(pinky_distal, pinky_intermediate, pinky_proximal)−math.pi [0, 1.571]

LFJ2 cal_angle(pinky_intermediate, pinky_proximal, pinky_metacarpal − π [0, 1.571]

LFJ3 cal_angle(pinky_intermediate, pinky_proximal,middle_proximal) + 1.3 [-0.349, 0.349]

LFJ4 cal_angle(pinky_proximal, palm_pos, palm_normal) + 1.0 [0, 0.785]

WRJ0 −palm_rot[1] ∗ 1.5 [-0.698, 0.489]

WRJ1 −palm_rot[0] ∗ 0.5− 0.5 [-0.489, 0.14]

A.2 REPLICATE MOVEMENTS IN SIMULATION
The robot hands follow the trajectories with PD controllers, as shown in Fig. A.3, where the control signals
are calculated with the state errors and their derivatives as

ut = Kp · e(st) +Kd ·
d

dt
e(st)

e(st) = eh(st) + es(st), er(st) = △X = Xt+1 −Xt

(A.2)
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Figure A.3: Trajectory following with PD controllers

in which Kp and Kd are weighting constants of the proportional and derivative sections, respectively.
eh(st) defines the target movements that should be made at time step t. And er(st) is the residual error in
previous movements at time step t. PD controllers are easy to implement without much manual tuning
of the parameters. They could enable robots to follow the given state sequences and do not need any
additional knowledge or a model of the system. However, the control is not optimal, and delays are
inevitable. This is one of the reasons for the suboptimal strategies in demonstrations. But it could be
ignored compared with other factors considered in our experiments.

Our work uses the Issac Gym engine, and relevant packages for simulation [5]. They already provide a
function (gym.set_dof_position_target_tensor(θ)) to control the rotations of all the joints with inner-
defined PD controllers. Therefore, we use this function to follow the states of rotating joints by providing
the target angles. For the control of the movements and rotations of entire robot hands, we built PD
controllers as shown in table. A.2.

Table A.2: Parameters of PD controllers

Kp Kd

Position 1000 200

Rotation 3000 500

The controllers for the movements in the x, y, and z axes change the positions of robot hands, in which
Kp = 1000,Kd = 200. The controllers for the ‘roll,’ ‘yaw,’ and ‘pitch’ rotations change the orientations of
robot hands, in whichKp = 3000,Kd = 500. After calculation, all the control signals are regularized into
[-1,1]. At each time step, e(st) = eh(st) + er(st) is taken as the input of PD controllers, and the control
signals θ, u are passed to the robot. The robot will repeat his movements when the human demonstrator
performs the task. In this process, the state and action pairs (s, u) of the robot are recorded at 60 Hz and
then used for learning. See the recorded video [6], which is an example of recorded demonstrations for
the ‘Grasp and Place’ task.

The collected demonstrations are imperfect in the experiments mainly for the following reasons. First,
they are collected from non-expert users of Leap Sensor without much practice. The limited sensing
area and the transformation errors have increased the difficulty in controlling the simulated robot hands.
Therefore, unnecessary movements and suboptimal strategies are inevitable. Second, the human demon-
strator has intentionally shown different strategies. Unfortunately, we did not invite many demonstrators
for the experiments since the focus of our work is not to check if humans are good at demonstrating but to
deal with various demonstrations theymay give. The demonstrations were collected from two demonstra-
tors, and they tried to show different but reasonable and human-like strategies. At last, the performance
of the demonstrators is also restricted by the limited control horizon.
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