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Abstract

Colorectal cancer is a widespread disease that significantly impacts the health of
individuals worldwide. Understanding the needs and concerns of those affected by this
disease is crucial for improving patient outcomes and enhancing the quality of care.
Patient web forums have emerged as valuable platforms for individuals to openly share
their experiences and thoughts related to colorectal cancer, providing unique insights
into the social, physical and emotional aspects of their patient journey. These forums
offer a more comprehensive and authentic portrayal of patient experiences compared
to traditional patient data collection methods, such as questionnaires and interviews,
which may not capture the full scope of patients experiences in the colorectal cancer
carepath.

However, analyzing the vast amount of unstructured data within these patient web
forums presents a significant challenge. Traditional manual analysis by human experts
is time-consuming, labor-intensive, and limited in scalability, making it impractical to
analyze the sheer volume of patient-generated content. This is where the application
of natural language processing (NLP) techniques becomes crucial. NLP enables the
automated processing and analysis of textual data, allowing for efficient extraction and
interpretation of the large amounts of patient forum posts.

Nevertheless, relying solely on machine intelligence, such as topic modeling and
natural language generation, for interpreting patient forum data carries inherent risks,
including the potential for disseminating misleading information. While these machine-
driven techniques offer efficient and scalable ways to analyze and generate insights
from the large amount of diverse and unstructured patient forums, they may lack the
necessary contextual understanding and domain expertise to ensure the accuracy, rele-
vance, and ethical implications for interpreting colorectal cancer patient experiences.
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To close this gap between human experts and machine intelligence, this thesis
explores the potential of hybrid intelligence (HI) for topic interpretation in colorectal
cancer research. The main research question is: “How can topic modeling, GPT-3.5
language generation and human expertise be combined to explore the interpretation of
patient web forums in colorectal cancer (CRC) research?”

To address the research question, three human studies were conducted. The first
study employed NMF topic modeling to compare topic interpretations created indepen-
dently by medical workers and GPT-3.5. This comparative analysis discovered unique
observations that differentiate human-written and AI-generated interpretations on on-
line patient stories. In the second study, it was investigated how medical researchers
collaborate with GPT-3.5 to develop hybrid interpretations on patient experience topics
generated by the BERTopic model. A Flask web application served as the interactive
platform for combining their knowledge with the AI model. Finally, the third study
made professional human evaluators assess the topic relevance of the interpretations
generated by medical researchers and GPT-3.5 to determine whether the combination
of GPT-3.5 and human expertise leads to improved topic interpretations compared to
individual interpretations.

The proposed solution to the research problem is to explore a hybrid workflow that
compares, combines and validates GPT-3.5 language generation and human expertise,
aiming for enhanced interpretations of topics extracted from colorectal cancer patient
forums. The three studies provide opportunities for researchers and medical profes-
sionals to integrate machine intelligence from topic models and GPT-3.5 in their field
of work. The hybrid workflow has conclusively demonstrated that human experts were
successfully able to compare and enhance the relevance of human and GPT-3.5 inter-
pretations of colorectal cancer patient experience topics. This allowed human experts
to efficiently reach a more comprehensive understanding of patient forum data, which
is essential for improving patient health in colorectal cancer research.
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Chapter 1

Introduction

As one of the most widespread forms of cancer globally, colorectal cancer (CRC) can have
a significant impact on patients’ lives [13]. Early diagnosis and proper treatment are cru-
cial factors that can improve patient outcomes and enhance the quality of care. To achieve
this, healthcare providers must gain knowledge by understanding the experiences of CRC
patients, including their side-effects, activities, and support from family and friends. This
makes it more important than ever for medical workers to concentrate on patient centered-
ness as a quality domain for improving healthcare [42].

Figure 1.1: Three-dimensional theoretical framework of health [45, Figure 1].

Researchers have long strived to gain a comprehensive understanding of the diverse
experiences and challenges faced by CRC patients in managing their health. To facilitate
this understanding, they have categorized patient health into physical, mental, and social
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1. INTRODUCTION

aspects, as illustrated in Figure 1.1 [45, Figure 1]. However, despite these efforts, truly
grasping and interpreting the full spectrum of patient experiences remains a difficult task,
particularly when relying on traditional data collection methods. While controlled clini-
cal trials provide valuable insights, they may not fully capture the wide range and depth
of patient experiences [27]. Patients may feel hesitant to discuss the various impacts of
their treatment or may be constrained by the limited scope of structured questionnaires and
interviews. For instance, extensive surveys may prompt them to provide careless or less
thoughtful responses [30, 72].

This limitation has led researchers to turn to alternative sources of data that allow pa-
tients to express their perspectives in a more open and unrestricted manner. CRC patient
web forums have emerged as a valuable platform for individuals to spontaneously share
their experiences, thoughts, and concerns related to CRC treatments [7]. These online com-
munities provide a unique opportunity for patients to engage in discussions about their CRC
journey, offering insights into many of their health aspects, including treatment experiences,
physical symptoms, emotional well-being, lifestyle adjustments, and social interactions.

As patient web forums continue to provide a wealth of meaningful patient experience
information, effectively harnessing and extracting insights from the vast amount of unstruc-
tured data within these platforms presents a significant challenge. The sheer volume and
diversity of discussions make it impractical for researchers and medical professionals to
manually review and analyze each post. This is where the application of natural language
processing (NLP) techniques becomes essential.

In recent years, there has been a growing interest in leveraging artificial intelligence
(AI) chatbots, such as GPT-3.5 and GPT-4 [49], to assist in the analysis and interpretation
of patient forum data. These NLP models have demonstrated remarkable capabilities in lan-
guage understanding and generation. Together with topic modeling algorithms [40], they
can process and analyze large amounts of unstructured text data, extract meaningful topics
and generate coherent interpretations based on the given input. However, relying solely
on machine-driven interpretations brings certain limitations in colorectal cancer (CRC) re-
search. First of all, topic modeling and generative AI may lack the contextual understanding
and domain expertise necessary for accurately interpreting different CRC patient experi-
ences. Furthermore, the reliance on AI-generated interpretations alone can pose a risk of
disseminating misleading information, especially when it comes to discovering knowledge
on sensitive data, such as publicly available patient experiences, in online CRC patient fo-
rums. These limitations underscore the importance of integrating human expertise into the
interpretation process of machine intelligence in the CRC research domain.

While AI models offer significant potential in interpreting CRC patient experiences,
human experts bring their own unique strengths, such as their professional experience and
CRC domain knowledge, to the table. However, human experts also have limitations in
their interpretation of patient experiences. Firstly, they have limited time and resources to
manually process and interpret large volumes of patient forum data efficiently, especially
when it comes to complex tasks like analyzing CRC patient experiences. Moreover, human
experts are subject to cognitive limitations, such as information overload and fatigue, which
can affect their ability to process and interpret a large amount of online patient discussions
accurately. These limitations indicate that human experts clearly require the assistance of

2



1.1. Research Questions

efficient and effective methods to analyze and interpret patient experiences from the large
amounts of digital healthcare information available in the CRC research domain.

1.1 Research Questions

In straightforward terms, Dr. Stuart G. Walesh highlights the contrast between humans
and machines with the following statement: “The computer is incredibly fast, accurate and
stupid. Man is unbelievably slow, inaccurate and brilliant. The marriage of the two is
a challenge and opportunity beyond imagination.” [29] In the context of the healthcare
domain, it is crucial to close the gap between human and machine interpretation of online
colorectal cancer patient forums. Therefore, the following research question is formulated
and will be addressed throughout the paper:

RQ. How can topic modeling, GPT-3.5 language generation and human exper-
tise be combined to explore the interpretation of patient web forums in colorec-
tal cancer (CRC) research?

For answering the research question, this thesis aims to compare, combine, and evaluate
interpretations generated by both human experts and GPT-3.5 in the context of CRC patient
experience topics extracted from patient web forums. To comprehensively explore GPT-3.5
language generation and human expertise, the main research question can be further divided
into several in-depth questions:

SQ1. Compare: What are the differences between human and GPT-3.5 in their topic inter-
pretations?

SQ2. Combine: How do human experts reach interpretive agreements with GPT-3.5?

SQ3. Evaluate: What is the added value of combining human and AI topic interpretations
in CRC research?

1.2 Thesis Objectives

Throughout this research, three significant objectives will work together to provide answers
for the above-mentioned sub-questions:

1. Comparative Analysis of Human and AI topic interpretations: The first objective
of this research is to conduct a comparative analysis between the topic interpreta-
tions generated by human experts and GPT-3.5. This analysis aims to understand
how human experts and AI independently interpret the topics related to CRC patient
experiences. This serves as a foundational step for further exploration and refinement
of the hybrid intelligence approach in the subsequent objectives.

2. Developing Interpretive Agreements: The second research objective is to facilitate
the development of interpretive agreements by combining the knowledge from hu-
man experts and GPT-3.5. This can be achieved through the process of interactive
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machine learning [4], where human experts and GPT-3.5 can collaboratively learn
from their topic interpretations. By leveraging this interactive process, human ex-
perts can continuously refine the AI-generated topic interpretations as well as their
own ones based on their personal preferences. Consequently, human experts can de-
cide for themselves when they reach an interpretive agreement: an agreement with
GPT-3.5 on the refined human and AI topic interpretations.

3. Expert Evaluation of Hybrid and Individual Interpretations: The third and fi-
nal research objective is to conduct expert evaluations on the individual and hybrid
interpretations generated by human experts and GPT-3.5. In this objective, human
evaluators, who are the higher experts in the field, assess the relevance of the topic
interpretations without prior knowledge of whether they were generated by humans
or the AI model. This evaluation process allows for a qualitative assessment of the
individual and hybrid interpretations, providing insights into the effectiveness of com-
bining topic interpretations compared to relying solely on individual human and AI
interpretations.

1.3 Thesis Outline

This thesis follows the following structure. Firstly, chapter 2 provides a comprehensive
review of the relevant literature on the main research components, including topic model-
ing, GPT-3.5 language generation, and hybrid intelligence. Secondly, chapter 3 presents the
methodologies employed throughout the research, covering aspects such as data collection,
data analysis, topic interpretation with GPT-3.5 and design-based topic interpretation. Af-
terwards, chapter 4 addresses SQ1 by examining the observed differences between individ-
ual human and AI topic interpretations. Moreover, chapter 5 focuses on SQ2, investigating
the methods used for reaching interpretive agreements. Nextly, chapter 6 answers SQ3 by
analyzing the evaluation results of human experts on hybrid and individual topic interpreta-
tions. Finally, chapter 7 concludes the thesis with a summary of the main contributions and
outlines future directions for further exploration in this field of research.
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Chapter 2

Related Work

The related work chapter explores various aspects related to the study components. It begins
by discussing the background of topic modeling, emphasizing its importance and applica-
tions within the healthcare domain, while also exploring the assessment methods for the
generated topics. Additionally, this chapter covers pre-trained language models, specifi-
cally GPT-3.5, and their role in interpreting topic modeling outcomes. Moreover, it men-
tions background on hybrid intelligence, its diverse applications, and how it can facilitate
human involvement in the collaborative interpretation of topic modeling results alongside
GPT-3.5. Overall, this chapter plays a crucial role for understanding the methodologies
employed in this research.

2.1 Topic Modeling

Topic modeling is a text mining technique that falls under unsupervised machine learning.
Its primary purpose is to identify and extract the main themes present within a collection of
documents. By analyzing the content of the documents, topic modeling aims to automati-
cally organize and categorize the collection based on the discovered themes [8].

As the healthcare sector continues to generate massive amounts of data, topic modeling
has become a valuable approach to extract meaningful information from health and medical
corpora [34]. The internet serves as one of the main resources for distributing healthcare
data. Online public platforms allow patients and their relatives to learn more about other pa-
tients’ experiences, including their information needs, communication, and usage of social
media for health purposes [12, 21]. Topic modeling can be a valuable method for finding the
key health-related topics within uncategorized patient stories on social media websites. Be-
sides that, this method eliminates the need to manually read and analyze extensive volumes
of online healthcare information.

2.1.1 Types of Topic Models

There already exist several topic modeling algorithms where each one is developed for its
own use case [71]. One of the most popular and widely used topic models is Latent Dirichlet
Allocation, which assumes that each document is a mixture of several topics and that each
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word in the document is associated with one of the topics [10]. Another topic model is Non-
Negative Matrix Factorization, which assumes that the original document-word matrix can
be factorized into two non-negative matrices representing document-topic and topic-word
relationships [15]. Other algorithms include Hierarchical Dirichlet Process [69], which can
automatically learn the number of topics in the data, Latent Semantic Analysis, which uses
Singular Value Decomposition to reduce the dimensionality of the term-document matrix
[23], and Correlated Topic Model [9], which allows topics to be correlated with each other
rather than assumed to be independent.

In recent years, a new approach called BERTopic [33] has gained attention in the field of
topic modeling. BERTopic leverages the power of pre-trained language models like BERT
(Bidirectional Encoder Representations from Transformers) [26] to generate document em-
beddings and cluster them into coherent topics. BERTopic offers several advantages, includ-
ing its ability to capture semantic relationships between words and handle out-of-vocabulary
terms effectively using its pre-trained language models.

In light of time constraints and the specific focus of this research, the forthcoming chap-
ters will only explore 3 popular topic models (i.e., Latent Dirichlet Allocation (LDA), Non-
negative Matrix Factorization (NMF) and BERTopic) to discover valuable topics in colorec-
tal cancer patient forums.

2.1.2 Evaluation of Topic Models

Evaluating the goodness of topic modeling outcomes is essential to show that meaningful
themes are extracted from the collection of text documents. It is important to note that
the study’s considered topic models are limited to performing unsupervised tasks, meaning
there is no ground truth or predetermined correct topics to compare against. Nevertheless, it
is still crucial to validate whether the generated topics are easily understandable and highly
interpretable for human reviewers. Three main topic validation methods are particularly
relevant to this research:

1. Topic Coherence: Since topics may not always be well interpretable, it is important
to distinguish good topics from bad ones using coherence measures [64]. This metric
quantifies to what extent the highest ranked words within a topic are related to one
another. Higher coherence values indicate more meaningful and interpretable topics.
It is also widely known that coherence scores can be measured for comparative anal-
ysis between different topic modeling methods, such as LDA, NMF and BERTopic,
across different numbers of topics [1, 77, 53].

2. Topic Model Stability: This metric quantifies the degree of overlap between the
topics generated by the model. One possibility is to use the top keywords of each
topic pair as input for measuring the Jaccard Similarity Coefficient [56]. The average
topic overlap across all pairwise combinations indicates the extent of stability and
consistency in the model output. A lower average topic overlap indicates a higher
diversity among the topics, meaning that the results are more stable. It is worth to note
that standard LDA suffers from very large topic instability due to its non-deterministic
behaviour [2].
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3. Human Judgement: In addition to the automated metrics mentioned earlier, involv-
ing human reviewers is essential to ensure that the topic modeling outcome aligns
with the intended objectives and requirements of the analysis. Therefore, topic model
evaluation should be considered with both automated metrics and human judgement
tasks. Existing human metrics in topic modeling often involve direct ratings, as well
as word and topic intrusion [35, 20]. These tasks aim to assess the coherence and
relevance of the generated topics from a human perspective.

Prior work on human-in-the-loop topic modeling looked at how non-expert end users
refined topic models to make them more aligned with user-specific requirements [67].
A good human judgment strategy would be to gain user insights from the perspec-
tive of healthcare designers in the context of colorectal cancer. Design literature has
shown how data-driven techniques like topic modeling can help with the construction
of Patient Community Journey Maps [39, Chapter 3]. It also mentions how designers
review the topic information which is provided to them. By involving designers in
this research, they can help with identifying and removing poor quality topics gener-
ated by the topic models. Therefore, a design-based human judgement approach will
be employed for this project, in which a human designer examines the most relevant
terms and documents related to each topic as well as the corresponding AI-generated
topic interpretation covered in the next section.

2.2 Interpretation with Pre-trained Language Models

Once the topic terms have been extracted for each topic, they can be interpreted by both
human experts and machine knowledge. Machine interpretation is facilitated by leverag-
ing pre-trained language models for transforming the topic terms into more interpretable
formats. Updating the topic representations can make the topics more readable and under-
standable for human analysis.

2.2.1 Generative Pre-trained Transformer (GPT)

In the field of natural language processing (NLP), pre-trained language models (PLMs)
have become powerful in generating natural language text. With the emergent abilities of
large language models (LLMs), it becomes possible to generate coherent and contextually
relevant responses to a wide range of prompts to which these models have not been explicitly
trained on [73]. One notable LLM is the Generative Pre-trained Transformer (GPT), a deep
learning-based model developed by OpenAI1. GPT is trained on a large corpus of text data
from the Internet, including books, articles and web pages [62]. The GPT model releases
are listed on the OpenAI platform2. The latest model release is GPT-4, which has shown
state-of-the-art performance in understanding and generating natural language text or code
[57].

1https://openai.com/
2https://platform.openai.com/docs/models/overview
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In a previous iteration, OpenAI has developed and released another model named GPT-
3.5, also referred to as the brain behind ChatGPT, which still remains to be one of the largest
and most complex language models to date. GPT-3.5 is a transformer-based model which
has 175 billion parameters, making it much larger than GPT-2, an earlier release with 1.5
billion parameters [61]. Additionally, GPT-3.5 has demonstrated impressive performance
on a range of natural language processing tasks, such as language translation, text comple-
tion, question-answering, and sentiment analysis [14]. The GPT-3.5 model has the opportu-
nity to grow in several domains, such as scientific research, healthcare and human-machine
interaction [36], from which some of them are further discussed in this section.

GPT for Human-Computer Interaction (HCI)

ChatGPT serves as a viable tool for text data analysis in the context of HCI research [68].
Regarding a case with human involvement, OpenAI researchers developed an insightful
model called InstructGPT, which is further trained to follow instructions based on human
feedback [58]. Consequently, this shows that large language models such as GPT-3.5 pos-
sess the capability to enable chatbots in generating more human-like responses for HCI
applications [43].

GPT for Healthcare

NLP applications, such as chatbots, can provide technological assistance in analyzing pa-
tient data by utilizing Natural Language Understanding (NLU) and Natural Language Gen-
eration (NLG) [50]. This additional support equips medical workers with the tools they need
to improve patient outcomes in a clinical environment. In the medical domain, GPT-3.5 is
useful for many different healthcare services, such as medical decision making, clinical as-
sistance and virtual patient-centered support [38]. Even with the many different potentials
of using Artificial Intelligence in healthcare applications, it is unrealistic for GPT-3.5 to
replace healthcare providers as they have the necessary human brain power and expertise
for making medical decisions [41]. Additionally, the use of GPT-3.5 can lead to pitfalls in
healthcare delivery. Some possible misuses of GPT-3.5 in healthcare include the generation
of misleading information or the provision of treatment recommendations without proper
human assessment [17]. Therefore, integrating GPT-3.5 in medical research and healthcare
practice should always happen in the presence of human experts who possess the medical
domain knowledge for providing patient care.

2.2.2 Interpreting Topic Models with GPT

In order to make human experts better understand natural language processing outcomes, it
is crucial to present the results in a manner that is easily interpretable. For instance, the top-
ics generated by a topic model can be converted to a more representative natural language
output using pre-trained transformers. Models like GPT-3.5 have the ability to transform
the representation of topic terms by employing zero-shot text classification or text gener-
ation tasks specifically designed for topic understanding [31, 47]. Figure 2.1 shows the
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work of an existing study which focused on topical language generation, a task that com-
bines topic information from topic modeling with the language generation capabilities of
transformer models [76]. To receive representative topic interpretations from GPT-3.5, the
prompt pattern should be clearly defined in the input such that the model response is cus-
tomized according to the user’s requirements [74]. This involves prompt-engineering the
key topic information with contextualized statements such that GPT-3.5 can clearly de-
scribe the topic. Once the topics are interpreted by GPT-3.5, it becomes feasible to compare
the results with human interpretations, enabling a comprehensive evaluation from a human
standpoint.

Figure 2.1: Example user interface demonstrating how transformers can generate texts from
topic modeling information3.

2.2.3 Evaluating Topic Interpretations

The evaluation of topic interpretations generated by GPT-3.5 makes it necessary to involve
healthcare researchers and practitioners in the field of colorectal cancer. By recruiting CRC
domain experts to interpret topics and assess the goodness of GPT-3.5 topic interpretation

3https://github.com/roholazandie/topical language generation
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responses, insights can be gained through comparisons between human-quality text and
the output of natural language generation (NLG). There are significant justifications for
relying on human judgment instead of automated metrics, such as BLEU [59] and ROUGE
[48], to validate the NLG system in the study [65]. First of all, the evaluation is context-
dependent, meaning that it is specifically based on colorectal cancer patient experience
topics. Second of all, human judgment incorporates domain-specific knowledge by allowing
human experts with medical work experience to assess the appropriateness of the GPT-3.5
topic interpretations in the context of colorectal cancer. The best practices for conducting
human evaluation of NLG systems typically require good planning, execution and release
of the study [70]. A good plan would be to make colorectal cancer researchers analyze and
interpret topics by themselves. Thereafter, they are able to provide feedback on the GPT-
3.5 generated text by comparing it with their own human-written topic interpretation. In
this way, the feedback can be processed by GPT-3.5 to further improve its natural language
understanding (NLU) about the topics.

To make things even more interesting and complicated, it turns out that the human
evaluation of generated text can also again be evaluated [22]. The study goes beyond sim-
ply evaluating GPT-3.5 topic interpretations. According to a recent study, evaluators gave
higher ratings to the answers provided by chatbots in response to patient questions com-
pared to those given by physicians [5]. By recruiting evaluators, they can assess the topic
relevance of the human-written and GPT-3.5 generated texts. Furthermore, existing work
focused on testing whether human evaluators were able to distinguish who created the texts:
human or AI [54]. This may also be a good explorative direction for finding aspects that
distinguish human-written and AI-generated texts from one another.

2.3 Towards Hybrid Intelligence

Hybrid Intelligence (HI) is all about combining the power of human minds and machine in-
telligence, to collectively achieve superior results [25]. While the idea of HI sounds promis-
ing, research also suggests that AI can have a negative future impact on human society: it
can keep growing until it outperforms humans in all areas [60]. This implies that both
human and machine have the potential to augment each other’s knowledge, depending on
the role of the teacher, as illustrated in Figure 2.3 [24, Figure 2]. When it comes to col-
orectal cancer (CRC) research, the knowledge of generative transformers should be mainly
enhanced by human experts, such as researchers and healthcare providers, since they pos-
sess a greater depth of CRC domain knowledge compared to AI systems. Therefore, in
this study, human expertise plays a crucial role in determining the relevance of patient ex-
periences in topic interpretations. Meanwhile, machine intelligence components, including
topic modeling and GPT-3.5, serve as supporting tools for human experts in the process of
interpreting patient experience topics related to colorectal cancer.

2.3.1 Hybrid Intelligence Applications

While Hybrid Intelligence can be applied in several domains, it is often implemented in
three scenarios: education, healthcare and science [3]. Regarding HI applications in the
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healthcare domain, it is important to carefully consider the individual pros and cons that
humans and AI bring to the table, as illustrated in Figure 2.2 [19, Figure 2.1]. Healthcare
workers and AI must balance each other’s weaknesses by utilizing each other’s strengths.
For instance, GPT-3.5 lacks human cognition and CRC domain context, which can be pro-
vided by medical experts. On the other hand, the velocity of topic models and GPT-3.5 can
reduce the amount of time human experts have to spend in analyzing and interpreting CRC
patient information. Thus, it is highly important to combine the strengths of human experts
with the ones of GPT-3.5 and topic modeling in CRC research.

Figure 2.2: Demonstration of the positive and negative aspects of human cognition and
artificial intelligence [19, Figure 2.1].

2.3.2 Hybrid Development of Topic Interpretations

There are several justifications for combining human expertise with the pre-trained knowl-
edge of GPT-3.5 to develop hybrid interpretations. Firstly, it facilitates knowledge man-
agement [37] between doctors and the AI model, allowing for a mutual exchange and in-
tegration of their respective understandings of patient experience topics. This collaborative
intelligence increases the overall understanding of the topic at hand. Secondly, this hybrid
approach enables human-in-the-loop machine learning [55], since there is an interactive
learning process between doctors and GPT-3.5. Human experts can iteratively refine AI-
generated interpretations and enhance their own interpretations using insights gained from
the AI model. Finally, given that human experts possess greater expertise in healthcare
compared to GPT-3.5, it is crucial that the human experts establish trust in the human-AI
collaboration process [6] by allowing them to indicate their satisfaction with the refined
patient experience topic interpretations.

Similar to performing unsupervised machine learning using topic models, a related
study delved into applying hybrid intelligence to generate and evaluate user-specific clus-
ters from financial data [66]. Involving human computation requires setting up a framework
where domain experts can interact with the machine to achieve a certain goal. Regarding
the interpretation of topics using GPT-3.5 and medical workers, it becomes necessary to
facilitate a web application where knowledge sharing can simultaneously take place from
both perspectives. With CRC domain experts as the users, they may have the opportunity
to collectively develop and refine topic interpretations with the assistance of GPT-3.5. This
will lead to topic interpretations which are augmented by both human and AI, following the
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distribution of roles in HI: Augmented Human Intelligence and Augmented Machine Intel-
ligence, as shown in Figure 2.3 [24, Figure 2]. Once the augmented topic interpretations are
obtained, these versions and the individual ones can be compared altogether using human
evaluation as described in subsection 2.2.3.

Figure 2.3: Distribution of roles in hybrid intelligence [24, Figure 2].
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Chapter 3

Methodologies

Expanding on the previous chapter, the methodologies chapter provides a detailed explana-
tion of how the research components are integrated to form the hybrid intelligence approach
in this study. The approach combines topic modeling with GPT-3.5 natural language gener-
ation (NLG) and incorporates design-based human judgment in interpreting the discovered
topic information.

To begin, the methodology outlines the process of extracting online patient forums and
performing topic modeling to discover meaningful CRC patient experience topics. Follow-
ing the topic modeling process, the methodology discusses how interpretable the identified
topics are by evaluating the topic models with automated metrics. Moving forward, the
methodology explains how GPT-3.5 is applied to generate natural language text from the
extracted topics. Additionally, the methodology highlights topic validation with human
judgment by allowing a designer to read and interpret the discovered topic information.
Overall, this chapter provides a comprehensive overview of how topic modeling results can
be interpreted by GPT-3.5. The understanding of the methodologies is essential for the later
chapters, which also involves human experts in the interpretation process of CRC patient
experience topics.

3.1 Data Collection

This study focuses on analyzing colorectal cancer patient forums scraped from the Cancer
Survivors Network USA, an open-source patient platform1. The online platform provides
support, education and advocacy for those affected by colorectal cancer, including survivors,
caregivers and loved ones. The initial CRC discussion thread has remained active on the
public platform since the year 2000. In Figure 3.1a, an overview is provided on the front
page of the Cancer Survivors Network USA platform, specifically under the category of
colorectal cancer. After navigating to the page of a discussion thread, there are three types
of posts which can be encountered. The basic structure of the discussion thread is illustrated
in Figure 3.1b. The main post is located at the top, while its corresponding comments are
positioned below it. In addition, reply posts may also appear, which contain blockquotes

1https://csn.cancer.org/categories/colorectal
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mentioning the post to which they are replying. To minimize duplicate information, the
blockquotes are not scraped from the reply posts as their content has already been addressed
by earlier posts under the same discussion thread.

(a) CRC frontpage on Cancer Survivors Network USA.

(b) Types of discussion posts under a CRC discussion thread.

Figure 3.1: Brief overview of CRC discussions on Cancer Survivors Network USA.

The CRC posts are extracted from the platform and saved into a local dataset that con-
tains the attributes listed in Table 3.1. The dataset contains more than 290 thousand rows,
representing the patient stories that were scraped from the platform at a specific point in
time. Therefore, any posts written after the scraping event are not included in the dataset.
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url username userposts time title post

Table 3.1: Cancer Survivors Network USA CRC dataset attributes

The scraping process involves two essential steps: gathering the URLs of discussion
pages with the browser automation capabilities of Selenium WebDriver2 and parsing the
dataset attributes from HTML elements with BeautifulSoup3 while ensuring the security and
confidentiality of sensitive information. Personal identifiable information (PII) is removed
to protect the privacy of individuals and comply with legal regulations. Medical data, such
as colorectal cancer patient information, is highly sensitive, and the leakage of PII can pose
significant risks. Therefore, it is crucial to remove attributes like full names, emails, phone
numbers, addresses, and URLs from the text to maintain data security.

To achieve this, a combination of techniques is employed. Natural language processing
techniques, specifically named entity recognition (NER) [46], are used to identify and clas-
sify entities like organizations, locations, names, and events within the text. In this case, the
NER functionality from the spaCy library4 is utilized. NER helps identify potential PII that
needs to be removed. Regular expressions (Regex) [28] are then used to detect and elim-
inate specific patterns such as international phone numbers, email addresses, postal codes,
and URLs.

3.2 Data Analysis

After obtaining the dataset, the next step involves identifying the relevant topics discussed
in the colorectal cancer (CRC) patient posts using unsupervised machine learning methods.
This process consists of three main stages.

Firstly, the data is pre-processed to enhance its representativeness for subsequent text
mining. This pre-processing step helps to transform the raw text into a more suitable for-
mat for topic modeling. Secondly, the pre-processed data is explored using different topic
modeling techniques, such as Latent Dirichlet Allocation (LDA), Non-Negative Matrix Fac-
torization (NMF), and BERTopic. Each technique applies a different set of rules and algo-
rithms to extract topics from the data, as was explained in subsection 2.1.1. Thirdly, for each
identified topic, the most relevant topic terms are passed to the generative model GPT-3.5.
This model interprets and generates coherent text based on the provided terms, helping to
uncover the main themes and content associated with each topic.

3.2.1 Text Cleaning

In the pre-processing phase, several steps are performed to prepare the data for analysis.
This subsection outlines the specific techniques applied to clean the text before further anal-
ysis. It is important to note that these cleaning steps are only specific to the analysis of LDA

2https://www.selenium.dev/documentation/webdriver/
3https://www.crummy.com/software/BeautifulSoup/bs4/doc/
4https://spacy.io/
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and NMF. The cleaning steps of BERTopic are performed through its sub-models, which
will be explained in section 3.2.2.

1. Removal of Punctuations, Stopwords, Usernames and Irrelevant CRC Terms:
Punctuation marks, such as commas, periods, and quotation marks, are removed from
the text using regular expressions (Regex). Stopwords are common words that occur
frequently in the language but often carry little semantic meaning. Using the English
stopwords provided by the Natural Language Toolkit (NLTK), these words, such as
‘the’, ‘and’, ‘is’, are removed from the text. Additionally, usernames from Table 3.1
within the text are also eliminated. Furthermore, in the context of colorectal cancer
(CRC) data, specific terms, such as ‘cancer’, ‘doctor’, ‘people’, are too abstract and
not so informative to the analysis. Therefore, these irrelevant CRC terms can be
identified and removed. Altogether, these removal steps help to eliminate unnecessary
noise and special characters that do not contribute significantly to the content analysis.

2. Lemmatization of Tokens: Tokens, or individual words, are lemmatized using the
NLTK library. Lemmatization reduces words to their base or dictionary form, such as
converting ‘running’ to ‘run’ or ‘better’ to ‘good’. This normalization step helps to
increase the frequency of similar words and reduces the overall vocabulary size. To
ensure the removal of newly formed stopwords, the lemmatization step is performed
before the above-mentioned removal step in item 1.

3. Removal of Duplicate Texts: Duplicate texts within the dataset are identified and
removed using the Pandas library’s drop duplicates function5. This step ensures that
each text instance is unique and prevents redundant information in the analysis.

4. Removal of Non-English Texts: Language detection using the langdetect library6

is employed to identify and remove non-English texts from the dataset. This step
helps ensure that the analysis focuses solely on English language texts, maintaining
consistency and preventing multilingual topics from being formed.

3.2.2 Topic Modeling

This subsection delves into the techniques employed to extract relevant topics from the
cleaned patient forum texts using different topic modeling techniques. The three consid-
ered techniques are Latent Dirichlet Allocation (LDA), Non-Negative Matrix Factorization
(NMF), and BERTopic.

Latent Dirichlet Allocation (LDA)

Initially, LDA [10] was chosen as the topic modeling technique due to its speed, scalability,
flexibility, and simplicity. However, LDA presented some drawbacks during its implemen-
tation. One notable limitation was the significant topic overlap observed in the results. As

5https://pandas.pydata.org/docs/reference/api/pandas.DataFrame.drop duplicates.html
6https://pypi.org/project/langdetect/
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LDA is based on probabilistic mixture rules, the lack of consistent determinism made it
challenging to differentiate and interpret distinct topics effectively. LDA treated documents
as mixtures of topics, and topics as mixtures of tokens, contributing to the observed overlap.

Determining the ideal number of topics in topic modeling is a critical task. In order to
make an informed decision, Figure 3.2 provides a visual representation of the metric lines
for various numbers of LDA topics. The configuration setting of the LDA model 7 included
the number of topics, corpus, and id2word dictionary as inputs, while leaving the default
model parameters unchanged. Two key automated metrics were used to evaluate the topic
models: the average topic overlap measured by Jaccard Similarity [56] and the Cv topic
coherence score [64]. The goal was to identify a number of topics that achieved high topic
coherence while minimizing topic overlap. The plot demonstrates the relationship between
the number of topics and the corresponding values of topic overlap and coherence. Ideally,
the chosen number of topics would be where the gap between coherence and topic overlap is
maximized. This signifies a configuration that provides highly coherent topics with minimal
overlap, ensuring the meaningfulness and distinctiveness of each topic.

Upon closer examination of the plot, it becomes evident that LDA exhibits consistently
high levels of topic overlap across the different numbers of topics considered. This obser-
vation implies that relying solely on automated metrics may not be sufficient to identify the
ideal number of topics. To address this limitation and gain a more comprehensive under-
standing, a human analysis of the topic terms and their related documents becomes nec-
essary. To overcome these challenges, the focus shifted to alternative techniques, such as
Non-Negative Matrix Factorization (NMF) and BERTopic.

Figure 3.2: Ideal number of LDA topics based on Maximum Difference between Topic
Coherence and Topic Overlap (Mean Jaccard Similarity).

Non-Negative Matrix Factorization (NMF)

NMF [15] provided a more deterministic approach to topic modeling where topics represent
the linear combinations of words in the corpus. Multiple runs of NMF consistently produced

7https://radimrehurek.com/gensim/models/ldamodel.html
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similar results, allowing for traceability and analysis. Moreover, NMF generated highly in-
terpretable topics with smaller topic overlap compared to LDA based on automated metrics
and design-based human judgment, which is described in section 3.4. After a designer per-
formed her developed interpretation strategy to extensively review the most relevant terms
and the top 50 highest contributing posts for each topic, it became evident that NMF outper-
formed LDA in producing clear and understandable topics. Additionally, NMF produced
sparser solutions, representing topics with a smaller set of influential words, thus improving
conciseness and informativeness. NMF also demonstrated superior efficiency compared to
LDA, resulting in faster computations and improved scalability.

In order to demonstrate that NMF exhibits lower topic overlap and higher coherence
scores compared to LDA, we present the comparison results of the automated metrics in
Table 3.2. The comparison is conducted for different numbers of topics, and the evalua-
tion metrics used include mean Jaccard similarity [56] and Normalized Pointwise Mutual
Information (NPMI) coherence score [11]. Both LDA and NMF are run using the same
pre-processing steps from subsection 3.2.1, and the top 20 topic terms are considered for
computing the metrics. The results clearly indicate that NMF topics exhibit lower overlap,
as reflected by the lower mean Jaccard similarity scores. Additionally, for five out of six
numbers of topics, NMF topics demonstrate higher coherence scores (CNPMI) compared to
LDA. Based on these promising findings, NMF is selected as the preferred choice for the
first study, while LDA is primarily utilized for data exploration.

Number of Topics LDA Coherence NMF Coherence LDA Jaccard NMF Jaccard
20 0.018139 0.0549709 0.1166137 0.0051478
30 0.0201963 0.0404954 0.1119408 0.0024881
40 0.0189193 0.0272445 0.119781 0.0008893
50 0.0133304 0.0138895 0.1579971 0.0005861
60 0.0110088 0.003399 0.1470975 0.0005078

Table 3.2: Comparison between NMF and LDA based on CNPMI coherence score and Aver-
age Jaccard Similarity of the top 20 topic terms for different numbers of topics.

NMF baseline. For the first study, a well-suited baseline model was constructed by
iteratively experimenting with various automated settings and incorporating a design-based
human review process for the NMF topic model. The chosen configuration of this NMF
baseline model involved extracting 50 topics from the CRC patient stories. To ensure re-
producibility, a random state of 1 was set. The model utilized the Kullback-Leibler [75]
beta loss as the objective function and employed the multiplicative update solver [44, Fig-
ure 2] for finding an approximate factorization. These specific parameter configurations8

were carefully selected to optimize the performance and relevance of the NMF topic model
for the study.

8https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.NMF.html
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3.2. Data Analysis

BERTopic

In addition to NMF, BERTopic [33] was employed as another topic modeling technique.
BERTopic utilizes transformers and c-TF-IDF (class-based TF-IDF) and leverages the power
of the BERT model [26] for feature extraction. BERTopic introduces a higher complex-
ity due to its transformer-based architecture. Transformer-based models, such as BERT,
have achieved state-of-the-art performance in various natural language processing tasks.
BERTopic takes advantage of the advanced capabilities of transformers to uncover complex
topics that may be challenging to identify using traditional techniques like LDA or NMF. By
leveraging the strengths of transformers and c-TF-IDF, BERTopic is able to extract topics
that offer deeper insights into the patient forum texts.

Figure 3.3: BERTopic baseline constructed with 100 topics and the sub-models mentioned
on the right side of the arrow.

n topics c v
40 0.38567665307514304
60 0.4286607410347635
80 0.41206038796313643
100 0.4290909570738151
120 0.4300978632827674
140 0.4366577745413183
160 0.42494599326705806
180 0.427550171298985
200 0.4233638702806625
220 0.43177154926104544
240 0.4266092578954601

Table 3.3: BERTopic cv coherence scores for different numbers of topics using the same
model configurations of Figure 3.3.
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(a) Similarity Heatmap

(b) Intertopic Distance map
(c) Dendogram

Figure 3.4: BERTopic visualizations9of the baseline model from Figure 3.3.

By default, BERTopic employs its own approach to extract a suitable number of topics
from the provided text data, distinguishing itself from traditional algorithms like LDA and
NMF. However, due to the large corpus size, the number of topics that need to be extracted
can exceed a thousand. To manage this, a baseline BERTopic model is constructed with a
focus on practicality, using 100 topics along with specific submodels and their respective
configurations. These details are illustrated in the baseline BERTopic component diagram
in Figure 3.3. Topic coherence is not a concern for the BERTopic baseline, since the model
consistently generates coherent topics for different runs, as can be observed in Table 3.3.
Moreover, the topic visualizations in Figure 3.4 show that the BERTopic baseline makes

9https://maartengr.github.io/BERTopic/getting started/visualization/visualization.html#visualize-topic-
similarity

20



3.2. Data Analysis

clear distinguishments between the majority of topics, indicating a good stability in the
model output.

Figure 3.5: Similarity Heatmap between the 50 NMF topics used in the first study and the
100 BERTopic topics employed in the second and third study.

Coming back to the baseline architecture in Figure 3.3, it is worth noting that BERTopic
does not require the exact same pre-processing steps mentioned earlier in subsection 3.2.1,
which are specific to LDA and NMF. Stopwords and irrelevant CRC terms are excluded by
being placed in the ‘stop words’ parameter of the CountVectorizer model10. Additionally,
the process involves forming bi- and trigrams, as well as reducing the feature space by ex-
cluding less frequent terms. HDBSCAN [51] is used to ensure that a minimum amount of
patient forum documents are clustered in each topic. Fine-tuning of topic representation is
performed using MMR [16], which allows for diversifying the highest ranked keywords and
keyphrases. The class-based TF-IDF procedure [33] is applied to reduce the presence of fre-
quently occurring words. For dimensionality reduction, UMAP [52] is used, while Hugging
Face’s Mini LM L6 v2 Sentence Transformer11 is responsible for generating embeddings.

While NMF results are utilized for the first study, the inclusion of BERTopic in the
second and third studies makes it important to compare the topics generated by the two
methods. A comparison between the highest ranking keywords and keyphrases generated
by BERTopic and NMF is illustrated in Figure 3.5. Topic vectors are created using sklearn’s
TF-IDF vectorizer12 and the topic overlap between the two methods is measured using

10https://scikit-learn.org/stable/modules/generated/sklearn.feature extraction.text.CountVectorizer.html
11https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
12https://scikit-learn.org/stable/modules/generated/sklearn.feature extraction.text.TfidfVectorizer.html
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sklearn’s cosine similarity score13. It is observed that the majority of topics from the two
baseline models have little to no overlap, as indicated by the purple color in the figure,
which corresponds to a similarity score below 0.1. This finding suggests that BERTopic
discovers topics that are distinct from those modelled by NMF, covering different aspects
of the patient forum data.

3.3 Topic Interpretation with GPT-3.5

The previous section has shown how topic modeling techniques such as LDA, NMF, and
BERTopic can be used to extract topics from patient stories. However, the topics are hard
to be processed by humans alone due to the lack of readability in topic representations. To
tackle this, natural language generation (NLG) tasks can help to transform the topics into
more human-readable formats. GPT-3.5, a powerful language model, can achieve this by
generating topic interpretations that describe the most relevant terms for each topic, along
with the semantic relationships between these terms. Leveraging its language generation
capabilities, GPT-3.5 can make it easier for humans to interpret topic modeling outcomes
by providing them with interpretations that capture the model’s understanding of the topics.
The topic models NMF and BERTopic are relevant to the hybrid intelligence studies of this
research, and therefore, it is necessary to interpret the topic terms of these models with
pre-trained language models like GPT-3.5.

GPT-3.5 can generate meaningful topic interpretations by leveraging a well-defined
prompt pattern [74]. For effectively prompt-engineering topic interpretations using GPT-
3.5, it is highly important to provide clear objectives and context. The prompt should in-
clude background information about the data and the specific topic modeling algorithm
used. Additionally, the prompt should explicitly state the task at hand, such as generating
a topic interpretation based on the provided topic terms. By incorporating these elements
into the prompt, GPT-3.5 can better understand the task and generate more meaningful topic
interpretations.

13https://scikit-learn.org/stable/modules/generated/sklearn.metrics.pairwise.cosine similarity.html
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3.3. Topic Interpretation with GPT-3.5

(a) Example GPT-3.5 Interpretation of one NMF topic.

(b) Example GPT-3.5 Interpretation of one BERTopic topic.

Figure 3.6: Examples of Topic Interpretation Generation by the ’text-davinci-003’ GPT-
3.5 Model Release. The significance of topic terms in the word cloud is reflected by their
respective sizes, with larger terms indicating higher relevance to the topic.

In addition to improving the prompt text, customizing the model response also relies on
fine-tuning the model parameters. Controlling the length of the generated text is necessary
for avoiding excessively long model responses while still enabling the model to provide
sufficient information about the topic. Furthermore, the randomness of the generated text
can be easily controlled using the model temperature. Keeping the temperature at a low
value like 0.3 is crucial for making the model response more deterministic and focused on
accurate topic interpretations. Figure 3.6 presents examples on how OpenAI’s Completions
API14 is employed to generate topic interpretations for NMF and BERTopic results.

14https://platform.openai.com/docs/guides/gpt/completions-api
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3.4 Design-based Topic Interpretation

Aside from topical language generation with GPT-3.5, the topic modeling results can also be
interpreted and understood using human knowledge. To facilitate this process, the highest
ranked terms and the 50 most relevant documents associated with each topic are provided
to an Industrial Design student from TU Delft. The student thoroughly reviews the topic
information and provides human judgment for each topic from a designer’s perspective.

Regarding the designer’s in-depth interpretations on the NMF baseline, which was men-
tioned in section 3.2.2, it was discovered that among the 50 NMF topics, 12 primarily re-
volved around online activities within the Cancer Survivors Network USA forum. However,
these forum-related topics did not contribute any significant value specifically to colorectal
cancer (CRC) patient stories. The forum-related topics primarily consisted of basic in-
formation, such as sending prayers and condolences, as well as celebrating positive news.
Therefore, these topics were excluded from the NMF results for the purpose of the first
study.

To further analyze the remaining 38 NMF topics, the designer examined the topic de-
scriptions generated by GPT-3.5. Next to the most relevant terms and posts for each topic,
these Natural Language Generation (NLG) responses served as an additional source of topic
information before she provided her own interpretation for each topic. During this process,
the designer distinguished between topics focused on hospital patient experiences, indi-
cated by the color blue, and those centered around home patient experiences, indicated by
the color orange. In addition, Figure 3.7 shows the upper clusters she created to represent
the topics that belong to the same patient experience category. For the first study, the clus-
ters and their corresponding topics were presented in the form of a Patient Journey Map,
as detailed in Appendix A. This map presented a user-friendly design visualization, which
enables the study participants to easily identify the specific stage of the cancer journey to
which the topics and clusters were applicable.

Figure 3.7: The NMF generated upper clusters along with their respective sizes indicating
how many documents are contained within each cluster.

For the purpose of the second and third studies, the designer also reviewed the BERTopic
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baseline, which was shown in Figure 3.3. In analyzing these results, the designer identified
that 21 out of the 100 topics were either related to the forum or lacked insights regarding
CRC patient experiences. To identify these irrelevant topics, the designer reviewed the top
10 keyphrases, the top 50 most relevant posts, and the GPT-3.5 NLG response for each
topic.

After the first study, the focus had been placed on mainly interpreting the BERTopic
results with medical expertise and GPT-3.5 language generation. Therefore, the designer
did not extensively analyze the topics generated by BERTopic unlike the comprehensive
interpretation applied to the NMF topics. Table 3.4 offers a summarized overview of the
tasks performed by the designer during the analysis of the NMF and BERTopic baselines.

NMF BERTopic
Reviewed top 20 keywords for each topic Reviewed top 10 keyphrases for each

topic
Reviewed top 50 posts for each topic Reviewed top 50 posts for each topic
Reviewed GPT-3.5 interpretation for
each topic

Reviewed GPT-3.5 interpretation for
each topic

Identified 12 out of 50 topics as redun-
dant

Identified 21 out of 100 topics as redun-
dant

Wrote down designer interpretations for
the remaining topics
Generated upper clusters for the remain-
ing topics
Classified the remaining topics to ‘home’
and ‘hospital’
Constructed a Patient Journey Map from
the remaining topics and the generated
clusters

Table 3.4: Summary of tasks performed by the designer for the NMF and BERTopic base-
lines.
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Chapter 4

Comparative Analysis of Human and
AI Interpretations

While the previous chapter explored topic modeling and the topic interpretations generated
by GPT-3.5 and a human designer, it lacks the valuable input from medical workers special-
izing in CRC research. This input is crucial given the focus of this research on analyzing
the experiences of CRC patients. By allowing human experts to interpret topics, one can
draw comparisons between their interpretations and those of GPT-3.5, resulting in observed
differences which clarify the individual approaches in which humans and GPT-3.5 interpret
topics. These findings will provide an answer to SQ1. What are the differences between
Human and GPT-3.5 in their topic interpretations?

The chapter is structured into two main parts. Firstly, the study procedure is outlined,
detailing how medical workers interpret NMF topics and compare their interpretations with
those of GPT-3.5. Secondly, the study findings are discussed, highlighting the differences
observed between human and GPT-3.5 interpretations through a comparative analysis of
their derivation methods.

4.1 Study Procedure

In the first study, a comparative analysis was carried out to differentiate the topic interpre-
tations generated by the AI model GPT-3.5 and the ones provided by medical workers. The
focus of the analysis was on the NMF baseline results from section 3.2.2.

In collaboration with the designer, we recruited 5 medical workers specializing in col-
orectal cancer healthcare. Together, we organized a co-creation session during which the
medical workers were given the chance to interpret NMF topics and provide feedback on
the AI-generated topic interpretations.

4.1.1 Participant Work Experience

At the beginning of the co-creation session with the medical workers, we administered an
‘Expert Experience Survey’ to validate their level of expertise in the CRC domain, ensuring
their ability to understand and interpret patient experiences accurately.
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4. COMPARATIVE ANALYSIS OF HUMAN AND AI INTERPRETATIONS

Figure 4.1 provides an overview of the participants’ experience and their reliability
to participate in the study. The figure illustrates that the five participants consist of two
surgeons, two Ph.D. candidates, and one epidemiologist. Notably, three out of the five
participants possess more than ten years of work experience, indicating a high level of
expertise in the healthcare domain.

The survey responses indicate that the participants have limited familiarity with machine
learning and are not acquainted with ChatGPT. Consequently, this study, which involves
NMF topic modeling and AI topic interpretations, presents a novel experience for them.

(a) Summary of Experience Survey. (b) Expertise overview.

Figure 4.1: Summary of Participant Work Experience.

4.1.2 Participant Task

During the co-creation session, we engaged the 5 medical workers in an activity where
they were provided with 10 NMF cluster cards displaying the different topic clusters from
Figure 3.7, to which the 38 NMF baseline topic cards were classified. The participants were
asked to select at most two cluster cards that they found most significant to their field of
expertise. Once the cluster cards were chosen, the participants were tasked with interpreting
and validating the topic cards within those selected clusters.

To begin the interpretation process, the participants were given the opportunity to fa-
miliarize themselves with the most relevant NMF topic terms, which were ordered based on
their weights of importance in a topic word cloud. Additionally, they were provided with a
quote extracted from one of the top 50 relevant topic posts that had been reviewed by the
designer in relation to the NMF results. Subsequently, the participants were instructed to
write down their topic interpretation on the front side of the topic cards. An example of a
topic card’s front side is showcased in Figure 4.2a.

Afterwards, the participants engaged in comparing their topic interpretations with those
generated by GPT-3.5. To ensure a fair comparison, the AI-generated interpretations were
kept hidden on the back side of each topic card until this point in the activity. Notably, the
back side of the card also included the designer’s interpretation, serving as a reference to
the participants during this comparison process. An example of a topic card’s back side is
showcased in Figure 4.2b. During this phase, the participants had the opportunity to verify
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whether their interpretation matched, did not match, or if they were uncertain about the
interpretation provided by GPT-3.5.

The co-creation session reached its conclusion by providing the participants with com-
ment cards which made them share their feedback on the topic interpretations generated by
GPT-3.5. The template of these comment cards can be seen in Figure 4.2c. The purpose of
this feedback was to provide participants with an opportunity to express their agreement or
disagreement with the AI-generated topic interpretations.

(a) Front-side of a NMF Topic
Card. The participant can read
the topic terms and the topic
quote and write a topic descrip-
tion on the card.

(b) Back-side of a NMF Topic
Card. The participants can read
the topic interpretations of the
designer and GPT-3.5 and com-
pare whether these ones match
with theirs.

(c) Comment Card where the par-
ticipants can write down their
comments on GPT-3.5 topic in-
terpretations.

Figure 4.2: Example of a topic card and a comment card used for human expert interpreta-
tions on NMF topics during the co-creation session of study 1.

4.2 Study Reflection

At the end of the co-creation session, we collected the topic and comment cards from the five
participants. Topics from different cluster cards were evaluated by participants with diverse
areas of expertise. To account for this variation, the evaluated topics were summarized for
each participant. Subsequently, we delve into the main observations that differentiate the
approaches between human and GPT-3.5 in interpreting the NMF topic modeling results.

4.2.1 Participant Evaluation Summary

To begin the reflection, we initially concentrated on understanding the primary interests of
each participant by examining the cluster cards they chose. Additionally, we investigated
the topics they reviewed to assess the performance of each participant in interpreting the
NMF topic modelling results.

The cluster cards selected by the five participants are presented in Table 4.1. It is evi-
dent that the participants demonstrated interest in only 5 out of the 10 available cluster cards
from Figure 3.7. Analyzing the table reveals that three out of the five participants were
particularly focused on understanding the experiences of patients regarding test results. Ad-
ditionally, it is worth noting that clusters related to the daily activities and mindset-related
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attitudes of CRC patients were selected twice, indicating a higher level of interest in these
topics. On the other hand, clusters associated with the side-effects and recovery experi-
ences of CRC patients were chosen only once, suggesting comparatively less focus on these
particular aspects.

Participant Selected Cluster Card
P1: Surgeon Cluster 4: Experience on the test results

(including being worried and confused)
P1: Surgeon Cluster 8: Mindset-related attitude living

with colorectal cancer
P2: Surgeon Cluster 7: Experience during recovery

phase
P2: Surgeon Cluster 10: Daily activities while living

with colorectal cancer
P3: Researcher Cluster 4: Experience on the test results

(including being worried and confused)
P4: Researcher Cluster 4: Experience on the test results

(including being worried and confused)
P4: Researcher Cluster 10: Daily activities while living

with colorectal cancer
P5: Epidemiologist Cluster 5: Experience with side-effects
P5: Epidemiologist Cluster 8: Mindset-related attitude living

with colorectal cancer

Table 4.1: Selected clusters for each participant.

Moving forward, the participants were able to interpret and comment on topics within
each selected cluster. A comprehensive overview of the evaluated topics is provided in
Figure 4.3. This overview includes the number of topics interpreted by each participant, the
number of comments made by each participant on AI topic interpretations, and the count
of topics where participants indicated a mismatch between their own interpretations and
those generated by AI. Notably, the first three participants exclusively provided feedback on
topics where there was a mismatch between their own interpretations and the AI-generated
interpretations. On the other hand, the last two participants commented on all of their
interpretations, including both matched and mismatched ones. The full sets of human-
written topic cards and comment cards from the 5 study participants can be observed in
Appendix B.
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Figure 4.3: Summary of evaluated topics per participant.

4.2.2 Study Outcome

Following the review of participants’ expertise information and the comparison of their
topic interpretations with those generated by GPT-3.5, several key observations emerge that
differentiate the two types of interpretations.

Observed Human Behavior

The interpretation of human experts relies on understanding CRC patient experience use
cases within the applicable topic. Unlike simply presenting experts with a list of words
for each NMF topic, the inclusion of patient stories allows them to grasp the context sur-
rounding the topic and gain a deeper understanding of patients’ perspectives. By providing
full sentences from the topic posts, patient scenarios become understandable to the experts,
making it easier for them to interpret what patients express in the forum posts. As an ex-
ample, Participant 3, a researcher, generated Cluster 4’s human interpretations that heavily
describe the patients’ perspectives from the topic quotes. The topic card interpretations of
this participant can be observed in Figure B.5.

Another notable observation is that human interpretations are dependent on the profes-
sional experience of the human expert involved. Based on their unique experiences and
expertise, participants are able to recognize the primary patient needs or concerns from
the topic cards. For example, Participant 1, a surgeon specializing in CRC, consistently
interprets the topics within Cluster 4 by emphasizing the themes of anxiety, fear, and un-
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certainty related to test results. Given surgeons’ regular interaction with CRC patients and
their expertise in treating the condition, it is understandable that they can easily recognize
the emotional experiences patients undergo when seeking further information about their
treatment findings. Figure B.1 presents the topic card interpretations written by Participant
1 for Cluster 4.

Another core observation distinguishing humans from GPT-3.5 in their topic interpreta-
tions is subjectivity. Different individuals can describe the same topic in various ways based
on their unique perspectives and biases. This observation is possible, because Table 4.1 has
demonstrated that different participants selected the same clusters. As evident from Fig-
ure B.4 and Figure B.7, Participant 2 (i.e., a surgeon) and Participant 4 (i.e., a researcher)
offer different interpretations for Topic Card 31 from Cluster 10. The surgeon interprets
the topic as picking up “normal life”, whereas the researcher perceives it as celebration
of life for cancer survivors. This example highlights that human understanding of a topic
can vary based on individual subjective opinions and areas of expertise. Therefore, indi-
vidual perspective biases are apparent in human interpretations, while GPT-3.5 generates
its interpretations using its own pre-trained knowledge, without the influence of personal
preferences.

Observed AI Behavior

Regarding the behavior of GPT-3.5 topic interpretations, it can be observed that the AI
model interprets topics by employing its natural language processing capabilities to recog-
nize the main patterns and associations among topic terms. This allows GPT-3.5 to describe
the connections between specific topic terms more easily. As a pre-trained language model,
GPT-3.5 possesses the advantage of efficiently processing large amounts of information, en-
abling it to identify associations between topic terms more efficiently than manual human
analysis. For example, GPT-3.5 demonstrates the ability to recognize that the topic terms
within Cluster 5 primarily indicate the emotional and physical side-effects associated with
CRC. This understanding is reflected in the interpretations generated by the AI model, as
presented in Figure B.8.

Furthermore, inconsistent patient stories make it more challenging for GPT-3.5 to cap-
ture the main topic theme. In such cases, the AI-generated interpretation tends to align
better with human interpretations when it primarily focuses on describing the most relevant
topic terms rather than attempting to incorporate the diverse patient use cases. This sug-
gests that GPT-3.5 can be easily influenced by patient stories with different contexts. For
example, Figure 4.4 shows that GPT-3.5 covers various aspects of topic 49 while interpret-
ing different variations of topic posts. The topic cards from Participant 1 and 3 can be fully
observed in Figure B.1 and Figure B.5. The human interpretations tend to be more focused
on the emotional aspects of CRC patient experience, whereas the AI-generated interpreta-
tion with five topic posts does not mention any patient concerns. Therefore, by providing
more diverse topic information to generate an interpretation, GPT-3.5 tends to deviate from
primarily focusing on the topic terms.
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Figure 4.4: Example observation of GPT-3.5’s behavioral change for interpreting diverse
topic information.

A final remarkable observation distinguishing GPT-3.5 from humans is that the pre-
trained language model does not inherently make ethical considerations when interpreting
patient stories. Patient stories consist of sensitive information and should be correctly un-
derstood by both human and AI. However, it has been observed that GPT-3.5 can sometimes
misinterpret patient experiences based on the topic terms alone. For example, in the case of
Topic 27 from Cluster 7, Participant 2 (a surgeon) and the designer classified the topic un-
der the treatment phase of the CRC patient journey. On the other hand, GPT-3.5 interprets
the topic as a patient experience during the diagnosis phase. The treatment and diagnosis
classifications can be observed in the designer’s patient journey map in Appendix A, as well
as in Participant 2’s Topic 27 Comment Card shown in Figure B.3. This observation sug-
gests that GPT-3.5 can provide misleading topic information when analyzing patient data,
and therefore, human experts cannot solely depend on AI models for sensitive medical data
analysis.
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Unique Observation Observation Description Example Scenario
A. Human Observations

Human’s Contextual Un-
derstanding

Human Intelligence typically
requires understanding the con-
text present in patient use cases.

P3 (researcher) consistently de-
scribes the patients’ perspec-
tives from the topic quotes

Human’s Domain Exper-
tise

Human Intelligence is capa-
ble to integrate experts’ domain
knowledge into the topic inter-
pretation.

P1 (surgeon) consistently inter-
prets anxiety, fear and uncer-
tainty based on his professional
practice

Human’s Subjectivity Human Intelligence can offer
patient experience insights from
different human perspectives.

P2 (surgeon) describes topic 31
as picking up “normal life”,
whereas P4 (researcher) de-
scribes the same topic as cele-
bration of life for cancer sur-
vivors

B. AI Observations

AI’s Pattern Recognition AI uses NLP to recognize the
patient experience from the
topic terms.

GPT-3.5 recognizes that cluster
5 consists of topics about emo-
tional and physical side-effects
of CRC patients

AI’s Behavioral Change for
Inconsistent Patient Stories

Different patient stories make it
challenging for AI to capture
the main topic theme.

GPT-3.5 deviates from inter-
preting the topic terms from
topic 49 when the AI model also
has to interpret diverse topic
posts

AI’s Missed Ethical Con-
siderations

Sensitive information, such as
CRC treatment and diagnosis,
can be misinterpreted by AI on
its own.

P2 interprets topic 27 as a
patient experience during the
treatment phase, whereas GPT-
3.5 interprets it as a patient ex-
perience during the diagnosis
phase

Table 4.2: Scenario-based observations that differentiate how human experts and GPT-3.5
interpret NMF topic modeling results.
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Chapter 5

Developing Interpretive Agreements

While the previous chapter focused on comparing the interpretations of humans and AI from
their respective standpoints, this chapter takes a step further by exploring the potential of
combining the knowledge of CRC human experts and GPT-3.5 to develop hybrid topic inter-
pretations. Through knowledge sharing on CRC patient experience topics, human experts
can refine the individual human and AI topic interpretations. This collaborative process
aims to increase the understanding of CRC patient experiences and aims to develop agree-
ments on the interpretations created by human and AI. By investigating how human experts
form hybrid topic interpretations with the assistance of GPT-3.5, the following research
question will be answered: SQ2. How do Human Experts reach interpretive agreements
with GPT-3.5?

This chapter is structured as follows. Firstly, it will discuss the web application method
which allows human experts to engage with GPT-3.5 on CRC patient experiences, facil-
itating the development of hybrid topic interpretations. Secondly, the study findings will
be presented, highlighting the methods which make human experts establish interpretive
agreements with GPT-3.5.

5.1 Study Procedure

For the purpose of this study, a total of 12 medical researchers from Erasmus MC were
recruited to participate in a dedicated session, during which they were provided with an op-
portunity to interpret the BERTopic baseline results from section 3.2.2. Subsequently, they
engaged in an interactive process with GPT-3.5 to refine both human and AI topic interpre-
tations. To make their activities possible, a Python Flask application was implemented [32].
This application served as a platform to deliver the essential topic information and inter-
active instructions, thereby enabling the participants to collaborate effectively and develop
interpretive agreements with GPT-3.5.
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Figure 5.1: Flow diagram for combining GPT-3.5 and doctor interpretations through Flask
Web Application.

The entire flow diagram of the Flask application is presented in Figure 5.1, while Ap-
pendix C offers a more detailed overview of the specific Flask web pages developed for the
study. The web application consists of two main components: an informative part which
provides users with the necessary topic information, and an interactive part which engages
users to refine both human and GPT-3.5 topic interpretations. The sequential steps outlining
the flow of the application are explained below.

(Page0.) Title and Study Goal: The users were presented with the title and purpose of the
study as shown in Figure C.1a.

(Page1.) User Instructions: In Figure C.1b, the users were provided with an overview of
tasks they had to follow.

(Page2.) Selecting a Topic: To ensure that every topic was interpreted at least once, each
participant was assigned a predetermined group of topics derived from the BERTopic
baseline. The users had to fill in their Participant ID on the page shown in Figure
C.1c. Afterwards, they were able to access the topics they were assigned on the

page presented in Figure C.1d. Upon completing all tasks related to a specific topic,
participants were redirected back to the page on Figure C.1c for further engagement
with subsequent topics.

(Page3.) Reading Topic Keyphrases: Similar to the co-creation session in the first study, the
users were presented with a topic word cloud and document count for each topic,
as can be seen in Figure C.1e. These visual representations showcased the top 10
keyphrases associated with the topic as well as the number of forum posts belonging
to that particular topic.

(Page4.) Reading Topic Posts: To increase the understanding for each topic, the page on Fig-
ure C.1f provides the users with three patient stories extracted from the top 50 most
relevant posts associated with that specific topic. Compared to the topic quote utilized
in the first study, this expanded approach provides human experts with additional pa-
tient use cases. This offers them the opportunity to analyze more patient information
for which the topic is applicable.
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(Page5.) Asking Topic Questions to GPT-3.5: As an optional source of topic information,
the page on Figure C.1g gave users the opportunity to ask topic-related questions to
GPT-3.5. They were allowed to ask general questions or questions specifically related
to their selected keyphrases. These keyphrases were then used in the prompt of GPT-
3.5, allowing for context-aware responses that align with the user interests. Figure 5.2
presents an example of how this question answering task is prompt engineered.

Figure 5.2: Zero-shot Question Answering task to get Topic Information from GPT-3.5.

(Page6.) Writing a Topic Description: After reviewing and processing all of the provided
topic information, participants were required to share their understanding of the CRC
patient experience topic by writing a topic description on the page illustrated in Figure
C.1h. This task involved combining their insights and knowledge gained from the

topic word cloud, document count, topic posts, and any additional topic information
extracted from GPT-3.5.

(Page7.) Comparing Human and GPT-3.5 Descriptions: Upon submitting their human de-
scription, participants were directed to page 7 shown in Figure C.1i. This page
allowed the users to review both Human and AI interpretations. At the top of the
page, users could observe the list of topic keyphrases for reference. Moreover, both
the human-written and GPT-3.5-generated topic interpretations were displayed side
by side, enabling a direct comparison between the two. Additionally, Semantic Tex-
tual Similarity (STS) can give users an idea of how well two blocks of texts align in
terms of semantic equivalence [18]. Therefore, a percentage value was also provided,
indicating the semantic similarity between the two interpretations. This measure was
computed by transforming the texts into vector embeddings using the ‘paraphrase-
MiniLM-L6-v2’ model1 from the SentenceTransformers framework [63], and then
calculating the cosine similarity score2 between the embeddings, which was con-
verted into a percentage representation.

After reviewing the interpretations, users were presented with three options. They
could choose to refine their own description by editing their text on page 6 or refine

1https://huggingface.co/sentence-transformers/paraphrase-MiniLM-L6-v2
2https://scikit-learn.org/stable/modules/generated/sklearn.metrics.pairwise.cosine similarity.html
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5. DEVELOPING INTERPRETIVE AGREEMENTS

the GPT-3.5 description by proceeding to page 8. If users agree with both interpreta-
tions, they could express their satisfaction by clicking the green button on this page.
This action would redirect the users back to page 2 and save the initial human and
GPT-3.5 interpretations, along with the final human and GPT-3.5 interpretations, for
the corresponding topic. Overall, this page allowed users to actively decide how to
refine the topic interpretations based on their assessment and preferences.

(Page8.) Writing Feedback on GPT-3.5 Description: Upon selecting the option to refine
the GPT-3.5 description, users were brought to page 8 as shown in Figure C.1l.
At the top of the page, users could provide their feedback on the initial GPT-3.5
description through a dedicated text box. Directly below, two side-by-side boxes were
displayed, with the left box containing the original GPT-3.5 description and the right
box showcasing the refined GPT-3.5 description. The incorporation of user feedback
into the GPT-3.5 topic interpretation became possible with prompt-engineering, as
illustrated in Figure 5.3.

Figure 5.3: Zero-shot text-to-text transformation task to refine GPT-3.5 topic description
based on Expert Feedback.

After the users completed the iterative process of refining the initial GPT-3.5 descrip-
tion, they had the option to submit their improvements and proceed back to page 7.
It is important to note that users were only able to refine the original description and
could not directly modify the newly improved version. If users wished to further im-
prove the updated description, they were required to submit the current version and
come back to page 8 for additional refinements.

After the participants’ completion of interpreting their pre-selected topics in collabo-
ration with GPT-3.5 on the Flask web application, all of their topic interpretation outputs
were locally stored in JSON format. Table 5.1 shows the attributes stored for each topic as-
sessed by the participants. These attributes will collectively provide insights on how human
experts assess and refine topic interpretations with the assistance of GPT-3.5.
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Attribute Description
session id Flask session ID which uniquely identifies the participant
topic id The specific topic evaluated by the participant
human description Original human interpretation
gpt description Original AI interpretation
improved human description Final improved human interpretation
improved gpt description Final improved AI interpretation
similarity score Similarity score between final human and AI interpretations
response time Total duration for reviewing and interpreting the topic in

collaboration with GPT-3.5

Table 5.1: Saved attributes for each topic assessed by the participants.

5.2 Study Reflection

At the end of the human-computer interaction phase with the 12 medical researchers, they
were requested to fill out an expert experience survey to gather feedback on their work
experience and Flask user experience. Additionally, they were given the opportunity to
share additional user experiences through recordings at the end of the study. Firstly, this
section will provide an overview of the contributions made by each participant in this study,
including their expertise and user experiences on the web application. This will be followed
by the study outcomes, which will explain the main methods that led to the participants
reaching interpretive agreements based on their collected interpretation outputs.

5.2.1 Participant Evaluation Summary

Similar to the first study, we carefully considered the level of experience of the medical
participants to ensure that they possessed the necessary domain knowledge to effectively
interpret CRC patient experiences. At the time of the study, all 12 participants were highly
qualified Ph.D. researchers at Erasmus MC. Each participant possessed at least one year
of expertise in the healthcare domain, as presented in Figure 5.4a. In addition, all 12
participants considered themselves to have a sufficient level of expertise in the field of CRC,
as shown in Figure 5.4b.

According to the other findings presented in Figure 5.4b, the participants indicated
a high level of confidence in interpreting CRC patient experience topics based on their
Flask user experience. While most participants had limited prior experience in interacting
with GPT-3.5, they still believe that human and GPT-3.5 knowledge can be combined to
enhance the understanding of patient experiences in the field of CRC. Furthermore, the
majority of participants expressed openness to incorporating AI models into their research
or professional practice. Overall, the participants were mostly willing to integrate AI in
healthcare and to explore the collaborative potential of hybrid intelligence in CRC research.
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(a) Expertise Overview.
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(b) Summary of Experience Survey.

Figure 5.4: Summary of Participant Expertise and Flask User Experience.

Moving forward to the remaining user experiences from Figure 5.4b as well as the
ones mentioned in the recorded feedback of the participants, they reflected on the following
aspects more specifically focused on the Flask web application pages.

1. Instruction Page: The instructions from Figure C.1b were clear and and helped the
participants in understanding their tasks.

2. Topic keyphrases: The topic word cloud was generally clear to understand, but there
were instances of overlap or lack of significance within the keyphrases.
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3. Topic posts: Three topic posts provided some information, but varied in terms of
relevance. This made it challenging to summarize them into a single topic description.
It was suggested that more posts might be beneficial for certain topics to understand
a broader range of patient use cases.

4. GPT-3.5 Optional Screen: Some participants used the optional screen to ask about
the meaning of specific topic keyphrases, while others felt that more topic posts would
be preferable over this additional source of topic information. In most cases, this
optional screen was not used at all, since participants could already understand the
topic from the word cloud and topic posts.

5. Human vs. AI Comparison Screen: Participants found the listing of topic keyphrases
on the comparison screen to be helpful, but the suggestion was made to also make
them appear while writing the topic description. Furthermore, the similarity score
had an influence on the participants’ interpretation behavior. Some participants fo-
cused on improving the score until it reached a satisfactory level.

6. GPT-3.5 Feedback and Improvements: GPT-3.5 feedback was not always pro-
cessed as expected. Multiple attempts were often needed to improve interpretations
based on the feedback. Some participants had to provide detailed comments for GPT-
3.5 to understand the required improvements. Nevertheless, they were still willing to
iteratively improve the GPT-3.5 interpretations with their feedback.

Overall, the participants made some usability suggestions (e.g. navigation improve-
ments and clearer topic information presentation), but still had a positive and successful
experience while interpreting topics and interacting with GPT-3.5 to form hybrid interpre-
tations. Participants were able to recognize that the topics were based on different types
of patient experiences, such as the emotional, social and physical aspects of patients. And
most importantly, they expressed confidence in their ability to accurately refine human and
AI interpretations according to their personal preferences.

5.2.2 Study Outcome

In order to examine how the participants achieved interpretive agreements with GPT-3.5,
an analysis of the collected attributes from Table 5.1 is conducted. This analysis involves
comparing the original and improved human and AI interpretations to determine the refine-
ments made by the participants in developing hybrid interpretations. By examining these
comparisons, insights can be derived regarding the specific refinements made to achieve
agreements between human and AI-generated interpretations.

From the 100 BERTopic baseline results, 112 sets of topic interpretations were produced
by the 12 participants, meaning that some topics were interpreted more than once. This
amount was reduced to 89 by excluding interpretations of the 21 topics that were previously
identified as redundant by the designer in Table 3.4 and deemed unnecessary for the analysis
of participants’ interpretations.

The distribution of how participants reached interpretive agreements with GPT-3.5 can
be categorized into four main methods, as illustrated in Figure 5.5. The figure highlights
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that the most frequently occurring cases were those where participants aimed to solely refine
the topic interpretations generated by GPT-3.5, followed by cases where participants only
focused on refining their own human interpretations. In only 17% of all cases, participants
were directly satisfied after their interpretation and immediately reached an interpretive
agreement without the need for any refinements. Overall, the 89 sets of topic interpreta-
tions are well-distributed over the four categories, covering enough data samples for further
analysis within each type of interpretive agreement.

Figure 5.5: Distribution of Methods for Reaching Interpretive Agreements.

Figure 5.6a presents the average percentage increase in Human-AI similarity for reach-
ing each interpretive agreement category. It showcases the improvement in agreement be-
tween human and AI interpretations from the initial topic interpretations to the final hybrid
interpretations. As observed in the figure, the ‘same both’ category shows no increase as
participants did not make any changes to the initial interpretations. The ‘same human’ and
‘same gpt’ categories show a moderate level of similarity increase, since participants focus
on improving either their own initial interpretation or the AI-generated interpretation, but
not both simultaneously. On the other hand, the ‘different both’ category exhibits the high-
est level of similarity increase, suggesting that participants achieved the most significant
improvements by modifying both human and AI topic interpretations. This finding implies
that refining and aligning both sources of interpretation led to a more effective convergence
between human and AI perspectives.

Figure 5.6b displays the average total response time for reaching each interpretive
agreement category, including the time required to review and interpret the topic informa-
tion. The ‘same both’ category has the shortest response time, suggesting that participants
did not make any refinements and were already satisfied with the initial human and AI in-
terpretations. For the other categories, participants also had to spend time adjusting their
initial topic interpretation, providing feedback to improve the AI-generated interpretation,
and carefully comparing and evaluating the refined interpretations to determine their level
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of agreement with GPT-3.5. Therefore, this additional effort and time spent in refining
and assessing the interpretations contributed to a longer response time compared to the
‘same both’ category, where no refinements were made.

(a) Mean Similarity Increase per Agreement Category.

(b) Mean Response Time per Agreement Category.

Figure 5.6: Human-AI Similarity and Response Time Measurements for each type of Inter-
pretive Agreement.

How to reach interpretive agreements with GPT-
3.5?

#Cases / #Total
(Percentage)

Initial average
Human-AI
similarity (%)

Final average
Human-AI
similarity (%)

Similarity in-
crease (%)

Response time
(s)

No refinements made (same both) 15/89 (17%) 63.57 63.57 0 235.59
Only AI interpretation is refined (same human) 33/89 (37%) 52.28 59.03 6.75 324.17
Only Human interpretation is refined (same gpt) 23/89 (26%) 52.66 61.25 8.59 347.11
Both Human and AI interpretations are refined (differ-
ent both)

18/89 (20%) 49.14 64.18 15.04 321.94

Table 5.2: Summary of Numerical Analysis of Interpretive Agreement Methods.
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A summarized overview of the numerical analysis within each method of interpretive
agreement is presented in Table 5.2. This table reflects on the previous discussions regarding
the agreement distribution and the performance measurements, such as human-AI similarity
and response time, for each type of interpretive agreement.

The distributions of how participants approached their refinements in human and AI
topic interpretations are presented in Figure 5.7. Analysis of the refinements made to the
original interpretations revealed a notable trend: both human and AI consistently extended
the information in the majority of cases. This indicates that both human and AI primarily
focused on adding new value to the topic interpretations. The objective was to provide a
clearer and more comprehensive description of the colorectal cancer (CRC) patient expe-
rience topic involved. By primarily expanding topic information with one another, both
human and AI versions of the interpretations aimed to increase the understanding and rele-
vance of the topics to the context of CRC patient experiences.

(a) Human refinements made in ‘different both’. (b) AI refinements made in ‘different both’.

(c) Human refinements made in ‘same gpt’. (d) AI refinements made in ‘same human’.

Figure 5.7: Distributions of refinement methods by human experts on human and AI inter-
pretations.

Figure 5.8 presents the different patient contexts in which human and AI refinements
were made. These patient experiences were recognized by clustering the topics after re-
viewing the refined human-written and AI-generated interpretations. The full sets of saved
interpretations for each refinement category can be observed in Appendix D. By analyz-
ing the patient context for these refined interpretations, it becomes possible to identify the
CRC patient experiences for which the participants disagreed with GPT-3.5 and vice versa.
Therefore, the exploration of the four possible methods for reaching interpretive agreements
are summarized as follows:
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(a) Patient Context - AI refinements of ‘same human’.

(b) Patient Context - Human refinements of ‘same gpt’.

(c) Patient Context - Human refinements of ‘different both’.

(d) Patient Context - AI refinements of ‘different both’.

Figure 5.8: Summary of Human and AI refinements for different agreement categories.

1. same both: Participants being satisfied with the initial human and AI interpretations.
In this category, no refinements could be made according to the participants. Figure
5.6a shows that this category has a mean similarity of 63.57%, meaning that the

original human and AI interpretations already lied close to each other in terms of
semantic equivalence.

2. same human: Participants choosing to solely refine the AI-generated interpretation.
In most of the cases of Figure 5.8a, the participants primarily focused on enhancing
the understanding of GPT-3.5 with chemotherapy side-effects and with additional in-
formation on CRC treatment options. This implies that GPT-3.5 may not possess the
same level of ‘treatment’ expertise as medical researchers, thereby requiring human
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intervention to ensure a comprehensive interpretation of patient experiences during
the treatment phase. In general, these participants had confidence in writing their
own topic interpretations, as indicated in Figure 5.4b.

3. same gpt: Participants choosing to solely refine their own human interpretation. Fig-
ure 5.8b shows that participants consistently refined the same popular patient expe-
riences: relationship between chemotherapy and its side-effects, as well as treatment
options for colorectal cancer. This clearly implies that, even in their field of ‘treat-
ment’ expertise, the participants overlooked certain aspects of the CRC treatment
and acknowledged the value of AI-generated interpretations as a reference point to
enhance their own understanding.

4. different both: Participants deciding to refine both the human and AI interpretations.
The process of knowledge integration in this category primarily increased the amount
of information in the human and AI topic interpretations, as can be seen in Figure
5.7a and Figure 5.7b. Refining both human and AI interpretations led to the highest
average increase in semantic equivalence, as can be seen in Figure 5.6a, indicating
that knowledge sharing had the highest impact when both human and AI took part in
the interactive engagement. Furthermore, Figure 5.8c and Figure 5.8d show that the
interests of the participants mainly lied in refining both human and AI interpretations
with CRC treatment options, alternative CRC treatment options and distraction tech-
niques for CRC patients. This suggests that their decision to interchange information
on these types of patient experiences with GPT-3.5 explored the full potential of this
hybrid intelligence approach by combining the individual strengths of human and AI.
They integrated their domain expertise by describing what they understood on CRC
treatments and CRC patients’ distraction activities, while keeping their own interpre-
tation up-to-date with the help of GPT-3.5. This two-sided refinement process indi-
cates that there is a high interest for medical researchers to enhance the understanding
of CRC patient experiences in the areas of treatment options, alternative treatments,
and strategies for emotional well-being.
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Chapter 6

Expert Evaluation of Hybrid and
Individual Interpretations

After establishing interpretive agreements in the previous chapter, the process of combining
human expertise with GPT-3.5 to develop hybrid interpretations on CRC patient experience
topics became evident. However, one last essential step is to conduct human evaluations
to assess the individual and hybrid topic interpretations and determine their relevance to
their respective topics. This evaluation aims to provide an answer to the following research
question: SQ3. What is the added value of combining human and AI topic interpretations
in CRC research?

This chapter is divided into two main sections. The first section focuses on the eval-
uation method used to assess the relevance of individual and hybrid human and AI topic
interpretations. The second section presents the findings of the study, examining whether
hybrid interpretations demonstrate superior topic relevance compared to individual inter-
pretations.

6.1 Study Procedure

In the third study, the expertise of 3 full-time medical professionals was harnessed to eval-
uate the topic relevance of individual and hybrid human and AI interpretations on CRC
patient experiences. These medical professionals, who have extensive work experience in
the field, were invited to participate in an evaluation process by filling out a dedicated eval-
uation form.

Due to time constraints, a subset of topic interpretations was selected for evaluation
in the third study. This subset consisted of interpretations where the refinements made by
human experts and AI had significantly altered the semantic meaning of the original de-
scriptions. To identify these topics, the sets of interpretations from the previous study were
sorted based on the difference in similarity increase between human and AI interpretations,
as can be seen in the figures of Appendix D. The subset of topics chosen for evaluation
were those that had undergone substantial semantic changes in their refined versions. This
approach ensured that the evaluated interpretations represented cases where the human and
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AI contributions had resulted in noticeable differences in the topic descriptions.

The subset of interpretations selected for evaluation in the third study consisted of 27 out
of the possible 89 sets of topic interpretations. These sets of interpretations were collected
by drawing 9 sets of topic interpretations from each refinement category: ‘same human’,
‘same gpt’ and ‘different both’. It is worth to note that these selected sets of interpreta-
tions were the ones that exhibited significant semantic changes in the second study. In the
‘same human’ and ‘same gpt’ categories, where either human or AI interpretations were
refined, a total of three topic interpretations were evaluated: two original and one refined
in each category. In the ‘different both’ category, where both human and AI interpretations
were refined, a total of four topic interpretations were evaluated: two original and two re-
fined. This ensured a comprehensive evaluation of the different refinement methods and
their impact on the interpretations.

For the evaluation process in the third study, an online survey tool called LimeSurvey1

was used to create an evaluation form. This form enabled human evaluators to review the
topic information and provide ratings for the individual and hybrid interpretations generated
in the previous study. Each of the 3 human evaluators was assigned with 3 sets of interpre-
tations in round-robin fashion per refinement category, resulting in the total of 9 sets of
interpretations being evaluated by each participant. The entire process of constructing the 3
interpretation evaluation surveys can be observed in Figure 6.1

Figure 6.1: Survey construction for 3 human evaluators using the interpretations from study
2.

1https://www.limesurvey.org/
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6.1. Study Procedure

Figure 6.2: Example of participant task for the given set of interpretations.
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First and foremost, the evaluators were presented with the identical topic information
that was used to generate the interpretations in the second study. This included topic
keyphrases in a word cloud, the number of topic posts, and 3 relevant topic posts. Their
main task was to assess the relevance of the interpretations to the given topic on a scale
of 1 to 7. In order to prevent any potential influence on the evaluators’ ratings, the order
of the interpretations was randomized, ensuring that no bias was introduced based on the
type of interpretation: human-written, AI-generated, individual or hybrid. An example of
the task provided to the evaluators can be seen in Figure 6.2. In addition, they were given
the option to comment on their method of judgment regarding the ratings they provided for
the interpretations of each refinement category. This was collected to understand how the
evaluators reasoned about their interpretation assessment.

6.2 Study Reflection

Once the three designed evaluation forms were completed by three proficient medical pro-
fessionals from Erasmus MC, we collected the ratings they assigned to the individual and
hybrid human and GPT-3.5 interpretations. These human experts have a specialization in
‘Oncological and Gastrointestinal Surgery’, meaning that they have the higher experience
in understanding CRC patient experiences and treating CRC tumors.

P1 average ratings AVG % Increase
initial human 28.57142857 human increase +7.142857143
initial gpt 38.0952381 gpt increase -9.523809524
improved human 35.71428571
improved gpt 28.57142857

(a) Average ratings Participant 1

P2 average ratings AVG % Increase
initial human 79.36507937 human increase -3.174603175
initial gpt 71.42857143 gpt increase +9.523809524
improved human 76.19047619
improved gpt 80.95238095

(b) Average ratings Participant 2

P3 average ratings AVG % Increase
initial human 47.61904762 human increase +4.761904762
initial gpt 28.57142857 gpt increase +2.380952381
improved human 52.38095238
improved gpt 30.95238095

(c) Average ratings Participant 3

Table 6.1: Average percentage ratings of each participant survey for original human, origi-
nal GPT-3.5, improved human and improved GPT-3.5 topic interpretations
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Table E.1 from Appendix E shows the exact ratings for the 27 chosen topics and their
sets of interpretations. These topic interpretations were specifically chosen due to their no-
table shifts in semantic similarity, where there was a significant change from ‘initial human’
to ‘improved human’ and from ‘initial gpt’ to ‘improved gpt’, following the survey con-
struction principles from Figure 6.1. Complete interpretations can be accessed by cross-
referencing the agreement category and corresponding topic number outlined in Appendix D,
as comprehensively detailed within the provided table (i.e., Table E.1).

The interpretation ratings were used to calculate the average percentage ratings for each
participant survey in Table 6.1. This was done to measure the evaluation statistics for each
participant on the individual and hybrid human and GPT-3.5 interpretations. The data in
the table highlights that P1 only observed notable improvements in human interpretations,
P2 only recognized significant improvements in GPT-3.5 interpretations, and P3 identified
substantial progress in both human and GPT-3.5 interpretations.

Global Ratings AVG % Increase
initial human 51.85185185 human increase +2.91005291
initial gpt 46.03174603 gpt increase +0.793650794
improved human 54.76190476
improved gpt 46.82539683

Table 6.2: Global average percentage ratings for original human, original GPT-3.5, im-
proved human and improved GPT-3.5 topic interpretations

In summary, the global average percentage ratings were computed in Table 6.2, show-
ing the overall performance of the individual and hybrid human and GPT-3.5 interpretations
across all participant surveys. The results suggest that the hybrid intelligence approach, in-
volving collaboration between human experts and AI, has led to improved human interpreta-
tions of patient experiences in colorectal cancer research. The ratings of ‘improved human’
interpretations being higher than those of ‘initial human’ interpretations support the ef-
fectiveness of the hybrid approach in enhancing the topic relevance of the interpretations.
While the AI interpretations also show a slight improvement, the main impact seems to
be on the human side. Moreover, the data pattern indicates that participants generally as-
signed higher ratings to human interpretations compared to those generated by GPT-3.5.
The higher ratings for human interpretations may suggest that participants perceived their
own expertise and contextual understanding to yield more accurate and reliable insights
from the patient forum data.
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Chapter 7

Conclusions and Future Work

Throughout this thesis, the primary objective was to bridge the gap between human and
machine intelligence in the interpretation of colorectal cancer patient experiences extracted
from patient web forums. To achieve this goal, the research followed a three-fold approach.
Firstly, we investigated and compared the individual interpretations of human experts and
GPT-3.5 regarding the experiences of colorectal cancer patients. Secondly, we explored
the possibilities of combining human and AI interpretations to create hybrid interpretations.
Lastly, we conducted an evaluation to assess the relevance of both individual and hybrid
interpretations in the context of patient experience topics. These steps allowed us to gain
insights into the effectiveness of hybrid intelligence in understanding and interpreting the
colorectal cancer patient journey.

This chapter will discuss the implications and limitations of each study, drawing mean-
ingful conclusions from the objectives that have been addressed. Additionally, it will ex-
plore potential directions for future research that can further enhance the hybrid intelligence
approach in understanding and interpreting colorectal cancer patient data from online pa-
tient communities.

7.1 Discussions

In chapter 4, chapter 5 and chapter 6, the thesis covered the experimental setups for each of
the three objectives and provided answers to the respective sub-questions. The outcomes of
the three studies yield important implications and limitations, summarized as follows.

7.1.1 Implications

To address the first sub-question (i.e., What are the differences between human and GPT-3.5
in their topic interpretations?), a co-creation session was conducted with 5 medical stake-
holders at Erasmus MC. During this session, they reviewed and interpreted colorectal cancer
(CRC) patient experience topics derived from the Non-negative Matrix Factorization (NMF)
topic modeling approach. A comparison between their interpretations and those generated
by GPT-3.5 revealed distinct differences. Human experts exhibited unique interpretation
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behaviors, such as prioritizing forum posts to understand and interpret CRC patient ex-
periences, incorporating their CRC domain expertise into the interpretation process, and
providing subjective insights on CRC patient health. Conversely, GPT-3.5 showcased its
distinct capabilities in NLP to recognize CRC patient experiences from topic terms, faced
language understanding challenges when interpreting diverse CRC patient forum posts, and
occasionally disseminated misleading information related to CRC patient experiences. Dif-
ferentiating between human and AI interpretation behaviors is a critical step in the CRC
hybrid workflow, as it enables medical workers to understand their own interpretation capa-
bilities and those of pre-trained language models like GPT-3.5 in CRC research.

For answering the second sub-question (i.e., How do human experts reach interpre-
tive agreements with GPT-3.5?), a Flask web application was developed to facilitate in-
teractive engagement between 12 medical researchers from Erasmus MC and GPT-3.5 in
interpreting colorectal cancer patient experiences identified through BERTopic topic mod-
eling. Through this collaborative process, both human and GPT-3.5 topic interpretations
were refined, and original and hybrid interpretations were compared to identify areas of
agreement. The findings revealed that in cases where human experts made changes only
to GPT-3.5 interpretations (i.e., same human), they primarily extended GPT-3.5 interpreta-
tions with patient experiences related to colorectal cancer treatment options and potential
chemotherapy side-effects. Conversely, when changes were made only to human interpre-
tations (i.e., same gpt), the researchers mostly used GPT-3.5’s interpretation as a reference
to enhance their understanding of the same patient context as for same human: colorectal
cancer treatment options and relationship between chemotherapy and its side-effects. Ad-
ditionally, when both human and GPT-3.5 interpretations were refined (i.e. different both),
specific areas, such as regular treatment options, alternative treatment options, and distrac-
tion techniques for colorectal cancer patients, often demonstrated significant refinements
for reaching interpretive agreements. In conclusion, this study provides a novel collabora-
tive approach for medical workers on how to effectively integrate their domain knowledge
with the pre-trained language generation of GPT-3.5 for developing hybrid interpretations
on colorectal cancer patient experiences extracted from patient web forums.

To address the third and final sub-question (i.e., What is the added value of combining
human and AI topic interpretations in CRC research?), a subset of the topic interpreta-
tions from the second study were chosen to be rated by 3 human evaluators (i.e., surgeons
with higher expertise in CRC healthcare) based on how well the interpretations describe the
relevance of the CRC patient experience topic. Three LimeSurvey evaluation forms were
constructed by picking topics that had interpretations with significant changes in seman-
tic similarity between their original and refined versions to allow for notable differences
between individual and hybrid interpretations during the evaluation process. Based on the
collected survey results from the human evaluators, the added value of combining human
expertise and GPT-3.5 is that human refinements have led to significant improvements in
human interpretations, whereas GPT-3.5 refinements have led to slight improvements in
AI interpretations. This implies that, according to the expert judgements, the hybrid in-
telligence approach from the second study has successfully led to more relevant human
and GPT-3.5 interpretations on CRC patient forum data. Additionally, the preference for
human interpretations over the ones from GPT-3.5 is evident, given that evaluators poten-
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7.2. Conclusion

tially favored interpretations incorporating contextual understanding and domain expertise
regarding CRC patient experiences. These aspects had already been observed in the initial
study’s observations as detailed in Table 4.2.

7.1.2 Limitations

For the first study, the GPT-3.5 interpretations of the NMF baseline were only prompt-
engineered on the topic terms and not on the documents of the topic model, potentially
affecting the AI’s ability to fully understand the context of the patient experiences. Addi-
tionally, time constraints led to a limited number of topics being interpreted by the partic-
ipants. The manual review and interpretation of patient experience topics on printed topic
cards also introduced time and labor intensity.

For the second study, participants reported that the topic representation in the applica-
tion was not always optimal for understanding the patient experience, and navigation issues
affected their interpretation performance. These usability challenges might have impacted
the quality and efficiency of the hybrid interpretation process, potentially influencing the
outcomes of the study.

The third study faced constraints due to limited time and resources. Only a subset of
topics was chosen for evaluation by a small group of human experts, which may have limited
the breadth of insights gained from the evaluation process. Additionally, by having each
selected interpretation not be rated by more than one expert (i.e, subjective rating), biases
or inconsistencies could have been introduced in the evaluation, affecting the reliability of
the results and discussions drawn from the study.

7.2 Conclusion

In conclusion, Figure 7.1 shows how this thesis explores the patient forum data from Can-
cer Survivors Network USA with topic modeling and GPT-3.5 language generation, as well
as how it compares, combines and validates the CRC patient experience topic interpreta-
tions from human experts and GPT-3.5 to answer the main research question (i.e., How can
topic modeling, GPT-3.5 language generation and human expertise be combined to explore
the interpretation of patient web forums in colorectal cancer (CRC) research?). The pa-
tient web forums were first only explored with machine intelligence: LDA and NMF topic
modeling, as well as GPT-3.5 language generation as a machine-driven form of topic inter-
pretation. Subsequently, in the first study, the NMF generated topics were also interpreted
by human experts and those human interpretations were then compared with the respective
GPT-3.5 interpretations to identify meaningful differences between the two parties. As the
research progressed, BERTopic results were also employed to explore the patient web fo-
rums, alongside their corresponding GPT-3.5 interpretations. In the second study, this com-
bination allowed for more complex topics to be interpreted by human researchers, leading
to interactive engagement between them and GPT-3.5. This collaboration aimed to refine
both human and AI interpretations, resulting in the development of hybrid interpretations.
Finally, a group of trained human experts validated a subset of the original human and AI
interpretations together with their hybrid versions to confirm that combining human and
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7. CONCLUSIONS AND FUTURE WORK

GPT-3.5 indeed leads to improved interpretations of CRC patient experience topics. All in
all, this thesis highlights that hybrid intelligence for topic interpretation requires human ex-
perts and GPT-3.5 to work together by collectively interpreting patient experiences in order
to reach a more comprehensive understanding for improving patient outcomes in colorectal
cancer research.

Figure 7.1: Hybrid workflow overview: step-by-step analysis for comparing, combining
and validating Human and AI Interpretations in understanding CRC patient experiences.

7.3 Future work

A potential future direction for this thesis work is to engage patients in the interpretation
process of colorectal cancer forum posts. Involving patients in this way ensures that the
interpretations derived from online communities are truly recognizable and representative
of their experiences. By including patients in the validation and refinement of interpretations
made by human experts and AI models, the research can yield more meaningful and patient-
centered topic interpretations of their colorectal cancer experiences.

Another notable direction involves exploring newer and more advanced large language
models to assist medical researchers in interpreting patient experiences in the hybrid work-
flow. For instance, leveraging GPT-4 as the successor of GPT-3.5 offers more features,
such as interpreting some of the top patient forum posts together with topic keywords or
keyphrases due to its longer prompt size. This advancement may lead to better integration
with human expertise and may further improve the hybrid interpretations developed in this
thesis.
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7.3. Future work

A third impactful direction is the integration of the interactive web application from the
second study into clinical practice. This would streamline the process of reviewing and an-
alyzing large volumes of patient forum data, reducing the workload for healthcare providers
to understand patient experiences and provide patient-centered care. By incorporating nat-
ural language processing features of AI models like GPT-3.5, remote patient monitoring
systems can be developed to offer care and support to colorectal cancer patients through
digital medical devices. This integration will enable a more efficient and patient-centered
approach in healthcare delivery.
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Appendix A

Patient Journey Map

Odd Results
Year1-2: 3-6 months
Year3-5: 6-12 months
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Figure A.1: Designer’s Patient Journey Map after she interpreted the NMF topic modeling
results for the first study
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Appendix B

First Study’s Individual Human and
AI NMF Topic Interpretations

(a) Human (b) AI

Figure B.1: Participant 1 - Cluster 4 Interpretations

(a) Human (b) AI

Figure B.2: Participant 1 - Cluster 8 Interpretations
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B. FIRST STUDY’S INDIVIDUAL HUMAN AND AI NMF TOPIC INTERPRETATIONS

(a) Human (b) AI

Figure B.3: Participant 2 - Cluster 7 Interpretations

(a) Human (b) AI

Figure B.4: Participant 2 - Cluster 10 Interpretations

(a) Human (b) AI

Figure B.5: Participant 3 - Cluster 4 Interpretations
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(a) Human (b) AI

Figure B.6: Participant 4 - Cluster 4 Interpretations

(a) Human (b) AI

Figure B.7: Participant 4 - Cluster 10 Interpretations

(a) Human (b) AI

Figure B.8: Participant 5 - Cluster 5 Interpretations
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B. FIRST STUDY’S INDIVIDUAL HUMAN AND AI NMF TOPIC INTERPRETATIONS

(a) Human (b) AI

Figure B.9: Participant 5 - Cluster 8 Interpretations
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Appendix C
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C. SECOND STUDY’S FLASK WEBPAGES

Second Study’s Flask Webpages

(a) Page 0 (b) Page 1

(c) Page 2a (d) Page 2b

(e) Page 3 (f) Page 4

Figure C.1: Flask Web Application used to develop hybrid interpretations as part of the
second study
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(g) Page 5 (h) Page 6

(i) Page 7 (j) Page 6 - Recurrence

(k) Page 7 - Recurrence (l) Page 8

(m) Page 7 - Second Recurrence

Figure C.1: Flask Web Application used to develop hybrid interpretations as part of the
second study (cont.)
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Appendix D

Second Study’s Saved Interpretations
per Agreement Category

Figure D.1: Saved Interpretations for ‘same both’ (No refinements)
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D. SECOND STUDY’S SAVED INTERPRETATIONS PER AGREEMENT CATEGORY

Figure D.2: Saved Interpretations for ‘same gpt’ (Only refinements made by Human)
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Figure D.3: Saved Interpretations for ‘same human’ (Only refinements made by GPT-3.5)
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D. SECOND STUDY’S SAVED INTERPRETATIONS PER AGREEMENT CATEGORY

Figure D.4: Saved Interpretations for ‘different both’ (Refinements made by both human
and GPT-3.5)
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Appendix E

Third Study’s Interpretation
Evaluation Results
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E. THIRD STUDY’S INTERPRETATION EVALUATION RESULTS

P1 ratings
Category\Topic nr.
different both 48 20 37 AVG AVG %
initial human 2 2 2 2 28.57142857
initial gpt 2 2 2 2 28.57142857
improved human 5 2 2 3 42.85714286
improved gpt 2 2 2 2 28.57142857

same human 32 55 25 AVG AVG %
initial human 2 2 2 2 28.57142857
initial gpt 2 2 5 3 42.85714286
improved gpt 2 2 2 2 28.57142857

same gpt 2 79 34 AVG AVG %
initial human 2 2 2 2 28.57142857
initial gpt 2 5 2 3 42.85714286
improved human 2 2 2 2 28.57142857

P2 ratings
Category\Topic nr.
different both 80 56 73 AVG AVG %
initial human 5 2 5 4 57.14285714
initial gpt 5 6 4 5 71.42857143
improved human 5 2 6 4.333333333 61.9047619
improved gpt 7 6 5 6 85.71428571

same human 62 70 22 AVG AVG %
initial human 6 6 6 6 85.71428571
initial gpt 3 4 2 3 42.85714286
improved gpt 6 3 7 5.333333333 76.19047619

same gpt 13 86 96 AVG AVG %
initial human 6 7 7 6.666666667 95.23809524
initial gpt 7 7 7 7 100
improved human 6 6 7 6.333333333 90.47619048

P3 ratings
Category\Topic nr.
different both 87 60 45 AVG AVG %
initial human 2 7 7 5.333333333 76.19047619
initial gpt 4 3 2 3 42.85714286
improved human 4 1 2 2.333333333 33.33333333
improved gpt 3 3 2 2.666666667 38.0952381

same human 51 52 58 AVG AVG %
initial human 1 2 5 2.666666667 38.0952381
initial gpt 1 1 2 1.333333333 19.04761905
improved gpt 1 3 1 1.666666667 23.80952381

same gpt 50 43 92 AVG AVG %
initial human 1 1 4 2 28.57142857
initial gpt 3 1 1 1.666666667 23.80952381
improved human 4 6 5 5 71.42857143

Table E.1: Expert Evaluation Results: Interpretation ratings on a scale of 1 to 7 from pro-
fessional Human Evaluators at Erasmus MC
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