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The use of high strength steel (HSS) cold-formed hollow section is of significant interest in the construction sec-
tor due to competitive costs. The accurate simulation of ductile fracture failure at the micro and macro scale is
critical for improving the validity of predicting structural behaviour of HSS cold-formed hollow sections and
welded joints. In this study, the ductile failure of the cold-formed S700 material is studied using the Gurson-
Tvergaard-Needleman (GTN) damage model. Representative volume element (RVE) models with the void vol-
ume fraction (VVF) between 0.1% and 30% are employed to investigate the pressure dependency of the deviatoric
limit stress. Different load conditions corresponding to different stress triaxiality levels are applied to unit cells
with random spherical pores. The inelastic response of the unit cells are analysed, and the parameters q1, q2,
and q3 in the GTN yield surface are calibrated. An equation is proposed to determine parameter q1 for different
VVFs. The parameters critical VVF fc and final VVF ff are calibrated by the coupon test from the literature. Finally,
the calibrated GTN model is validated against notched coupon tests. The finite element (FE) results show good
agreement with the experimental results, indicating that the identified GTN model could efficiently predict the
behaviour of the cold-formed HSS.

© 2021 Elsevier Ltd. All rights reserved.
1. Introduction

The existing rules for the design of steel structures according to
Eurocodes are limited to the material behaviour of mild steels with
the steel grade up to S460. Supplementary rules proposed in EN1993-
1-12 [1] are used to design structures made of cold-formed high
strength steel (HSS) hollow sections. These supplementary rules will
be integrated into revised versions of EN1993 design standard parts,
and only “Additional rules for steel grades up to S960” will remain in a
new version of EN1993-1-12. A welded HSS joint, comprised of the
base material, the weld metal, and the heat affected zone (HAZ), has
less ductility than a welded mild steel joint. It is an open question
whether the researchonhollow section joints undertakingworldwide is
sufficiently systematic and comprehensive to predict the ultimate state
of HSS joints accurately. The precise prediction of ductile fracture be-
comes very important in predicting the ultimate state and the post ulti-
mate load behaviour of HSS structural members and welded joints. This
paper focuses on the evaluation of existing data [2] to bring additional
light to the behaviour of the S700 grade material.
The traditional elastoplastic hardeningmodel may overestimate the
plasticity's localisation effect in the necking zone if thematerial damage
is not considered [3,4]. Diverse damage theories combining elastoplastic
constitutive models have been developed to simulate the fracture initi-
ation and propagation. Three main approaches classified from
pioneering works are developed [5], namely the continuum damage
model, the uncoupled damage model, and the micromechanics based
damage model, to simulate the fracture of the material. The uncoupled
damagemodel generally uses the equivalent plastic strain as an external
variable uncoupled from the yield surface to govern the failure criteria.
The material is damaged when the external variable reaches a critical
value, as shown by several proposedmodels [6,7]. However, the param-
eter calibration process is firmly based on reliable experimental data.
The continuum damage mechanics approach considers damage by cor-
relating the damage with an internal variable. Lemaitre [8] proposed a
damage model under the thermodynamics framework by modifying
the Cauchy stress tensor to an effective stress tensor with a damage fac-
tor. Effective stress is used in the constitutive equation, indicating that
the damage is coupled with the yield surface. The last approach is the
micromechanics-based damage model. Under the framework of
micromechanics damage models, the ductile fracture process could be
described as the nucleation, growth, and coalescence of the microvoids
[9]. The process initiates when the microvoids nucleate at inclusions or

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jcsr.2021.106832&domain=pdf
https://doi.org/10.1016/j.jcsr.2021.106832
mailto:xinhaohui@xjtu.edu.cn
https://doi.org/10.1016/j.jcsr.2021.106832
http://www.sciencedirect.com/science/journal/


0.00 0.05 0.10 0.15 0.20 0.25 0.30
0

300

600

900

1200

W =  1 (power law)

W =  0.6 
W =  0 (exponential law)

Engineering stress-strain

Pre-necking true stress-strain

S
tr

es
s 

(M
P

a)

Strain (mm/mm)

Post-necking true stress-strain

Onset of necking

Fig. 1. Comparisons between engineering and true stress-strain of S700.
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second phase particles by particle-matrix interface de-cohesion or par-
ticle cracking. These voids grow and change the shape accompanying
theplastic deformation of thematrix, and eventually, themicrovoids co-
alesce resulting in the final failure of the material.

Several studies have shown that the Lode angle and the stress triax-
iality are essential parameters for the ductile fracture [7,10–14]. The
growth and coalescence of microvoids could explain the stress triaxial-
ity and Lode angle dependency phenomenon at the microscale. At a
high-stress triaxiality level, the voids grow volumetrically, and the
necking of inter-void ligaments results in the coalescence of the voids
[13]. On the other hand, the voids may grow, but the shear localisation
at the inter-void ligaments governs the fracture initiation under a
low-stress triaxiality. It demonstrates that the final fracture also de-
pends on the Lode parameter, which represents the shear state of the
material [13,14]. Gurson-Tvergaard-Needleman (GTN) Damage Model,
as one of the most popular micromechanics-based porous plasticity
models, links the macroscopic damage with the evolution of micro
void volume fraction (VVF). It was initially proposed by Gurson [15],
considering the growth of the voids only. Tvergaard [16,17] and
Needleman and Tvergaard [18] improved the model by involving the
void nucleation and coalescence. Furthermore, researches [19–23]
have been done to extend the application range of the GTN model to
the low-stress triaxiality state.

Generally, the effects of the stress triaxiality and the Lode Angle on
failure modes and fracture properties could be investigated experimen-
tally and numerically. A large number of specimens are required to
identify the parameters of the damagemodel for each test series. Differ-
ent types of coupon specimens such as smooth, notched bars, or com-
pact tension specimens can be used to determine the fracture process
[7,10–13,21]. However, it is difficult to conduct all kinds of reliable
experiment to generate different stress states through different initial
specimen geometries or by applying different load combinations for
specific parts in the civil engineering sector, such as welds, HAZ, bolts,
headed studs and fillet corners of cold-formed tube. Hence, the
micromechanical analysis could be used as a surrogate model to
numerically calibrate the ductile fracture parameters. Fritzen et al. [24]
investigated the pressure dependency of the deviatoric limit stress of
three-dimensionalmicrostructures. The stress triaxiality is varied by ap-
plying different load conditions in addition to the periodic boundary
condition. The GTN parameters for elastoplastic porousmetals are iden-
tified using three-dimensional representative volume elements (3D
RVE). Xin et al. [25] calibrated the material parameters of the
orthotropic GTN model inferred from microstructures generated from
the high-fidelity discrete element simulations. Xin et al. [26] calibrated
the friction angle, the ratio of the yield stress in triaxial tension to the
yield stress in triaxial compression, and the dilation angle of the linear
Drucker-Prager plastic model based on the experimental result and
the computational homogenisation.

In terms of the damage modelling of the cold-formed HSS, Pavlovic
et al. [27] calibrated the damage model under the framework of the
void growth model (VGM) for the HSS cold-formed material [28]. The
FE prediction is generally agreed well with experimental observations,
except that the resistance of FE results is larger than that of the test re-
sults at the descending stage. This ismainly because the fracture locus is
notwell considered at the lower stress triaxiality in the VGMmodel. Yan
et al. [29] attempted to calibrate the GTN damage parameters for mild
steel S355 based on the engineering stress-strain relationship. The 3D
RVE is employed to determine the parameters q1, q2, and q3 with con-
stant values. A parametric study is carried out on the coupon simulation
to calibrate VVF correlated parameters fc and ff.

In this paper, the GTN damage model is calibrated for the cold-
formed S700 high strength steel under high-stress triaxiality. The ex-
periment was conducted by Turan and Horvath [2] within the RUOSTE
project [28]. The computational homogenisation method is employed
to investigate the pressure dependency of the deviatoric stress. Differ-
ent load conditions corresponding to different stress triaxiality levels
2

are applied to eight unit cells, including random spherical pores,
where VVF of eight unit cells varies from 0.1% to 30%. The parameters
q1, q2, and q3, which describe the yield surface of the material, are cali-
brated based on the inelastic deformation within the unit cell. An equa-
tion is proposed to describe the relationship between VVF and q1 value.
The parameters fc and ff are calibrated against the standard coupon test.
Finally, the proposed parameters for the cold-formed S700 HSS are val-
idated against the tensile tests for the specimens with a hole in the
centre.

2. Theory background

2.1. GTN model

The GTNmodel involves nine constitutive parameters. Three consti-
tutive parameters q1, q2, and q3 are used to describe the shape of the
yield surface. The other six parameters are employed to define the evo-
lution of VVF. The yield surface of GTN model is presented in Eq. (1):

ϕ ¼ σ eq

σy

� �2

þ 2q1f
∗ cosh

3q2σm

2σy

� �
−1−q3f

∗2 ¼ 0 ð1Þ

where: σeq, σm, and σy are the von Mises equivalent stress, the hydro-
static pressure, and the flow stress of the undamaged material matrix,
respectively. The expressions for σeq and σm are given below:

σm ¼ 1
3
σ ijδij ð2Þ

σeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2

σ ij−
1
3
σ ijδij

� �
σ ij−

1
3
σ ijδij

� �s
ð3Þ

The evolution of VVF consists of the new void's nucleation and the
growth of the existing void, see Eq. (4). The nucleation of the void
may occur because of decohesion of the particle-matrix interface and
microcracking. It follows a normal distribution regarding the equivalent
plastic strain. Hence, the void nucleation rate involves three parame-
ters: the total nucleated VVF fn, the mean value of the normal distribu-
tion of the nucleation strain εn, and the standard deviation Sn. The
expressions are given in Eqs. (5) and (6). The growth of the existing
void is based on the law of conservation of mass. The rate of the void
growth is expressed in terms of the plastic hydrostatic strain rate, as
shown in Eq. (7). f⁎ is the modified VVF, a function of the critical VVF
fc and final VVF ff. The evolution of VVF is accelerated and completed
when VVF exceeds the fc and reaches ff, respectively. The expression is
given in Eq. (8).



Table 1
Plasticity model parameters for S700.

E[GPa] ν A[MPa] ε0 n k0 [MPa] Q [MPa] β

210 0.3 1037.8 0.00499 0.0585 766.04 124.35 41.52

a) N=40, f=3%

b) N=80, f=10%

Fig. 2. Typical unit cell model with random voids.

Table 2
Details of microstructures.

f (%) 0.1 0.5 1.5 3 5 10 25 30

N 20 20 40 40 40 80 80 80
R (mm) 0.0229 0.0391 0.0447 0.0564 0.0668 0.0668 0.0907 0.0964
Elements 52,409 67,945 49,297 36,954 48,382 31,628 38,499 30,972
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Table 4
Identified parameters q1 and q2.

Property W = 1
(Power law)

W = 0.6 W = 0
(Exponential law)

VVF(%) q1 q2 q1 q2 q1 q2
0.1 6.79 0.668 6.67 0.683 6.59 0.701
0.5 5.06 5.02 4.89
1.5 3.27 3.20 3.12
3 2.82 2.75 2.69
5 2.60 2.55 2.49
10 2.11 2.08 2.05
25 1.65 1.64 1.62
30 1.55 1.54 1.53
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Table 3
Parameters for different load conditions.

i 1 2 3 4 5 6

α 1 1 1 1 1 1
β 0.1 0.3 0.5 0.7 0.9 1.2

3

2.2. Periodic boundary condition

The Hill-Mandel computational homogenisation method could es-
tablish the link between micro-scale and macro-scale behaviour.
7 8 9 10 11 12 13

1 1 1 1 1 1 1
1.4 1.6 1.8 2.0 3.0 4.0 5.0



Table 5
Characterised parameters A and B.

Property W = 1 (Power law) W = 0.6 W = 0 (Exponential law)

A 1.144 1.133 1.119
B −0.263 −0.262 −0.260

Table 6
Comparison of calibrated results and calculated results (W = 0.6).

Approach Calibrated results Calculated results Scattering (%)

A 1.133 1.134 0.09
B −0.262 −0.262 0.11
q2 0.683 0.681 0.26

Fig. 5. Geometry of the coupon specimen.
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Fig. 8. Deformations and contour plots of VVF at deviation loading step.

Fig. 9. Final failure of the model.

Table 7
Proposed parameters for the GTN model.

A B q2 f0 fc ff

1.144 −0.263 0.668 0.001 0.008 0.055
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Under themicro-scale level, the Cauchy stress eσ ijin the unit cell domain
could be upscaled to the Cauchy stressσijin themacro-scale level by the
following form [30]:
4

σ ij ¼ 1
Θ

Z
Θ

eσ ijdΘ ð9Þ

where: eσ ij is themicro-scale Cauchy stress,σij is themacro-scale Cauchy
stress, Θis the domain of the unit cell. The micro-scale displacement u i

f

(x,y) is expressed in Eq. (10) [30]. It can be given by the leading order
translation-free micro-scale displacement.

uf
i x, yð Þ ¼ εcijyj þ u 1ð Þ

i x, yð Þ ð10Þ

where: εijcis the stain tensors in the macro-scale domain, ui(1)(x,y) is the
perturbation displacement of themicro-scale, x is themacro-scale posi-
tion vector in themacro-scale domain, y is themicro-scale position vec-
tor in the unit cell domain.

The fine-scale displacement at a master node M and a slave node S,
located on the opposite sides of the unit cell, is expressed as Eqs. (11)
and (12).



Table 8
Measured dimensions and maximum resistance of specimens.

Specimen name b [mm] t [mm] d0 [mm] e1 [mm] e2 [mm] Fmax-EXP [kN] Fmax-FE [kN] Error [%]

S700/8 (B) 80.20 7.93 7.86 40.55 39.65 460.2 483.1 4.98
S700/16 (B) 80.11 7.91 15.85 40.36 39.75 405.5 427.9 5.52
S700/24 (B) 80.07 7.97 23.76 40.44 39.63 350.0 377.7 7.91
S700/32 (B) 80.11 7.86 31.87 40.39 39.72 302.0 319.4 5.76
S700/40 (B) 80.20 7.88 39.77 40.38 39.82 257.8 267.0 3.57

Fig. 10.Meshed model of notched coupon specimens (8 mm to 40 mm hole from left to right).
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uf
i x; yM
� � ¼ εcijy

M
j þ u 1ð Þ

i x; yMj
� �

ð11Þ

uf
i x; yS
� � ¼ εcijy

S
j þ u 1ð Þ

i x; ySj
� �

ð12Þ

where: yM and yS are the fine-scale coordinates.
The periodic boundary condition on the unit cell requires the same

perturbation displacement at M and S nodes. Hence, Eqs. (11) and
(12) yield a constraint equation between the master node and the
slave node, as expressed in Eq. (13).
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i x; yMj
� �

−uf
i x; ySj
� �

¼ εcij yMj −ySj
� �

ð13Þ

2.3. Uniaxial stress-strain relationship

The non-linear isotropic hardeningmodel is employed to define the
steel plasticity [31]. The full-range true stress-strain relationship con-
sists of two parts: the pre-necking part and the post-necking part. The
pre-necking true stress-strain relationship can be directly converted
8 10
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from the experimental engineering stress-strain curve, considering
the law of conservation of mass and the assumption that the strain
is uniformly distributed among all cross-sections within the measur-
ing gauge length before necking. However, the post-necking true
stress-strain relationship could not be directly inferred from the
testing results due to the localisation of the plasticity. Hence, it is
necessary to find an appropriate expression to describe the true
stress-strain relationship after necking. A linear combination of
power and exponential law [32] is employed to model the post-
necking true stress-strain relationship in this paper, as expressed in
Eq. (14). The power law (Swift model) [33] and the exponential
law (Voce model) [34] are given in Eqs. (15) and (16), respectively.
Besides, the initial necking condition Eq. (17) needs to be satisfied
to determine the necking point.

σ t εt½ � ¼ WσS εt½ � þ 1−Wð ÞσV εt½ � ð14Þ

σS εt½ � ¼ A εt þ ε0ð Þn ð15Þ

σV εt½ � ¼ k0 þ Q 1−e−βεt
� �

ð16Þ

dσ t

dεt

				
εt¼εt,u

¼ σ t,u ð17Þ

where: W is the weighting factor； A, ε0, n are the Swift parameters；
k0, Q, β are the Voce parameters；σt and εt are the true stress and the
true strain; σt, u and εt, u are the true stress and true strain at the onset
of necking, respectively.
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3. Characterisation of the yield surface

3.1. Material property

Thematerial property of the cold-formed S700HSS is extracted from
the standard dog-bone coupon test according to EN ISO 6892-1:2010
[35], as reported by Turan and Horvath [2]. The thickness of the coupon
specimen is 8 mm. The pre-necking true stress-strain relationship is
directly converted from the experimental engineering stress-strain rela-
tionship. The power law and the exponential law are fitted to the con-
verted pre-necking data. The post-necking part is generated based on
the extrapolation of the power and exponential law with a weighting
factor. Fig. 1 depicts the engineering and true stress-strain relationships,
including the post-necking part. The fitted parameters and the constitu-
tive parameters are listed in Table 1.

3.2. Unit cell generation

Eight RVEs with different VVF f varying from 0.1% to 30%
are employed to conduct computational homogenisation analysis. The
cubic unit cell's side length is 1 mm, indicating that the volume of
the unit cell is 1 mm3. Non-overlapping voids with constant radius R
are randomly scattered in the unit cell, as shown in Fig. 2. Fritzen et al.
[24] carried out a convergence study to assure a sufficient quality of
the results. Six different mesh refinement levels for the mesh density
were investigated, and a medium-mesh density was suggested. In this
study, a universal mesh size of 0.1 mm is used for all eight models,
resulting in different numbers of elements presented in Table 2. The
b) VVF distribution at point C 

 cross section at point A, B, C

Isolated cross-section

coupon specimen.
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number of elements is greater than that proposed by Fritzen et al. [24].
In addition, the number of voids N, the radius R, and the porosity of the
unit cell f are shown in Table 2. VVF f of the unit cell could be calculated
according to Eq. (18).

f ¼ 4πR3N
3 Ωtotj j ð18Þ

where: |Ωtot| is the total volume of the unit cell.

3.3. Boundary conditions

The load is applied by imposing only the mean of the normal dis-
placement on the surface of the unit cell. The strain–driven load is con-
trolled by two parameters α and β proposed by Fritzen et al. [24], as
expressed in Eq. (19). Thirteen load conditions, corresponding to thir-
teen hydrostatic pressure, are numerically tested to investigate the hy-
drostatic pressure dependency of the macroscopic yield surface. The
detailed information of the parameters α and β are listed in Table 3.

ε
:h i

¼ α
1 0 0
0 −1 0
0 0 0

0B@
1CAþ β

1 0 0
0 1 0
0 0 1

0B@
1CA ð19Þ

3.4. Simulation results

Three hundred and twelve models are analysed in total, considering
three material properties (W = 0, 0.6, and 1) depicted in Fig. 1, eight
7

porous unit cell models shown in Table 2, and thirteen load conditions
presented in Table 3. TheMises stress-hydrostatic pressure relationship
is extracted from eachmodel. An example including sevenMises stress-
hydrostatic pressure curves from the model with 5% VVF and exponen-
tial material property is presented in Fig. 3. The yield point is
characterised by the maximum hydrostatic pressure in each curve. It
can be seen that the hydrostatic pressure has a negative contribution
to the yield Mises stress.

3.4.1. Identification of parameters q1, q2, and q3
Different values of the constitutive parameters q1, q2, and q3 are pro-

posed in literatures. q3 = q1
2 is suggested in the original GTN model.

Based on the q1 and q3 relationship, the least-squares method is
employed to fit the GTN model to the numerical result (the yield point
shown in Fig. 3) by varying q1 and q2. Fritzen et al. [24] found a negative
correlation between q1 and VVF with a constant q2. The conclusion also
holds in this work.

The variables σeq, σm, σy, and f⁎ in Eq. (1) are determined based on
the numerical data at the yield point for each model. σeq and σm equal
to the Mises stress and the hydrostatic pressure, respectively. The flow
stress σy is inferred based on the equivalent strain extracted from the
model and the engineering stress-strain relationship. f⁎is determined
by the real VVF measured from the unit cell model. First, a constant q2
is calibrated for each material property. Based on the constant q2, q1 is
calibrated for eight VVFs. q1 decreaseswith an increasing VVF and even-
tually yields around1.5, as shown in Fig. 4 and Table 4. It can be seen that
a small difference, less than 5%, exists between the calibrated parame-
ters for different material properties. A power law is employed, as
expressed in Eq. (20), to describe the relationship between q1 and VVF,
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q1 ¼ A⋅f B ð20Þ

where: A and B are the constitutive parameters. The characterised value
of A and B are presented in Table 5 for each material property.

3.4.2. Relation of the weighting factor and constitutive parameters
The computational homogenisation analysis is a very time-

consuming process, considering the number of investigated VVFs and
load conditions. Therefore, it is necessary to verify whether the
weighting factor could be directly used to calculate the constitutive pa-
rameters q1 (A, B) and q2 based on the calibrated parameters using the
exponential and the power constitutive models. The calculated param-
eters are compared to the calibrated parameters for material with a
0.6 weighting factor in Table 6. Given the maximum 0.26% deviation,
it can be concluded that the assumption holds.

4. Parameters calibration for the standard coupon specimen

Standard tensile coupon tests were conducted according to EN ISO
6892-1:2010 [35], reported by Turan and Horvath [2]. The nominal
plate thickness and width were 8 mm and 20 mm, respectively. The
FE model is created based on the nominal dimension of the coupon
specimen and analysed using the ABAQUS2019 package [31]. The
meshedmodel is presented in Fig. 5. Note that the grip parts of the cou-
pon specimen are not included in the model to improve computing ef-
ficiency. The MPC beam constraint is employed to constrain the end
surface to a reference point at its centre by all degrees of freedom. The
load is applied by a 20 mm displacement at RP2 in Y direction. The
rest of the displacement at RP1 and RP2 is fully constrained. The explicit
8

solver is used to perform quasi-static analysis on the coupon test. The
period in the loading step is set to 100 s and the target time increment
is 0.0001 s. The non-linear properties are used in the explicit model,
making the numerical analysis sensitive to the mesh size. Therefore, it
is necessary to have a fine mesh in the fracture region. For the less im-
portant part, a coarsemesh is used considering the efficiency of the cal-
culation. The tetrahedral C3D10M element is used for the transition
part, connecting the fine mesh part and the coarse mesh part. Eight
node hexahedral solid element (C3D8) with 1 mm mesh size is used
in the parallel part. Mesh convergency studies were carried out for
structural steels under monotonic and quasi-static tensile loading in
many literatures [36,37]. The mesh size in the critical region varied
from 1mmto 0.05mm. However, as the final goal of this research series
is to implement the GTN damage model on welded X-joints made of
HSS hollow sections, it is crucial to use the samemesh size in the critical
region of X-joints and the parallel part of the coupon specimen. Consid-
ering the dimension of X-joints, the FE analysis on X-joints would be
time-consuming if a mesh size smaller than 1 mm is used. Therefore,
the 1mmmesh size is accepted for the damagemodelling of the critical
regions of coupon specimens and welded joints [38].

As stated before, the tensile behaviour of the coupon specimen could
be well predicted up to the necking point. After the necking point, the
critical cross-section starts to lose resistance due to the nucleation,
growth, and coalescence of the void, although the true stress of the un-
damaged material might continuously increase. The calibration process
is proceeded by comparing the FE and experimental engineering stress-
strain relationship. The FE engineering stress-strain relationship is ob-
tained by analysing the elongation of the gauge length and the reaction
force at the reference point. The post-necking part of the experimental
engineering stress-strain relationship is fitted by varying the weighting
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factor. Based on the determined weighting factor, the critical VVF fc and
final VVF ff that govern the acceleration of VVF evolution are calibrated.
Note that the nucleation of the void is not involved in the current
research.

4.1. Calibration of the weighting factor

Different true stress-strain relationships, including the pre-necking
and the post-necking parts, are introduced in Fig. 1. The post-necking
part is generated based on the extrapolation of the power law and the
exponential law by using the weighting factor. The isotropic hardening
plasticity is used in the form of the true stress-plastic strain relationship
in ABAQUS. The porous metal plasticity is employed to consider the
pressure-dependence yield surface of the GTN model. The relationship
between q1 andVVF is realised byusing a user subroutineVUSDFLDpro-
vided in Appendix A. The initial VVF is set to 0.001, indicating that the
relative density is 0.999. Note that only the growth of the void is consid-
ered at the phase of weighting factor calibration.

The engineering stress-strain relationships extracted from FEMs are
compared to the experimental result in Fig. 6. Four weighting factors 0,
0.3, 0.6, and 1 are investigated.With a larger weighting factor, the engi-
neering stress decreases slower in the post-necking part. A good agree-
ment could be observed between the result with the largest weighting
factor (the power law) and the experimental result.

4.2. Calibration of the parameters fc and ff

The damage evolution is investigated based on the determined
weighting factor. According to Eq. (8), VVF is enlarged by two parame-
ters, the critical VVF fc and the final VVF ff, with linear interpolation. The
9

VVF evolution acceleration starts when VVF reaches fc and ends when
VVF reaches ff under the microscale level. In the modelling of the cou-
pon test, the acceleration of VVF is introduced at the loading step
when the FE engineering stress-strain curve starts to deviate from the
experimental curve. It is observed that the deviation of the FE result
starts when the stress decreases to approximately 650 MPa, as shown
in Fig. 7. Fig. 8 depicts the VVF contour plot in the necking region at
the loading step corresponding to the stress deviation. The maximum
VVF, which is almost 0.008, appears at the centre of the cross-section.
Hence, 0.008 is adopted for fc in the following calibration process.

ff is determined by testing different values in the FEM. Three FE
curves are compared to the experimental data in Fig. 7. It can be seen
that the failure appears earlier if a smaller ff is used since the material
completely lose strength when ff is reached. The model with ff =
0.055 shows the best result compared to the experimental data. The
final failure of the model is shown in Fig. 9. The element is deleted
from the FE model when ff is reached. The calibrated parameters for
the cold-formed high strength steel S700 are proposed in Table 7,
based on the parametric study.

5. Validation against notched coupon specimens

The calibrated GTN model, using the parameters presented in
Table 7, is verified against five notched coupon tests (S700 (B) series)
reported by Turan and Horvath [2]. The notched coupon specimen has
a circular hole in the centre. The nominal diameter of the hole varies
from 8 mm to 40 mm with an 8 mm interval. The stress triaxiality has
a significant influence on the yield surface of the material, as explained
earlier. By varying the diameter of the hole in the specimen, the influ-
ence of the high-stress triaxiality, higher than 0.33, on the yield surface
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Table 9
Comparison of the fracture initiation point.

Specimen
name

Displacement Normalised force

EXP
[mm]

FE
[mm]

Deviation
[%]

EXP
[kN/kN]

FE
[kN/kN]

Deviation
[%]

S700/8 (B) 4.05 4.04 −0.04 0.95 0.96 1.93
S700/16 (B) 5.04 5.00 −0.72 0.92 0.91 −0.81
S700/24 (B) 5.69 5.48 −3.82 0.87 0.88 1.46
S700/32 (B) 5.79 5.57 −3.72 0.80 0.84 4.90
S700/40 (B) 5.88 5.85 −0.37 0.80 0.78 −2.32
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could be investigated experimentally. Themeasured dimension and the
original name of the notched specimen are listed in Table 8, where b is
the width of the parallel part, t is the thickness, d0 is the diameter of
the hole, e1 and e2 are the distance from the centre of the hole to the
two edges of the specimen. FEMs are employed to simulate the tensile
performance of the notched coupon specimen. The measured
Fig. 17. Position of the in

10
dimension is used in FEM. The same basic setting and parameter intro-
duced for simulating standard coupon test are used to simulate the
notched coupon tests. The meshed FE models are shown in Fig. 10.
Themesh size used for the parallel part of the notched specimen is iden-
tical to that of the standard coupon specimen (1 mm mesh size in the
parallel part) to avoid the mesh size effect. Comparing the FE result to
the experimental result, the interaction of the hydrostatic stress and
the Mises yield stress of the calibrated GTN model could be verified.

The FE and experimental load-deformation relationships are com-
pared in Fig. 11. The ultimate resistance of the FE result is averagely
5.7% higher than the experimental result, as shown in Table 8. The dis-
crepancy may result from two possible reasons, which are the effect of
stress triaxiality and the effect of loading rate.

Yan-Bo Wang et al. [39] and Yuan-ZuoWang et al. [37] conducted a
comprehensive experimental and numerical investigation on the yield
criterion and the damage model of HSS. It was found that the influence
of high-stress triaxiality (greater than 0.33) on the Mises plasticity
model of HSS is negligible, while the stress triaxiality plays a crucial
vestigated elements.
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role in the damage model. Therefore, based on the determined undam-
aged stress-strain relationship (W = 1, following the power law), the
Mises yield criterion is employed in the FEMs to verify the influence of
stress triaxiality. The results are plotted in Fig. 11. It can be seen that
the results using the Mises yield criterion fit the results using the GTN
damage model well with 1% maximum resistance discrepancy, indicat-
ing that the higher resistance predicted by the FEM is not due to the
effect of stress triaxiality.

In the investigated testing series, the loading rate for the standard
coupon specimen was higher than the notched coupon specimen, indi-
cating that a highermaterial strength is obtained from the standard cou-
pon test due to the strain rate effect. It is, therefore, reasonable to obtain a
higher ultimate resistance in the FEM than the experiment. In order to
eliminate the strain rate effect, the displacement of the stroke should
be held for at least 60 s during the coupon test [40]. A static stress is
obtained from each loading suspension point. Then, the static
stress-strain relationship from the standard coupon test and the static
11
load-displacement relationship from the notched coupon test are ob-
tained based on several static stress points. Finally, the static behaviour
of the standard and the notched coupon tests are predicted using the
static stress-strain relationship obtained from the standard coupon test.
And the strength deviation in Fig. 11, due to the strain rate effect, could
be eliminated. However, the standard coupon test and the notched cou-
pon test were conducted without the loading suspension [2]. Conse-
quently, it is not possible to eliminate the strain rate effect in the FE
analysis. In order to compare the FE and the experimental results focus-
ing on the post ultimate load behaviour, the load is normalised by the
maximum load, respectively. Therefore, the maximum normalised load
of each curve is 1. Note that the displacement is not normalised.

The normalised load-displacement relationships for each test are
depicted in Fig. 12 - Fig. 16. It can be seen that very good agreements
exist between the FE and the experimental results. Three points are
characterised in the FE result. The points A, B, and C correspond to the
maximum load, the initiation of the fracture, and the largest
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deformation in the experiment, respectively. The fracture initiation hap-
pens when the first element deletion is observed in the critical net
cross-section in FEM. VVF contour plot of the isolated net cross-
section at each characterised point is shown in Fig. 12 - Fig. 16. It can
be seen that VVF at the centre of the cross-section develops faster
than the edge. Consequently, the fracture initiates from the centre and
grows to the edge. The maximum VVF in all figures is lower than the
final VVF ff, because the element is deleted from the model if ff is
reached. The displacement and the normalised load at the fracture initi-
ation point B are compared to the experimental result at the pointwhen
the load starts to drop significantly in Table 9. The average deviation of
the displacement and the normalised load is −1.7% and 1.0%, respec-
tively. It can be concluded that the calibrated GTN model could effec-
tively predict the damage initiate point under different stress
triaxialities. The validated up limit of the stress triaxiality is investigated
based on the average stress triaxiality extracted from elements in the
central two layers of the net cross section. The 1st, 5th, 10th, 15th, and
20th elements from the hole edge, as shown in Fig. 17, are employed
to demonstrate the stress triaxiality level during the loading. The stress
triaxiality is plotted against the loading step for each model in Fig. 18.
The relationship is plotted up until the characterised fracture initiation
point B. From Fig. 18, it can be concluded that the validated maximum
stress triaxiality is around 1.6.

To summarise, the behaviour of the notched coupon specimens
could be well predicted by using the calibrated GTN model. The vali-
dated range of stress triaxiality is up to 1.6.
6. Conclusions and future work

The Gurson-Tvergaard-Needleman (GTN) damage model is cali-
brated for the S700 cold-formed high strength steel (HSS). The undam-
aged material property is generated based on a linear combination of
the Swift model and the Voce model. The computational homogenisa-
tion analysis is conducted to identify the constitutive parameters q1,
q2, and q3, based on different undamaged material properties. A user
subroutine (Appendix A) that realises the q1-VVF relationship is imple-
mented in ABAQUS2019 software packages. Based on the determined
constitutive parameters and the undamaged material property, the
12
damage evolution parameters fc and ff are calibrated. Finally, the cali-
brated GTN model is verified against five notched coupon tests. Very
good agreements are observed between the FE and experimental re-
sults. The following conclusions are drawn.

1. A negative correlation between q1 and VVF f, q1=A ⋅ fB, is found con-
sidering a constant q2.

2. The parameters A and B are calibrated based on the computational
homogenisation result. Additionally, the weighting factor used for
generating the undamaged material property could be directly used
to calculate the parameters A and B by doing a linear interpolation
based on the calibrated parameters for the Swift model and the
Voce model. The maximum deviation is 0.26%.

3. The undamagedmaterial property following the power law (W=1)
fits the experimental data best. The calibrated parameters of the GTN
model are shown in Table 7.

4. The calibrated GTN model could efficiently predict the behaviour of
the notched coupon specimens. The average deviation of the dis-
placement and the normalised load at the fracture initiation point
is−1.7% and 1.0%, respectively. The validated range of stress triaxial-
ity is up to 1.6.

The following three tasks are out of the scope of this paper and will
be accomplished soon:

(1) The applicable range regarding the stress triaxiality will be ex-
tended to a lower stress state to model the shear failure;

(2) The GTN damage model, validated for the high-stress and low-
stress triaxialities, will be calibrated for the base material and
the heat affected zone of welded cold-formed HSS hollow
sections;

(3) The calibrated GTN model will be used in the damage modelling
of welded X-joints made of cold-formed HSS hollow sections.
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