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ARTICLE INFO ABSTRACT
Keywords: Power system operators need new, efficient operational tools to use the flexibility of distributed resources and
Python package deal with the challenges of highly uncertain and variable power systems. Transmission system operators can

Flexibility area estimation
Distribution system flexibility
TSO-DSO coordination

consider the available flexibility in distribution systems (DSs) without breaching the DS constraints through
flexibility areas. However, there is an absence of open-source packages for flexibility area estimation. This
paper introduces TensorConvolutionPlus, a user-friendly Python-based package for flexibility area estimation.
The main features of TensorConvolutionPlus include estimating flexibility areas using the TensorConvolution+
algorithm, the power flow-based algorithm, an exhaustive PF-based algorithm, and an optimal power flow-
based algorithm. Additional features include adapting flexibility area estimations from different operating
conditions and including flexibility service providers offering discrete setpoints of flexibility. The TensorCon-
volutionPlus package facilitates a broader adaptation of flexibility estimation algorithms by system operators
and power system researchers.
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of these challenges. This flexibility corresponds to the RES or active
users changing their generation or consumption setpoints to support

1. Motivation and significance

Power systems encounter an operational transition as renewable
energy sources (RES) penetration rises, and the conventional genera-
tion output decreases. This operational transition includes coordinating
transmission system operators (TSOs) and distribution system operators
(DSOs). RES are mainly connected to distribution systems (DSs) and
have high variability and uncertainty, challenging the TSOs and DSOs
who need to maintain their system balance. However, RES and active
users in DSs can also offer flexibility to contribute to the reduction
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the system operators. The RES and active users that offer flexibility
constitute the flexibility service providers (FSPs). Therefore, TSOs and
DSOs need operational tools that can efficiently allow communicating
and using FSP flexibility [1,2].

TSO-DSO coordination approaches can be categorized in TSO-
managed, DSO-managed, or TSO-DSO hybrid models [3,4], with re-
cent TSO-DSO coordination approaches also developing multi-interval
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TSO-DSO coordination [5]. The proposed package is focused on DSO-
managed coordination, where the DSO validates the feasibility and
aggregates the FSP flexibility to inform the TSO of the available,
feasible FSP services. The DSO can validate and aggregate the FSP
flexibility using Flexibility areas (FAs) [3]. FAs are areas in the active
(P) and reactive (Q) power plane, illustrating which setpoints TSOs
can achieve at a TSO-DSO interconnection node when utilizing feasible
flexibility from the DSs.

FA estimation approaches mainly apply power flows (PF) or op-
timal power flows (OPF) [6-16] to explore the limits of the offered
flexibility in the PQ space. PF-based algorithms are simple and consis-
tent but slow, whereas OPF-based algorithms are faster but can have
convergence issues. A recently proposed FA estimation algorithm, Ten-
sorConvolution+ [17], explores the limits and the density of feasible
flexibility shift combinations to reach each FA setpoint. TensorConvolu-
tion+ applies convolution and tensor operations to combine flexibility
shifts and evaluate their feasibility for the system’s technical con-
straints. Additional functionalities of the TensorConvolution+ approach
include storing tensors from prior estimations and adapting FAs for
altered operating conditions (OCs). Forecast errors in distribution sys-
tems can provide uncertainty in day ahead FA estimation, with recent
approaches exploring chance constraint [14], robust optimization [8,
18], or probabilistic [10,19-21] algorithms. The proposed package
implements deterministic FA estimation. Fast FA estimation algorithms
can potentially be used in close to real-time, reducing the impact of
forecast errors [7]. Existing FA estimation approaches include case
studies with real-world systems and data. For example [22] used data
from the French DSO whereas [23] used the Swiss TS. The proposed
software currently supports systems in the pandapower format. Thus,
users should import their systems in the pandapower format, or use the
existing pandapower systems.

The operational transition and data availability in power systems
provided opportunities for digitalizing power systems. This digitaliza-
tion corresponds to more intelligent, effective, green power grid oper-
ations [24]. Data-driven approaches for power system operations are
emerging with works on dynamic [25] and static simulations [26,27],
from protection gaps [25], to dynamic security assessment [28] and
probabilistic approaches [26]. The main drivers for change in power
systems are decarbonization, digitalization, and decentralization, with
flexibility as a key for decarbonization [29]. The digitalization of power
systems resulted in the emergence of open-source tools. Power systems
open-source tools include the PandaPower [30] in Python, PSAT [31]
in Matlab and GNU/Octave, MatPower [32] in Matlab. More recent
tools with increased efficiency include [33] in C++. As highlighted
by [30], software developed in languages with open-source licenses,
such as Python, C++, and Julia, can be used as stand-alone or extended
with other libraries. These advantages of open-source libraries drove
researchers to design more specialized power system-related packages
such as [34-37]. FA estimation is an emerging field in power engi-
neering that can improve the power system stability and utilization
of flexibility from decentralized resources. However, currently, there
are no open-source FA estimation packages. An open-source package
for FA estimation can accelerate the adoption of FAs by power system
operators and attract more researchers to this emerging field.

The developed Python-based package for FA estimation focuses
on the TensorConvolution+ algorithm [17] but also includes a tradi-
tional PF-based algorithm, an exhaustive PF-based algorithm, and an
OPF-based algorithm.

2. Software description

The software framework is implemented in Python. The package
can be installed from the Python package index (PyPi). The code im-
plementation is available on GitHub. The documentation for the pack-
age’s main functions, classes, supporting functions, and case studies is
available online and was built using the Sphinx library [38].
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The seven main software functionalities are two PF-based algo-
rithms, one OPF-based algorithm, and four versions of the Tensor-
Convolution+ algorithm. Fig. 1 illustrates the usage of the package
functionalities. The user calls the FA_Estimator script of the TensorCon-
volutionPlus package and selects one of the main functionalities. The
selected algorithm functionality estimates the FA and stores locally:

1. The FA image in a portable document format (PDF) file.

2. The FA results in a comma-separated values (CSV) file.

3. A text file with the simulation information on duration and
algorithm-specific details.

The tcp_plus_save tensors also includes additional files from the FA re-
sults. The user inputs depend on the functionality.

2.1. Software architecture

The proposed software architecture intends to allow efficient modi-
fication and expansion of specific sub-processes of the FA estimation
problem. Table 1 highlights the roles of the Python scripts imple-
menting the package functionalities. The json reader script checks if
each input is within the acceptable options to avoid erroneous results.
If json reader detects an unacceptable input, the FA estimation does
not begin, and the user is informed about the input causing the is-
sue and the acceptable values. Users can identify which scripts and
functionalities to modify or expand to fulfill additional needs. For
example, to add or modify the plotting functions of the package, one
would modify the plotting script. For more complex modifications, such
as adding different sampling techniques for the PF-based algorithms,
the data sampler and json reader would be the only scripts requiring
modification. The user could modify the sample from rng function in
data sampler to sample FSP shifts using a new distribution when the
new distribution keyword is selected. The json reader modification
corresponds to adding new acceptable options, the new sampling dis-
tribution keyword in self.distribution in the function tester of the class
SettingReader. An input outside the acceptable options in the json_reader
stops the process before the simulation to avoid erroneous or untested
results. This architecture also allows potential future expansions to new
FA estimation algorithms, where an additional script can be created
and integrated with the json reader and FA_Estimator scripts without
impacting other processes. For new FA estimation algorithms, the
json reader would need to create any new variables for the algorithms
in the _init_ of the class SettingReader, and add the acceptable options
for each variable in the tester function. The new algorithms should be
created as a new functionality in the FA_Estimator script. Depending on
the needs of the new algorithms, the user can call sampling functions
from the data sampler, plotting functions from the plotting script, or
other generic functions from the utils script.

The package’s GitHub repository includes the Python scripts under
the “src/TensorConvolutionPlus” directory. The package dependencies
include pandapower to perform PF and OPF operations, PyTorch for ten-
sor operations, SciPy for convolution operations, tntorch and scikit-learn
for additional TensorConvolution+ subprocesses. NumPy and pandas
are used for data storage, processing, and sampling, tgdm illustrates the
FA estimation progress, and matplotlib and seaborn generate the figures.

2.2. Software functionalities

The FA _Estimator script includes the main functionalities as in Fig.
2. The monte_carlo pf and exhaustive pf functions apply PF-based FA
estimation algorithms. The opf function applies the OPF-based FA
estimation. The tc plus, tc_plus merge, tc plus save_tensors, tc_plus adapt
functions perform different versions of the TensorConvolution+ algo-
rithm. The common inputs for all main functionalities are the net-
work pandapower object (net), the network name (net name), indices
of load FSPs (fsp_load indices), indices of distributed generation FSPs
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Table 1

Package script roles.
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Fig. 2. Package main functions (
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Script

Role

FA _Estimator

Package main script which includes the main
functionalities.

json_reader

(i) Read input settings and create a
SettingReader object with the algorithm
parameters.

(ii) Validate that the inputs are within the
acceptable options.

data_sampler

Sample flexibility shifts from flexibility
providers.

scenario_setup

Update network and SettingReader object based
on the algorithm input parameters.

opf

Perform the OPF-based FA estimation
algorithm.

monte_carlo

Perform the PF-based FA estimation algorithms.

conv_simulations

Perform the TensorConvolution+ algorithm
functionalities.

utils

Provide generic functions to the other scripts.

plotting

Generate figures of resulting FAs.

i o Selected
Fa_Estimator > . :
Functionality
-
<
n
1@ <
FA CSV file
) FA_Estimator and its main functionalities ( ).

monte_carlo_pf

exhaustive_pf

tc_plus

tc_plus_merge

tc_plus_adapt

opf

) with python scripts ( ).

(fso_dg indices), scenario type for initial topology and OCs (scenario_type),
and system constraints for maximum component loading [%]
(max_curr. per), maximum voltage [p.u.] (max volt pu), and minimum
voltage [p.u.] (min volt pu). All functionality inputs are optional. How-
ever, to estimate FAs, at least one distributed generation or load FSP is
required. The remaining scripts, at the right of Fig. 2, provide functions
and sub-processes to implement the main functionalities.

3. Implementation and empirical results

The main building blocks for the implemented FA estimation al-
gorithms are (i) initializing network and FA estimation settings, (ii)
performing simulations for FSP flexibility shifts on the network, (iii)
processing the simulation results, and (iv) plotting and storing the
simulation results. All functions have similar block (i), the Algorithm
1. The plotting functions differ between the functionalities.

3.1. PF-based functions

The PF-based functions differ from the FSP flexibility shift sam-
pling functions. Therefore, the main difference between the PF-based
functions is:

» monte _carlo pf uses a probability distribution (input) to obtain
no_samples (input) of flexibility shift combinations.
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Algorithm 1 Initialize network and FA estimation settings.

Require: fsp_load indices and/or fsp_dg indices,

initialize SettingReader object with estimation settings,

check if SettingReader has acceptable values,

if net is None then,
net «— pandapower network with name=net name,
change net topology and OC for scenario_type,

end if

return SettingReader with net.

+ exhaustive pf uses the increments dp, dq (inputs) for P and Q to
sample all possible discretized flexibility shift combinations.

Algorithm 2 illustrates the algorithm for both the PF-based functions
after the samples are obtained. The samples array includes the FSP shift
combination samples. PCC is the point of common coupling between
the TSO and the DSO.

Algorithm 2 PF-based FA estimation.

Require: samples, SettingReader, net,
init_ net < net,
for sample € samples do,
apply sample on net,
run PF on net,
if net OC are within system constraints then,
store sample index and PCC P, Q as feasible,
else
store sample index and PCC P, Q as not-feasible,
end if
net « init net,
end for
store FA PDF, CSV, and text file.

3.1.1. Empirical results

The PF-based functions can illustrate consistent performance under
various network structures and FSP combinations. However, as FSPs in-
crease, the performance deteriorates. The Monte-Carlo-based algorithm
could require large no_samples to capture the margins of the flexibility
area. The exhaustive PF-based algorithm can become intractable for
more than 3 FSPs and small dp, dg.

3.2. OPF-based function

The OPF-based algorithm applies four multi-objective optimizations
(MOO). These optimizations aim to identify the maximum feasible
active (Ppcc) and reactive power (Qpcc) at the PCC achieved using
the available flexibility as:

. max(aPpcc + (1 — a)Opcc),
. max(—aPpcc + (1 =)0 pce)s
. max(aPpcc + (@ — DO pcc),
. max(—aPpcc + (@ = 1)OQpce)-

AW N

The variable a € [0,1] provides a plane in which the active and
reactive power shifts are combined. Therefore, the algorithm iteratively
changes « in steps provided through the additional input the opf step.
For example, an opf step= 0.1 results in 11 iterations per MOO, thus 44
OPFs to estimate the FA.

3.2.1. Empirical results

The OPF-based function has convergence issues for different net-
work structures. The OPF-based function can converge for the radial
CIGRE MV network when ignoring transformer loading limitations but
might not converge in other networks, e.g., the Oberrhein network.
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These issues are due to the OPFs performed for each MOO failing to
converge to identify an optimal solution within the constraints and
network settings.

3.3. TensorConvolution+ functions

The TensorConvolution+ functions correspond to the algorithm pro-
posed in [17]. The function tc_plus corresponds to the generic approach
of the algorithm, whereas the rest accommodate specific use cases.

TensorConvolution+ initially creates samples of all flexibility shifts
for each FSP with increments dp, dq (inputs) for active and reactive
power, respectively. The samples do not include combinations of FSPs.
Thus, the number of samples increases linearly with the addition of
FSPs. The flex shape input characterizes the boundaries of each FSP
flexibility. Currently, the FSP shapes can be:

1. Smax: The FSP output apparent power cannot exceed its maxi-
mum apparent power, resulting in a semi-oval flexibility shape.

2. PQmax: The FSP active and reactive power outputs cannot ex-
ceed the maximum apparent power, resulting in a rectangular
flexibility shape.

Algorithm 3 tc plus FA estimation.

Require: samples, SettingReader, net,
init net < net,
Q7 « set of net components,
for sample € samples do,
run PF on sample and record impact on network components,
end for
QFSPs  set of FSPs with capacity smaller than dp, dq,
impacts < the FSP impacts on each y € €7,
UFA « the unconstrained FA using convolutions on all FSP € QFSP,
@Q[SP « set of FSPs that impact y more than the sensitivity
thresholds,
Q7 « remove all y from " that cannot reach the system constraints
from the maximum FSP impacts,
for y € Q2 do,
Z, « apply tensor-convolution for all feasible 25" combina-
tions,
A, < sum =, in all dimensions except the first 2,
Y, < apply convolution between A, and the Q75 \_QVF SP shifts,
end for

if Q7 = ¢ then,
FA <« uFA,
else

FA « the element-wise minimum between Y, Vy € Q7,

end if

normalize FA,

get axes of result and create a result data frame,

if QFSPs £ ¢ then,
F A, < bilinear interpolation on FA to increase its size,
FA,, < convolute FA; with the FSPs in QfSPs,
normalize FAj,,

end if

store FA PDF, CSV, and text file.

Using these samples and the outputs of Algorithm 1, the function
tc_plus performs Algorithm 3 to estimate and plot the FA. The Tensor-
Convolution+ algorithm applies convolutions to combine the flexibility
shifts between FSPs. However, as FAs consider the network constraint
limitations, the FA algorithm needs to first filter the feasible and non-
feasible combinations. Thus, for sensitive network components (close
to network constraints), TensorConvolution+ modifies the convolution
operation to avoid the summation step and stores the resulting impacts
from combined FSP shifts to tensors. The first two dimensions of the
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tensors correspond to the PCC active and reactive powers, whereas
the additional dimensions include the impact of a specific flexibility
combination on a sensitive network component. Following these ten-
sor operations, TensorConvolution+ filters out the FSP combinations
resulting in non-feasible conditions and sums all but the first two
tensor dimensions, as the convolution summation step.[17] provides
further illustrative and mathematical analysis of TensorConvolution+.
The main differences between tc plus, tc plus merge, tc plus save_tensors,
and tc plus adapt:

* tc plus_save_tensors stores extracted information and sensitivity
tensors locally. This functionality reduces the tensors’ memory
requirements using tensor train decomposition (TTD). This re-
duction causes delays and is therefore excluded from the tc plus
function.

tc_ plus_adapt does not sample flexibility shifts nor estimates net-
work component sensitives, as it adapts from the FA estimated in
previous simulations for the same FSP offers.

tc_ plus merge is useful when memory limitations do not allow
estimating FAs with the tc_plus function. The tc_plus merge function
estimates the electrical distance between all FSPs. When a net-
work component is sensitive to more than max FSPs (input), this
function merges the flexibility between the two electrically closest
components iteratively until the network component is sensitive
to max_FSPs.

3.3.1. Empirical results

The TensorConvolution+ functions perform computationally bet-
ter in GPUs, where tensor operations can be faster. Simulations in
different network topologies showcased consistent performance with
TensorConvolution+.

TensorConvolution+ can have memory issues and terminate the
simulation for networks with multiple components close to the system
constraints, small dp, dq, and increased FSPs. GPUs with higher VRAM
reduce these limitations. When memory issues persist, tc_plus merge can
mitigate these issues but could reduce the estimation accuracy.

4. Illustrative examples

All examples were performed using the A100 GPU in Google Co-
lab [39]. To use the package, the user can perform two steps. The first
step is installing the package through pip as:

1 pip install TensorConvolutionPlus

The second step is importing the package’s FA_Estimator in a Python
script as:

1 from TensorConvolutionPlus import FA_Estimator
as TCP

The user can use any main function from Fig. 2 using the imported
TCP. The following subsections showcase the main functions of the
package after the above steps.

4.1. PF and OPF functionalities

This section includes examples using the Monte Carlo PF, exhaustive
PF, and OPF functionalities. These examples used the Python script
code:

1 TCP.monte_carlo_pf (net_name=’MV Oberrhein0O’,
no_samples=1000, fsp_load_indices=[1, 2,
3], fsp_dg_indices=[1, 2, 3], distribution
=’Uniform’)

N

3 TCP.monte_carlo_pf(net_name=’MV OberrheinO’,
no_samples=6000, fsp_load_indices=[1, 2,
3], fsp_dg_indices=[1, 2, 3], distribution
=’Uniform’)
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5 TCP.monte_carlo_pf (net_name=’MV Oberrhein0O’,
no_samples=20000, fsp_load_indices=[1, 2,
3], fsp_dg_indices=[1, 2, 3], distribution
=’Uniform’)

7 TCP.monte_carlo_pf (net_name=’MV Oberrhein0O’,
no_samples=40000, fsp_load_indices=[1, 2,
3], fsp_dg_indices=[1, 2, 3], distribution
=’Uniform’)

9 TCP.exhaustive_pf(net_name=’MV OberrheinO’, dp
=0.01, dq=0.02, fsp_load_indices=[5],
fsp_dg_indices=[5])

11 TCP.opf (net_name=’CIGRE MV’, opf_step=0.1,
fsp_load_indices=[1, 4, 9], fsp_dg_indices
=[81)

Fig. 3 illustrates the expected output FA for each line respectively.
In terms of computational burden, the simulations required 55 s for
Fig. 3(a), 5 min and 5 s for Fig. 3(b), 18 min for Fig. 3(c), 36 min for
Fig. 3(d), 36 min and 18 s for Fig. 3(e), and 33.7 s for Fig. 3(f). Fig.
3(e) performed 43121 power flows and Fig. 3(f) executed 44 OPFs. The
Monte Carlo-based results showcase clearer FA margins for 20K and
40k samples than lower values. However, the number of samples for
clearer margins can also depend on the number of FSPs. Monte Carlo-
based functions can be better than the exhaustive PF-based function
in exploring FA margins for scenarios with more FSPs. Lowering the
resolution for the exhaustive approach for producing clear FA margins
can be intractable as FSPs increase.

4.2. TensorConvolution+

This section illustrates examples using the TensorConvolution+ FA
estimation functionality, using the Python lines:

1 TCP.tc_plus(net_name=’MV OberrheinO’,
fsp_load_indices=[1, 2, 3], dp=0.05, dq
=0.1, fsp_dg_indices=[1, 2, 3])

3 TCP.tc_plus(net_name=’MV OberrheinO’,
fsp_load_indices=[1, 2, 3], dp=0.075, dq
=0.15, fsp_dg_indices=[1, 2, 3])

5 TCP.tc_plus_merge(net_name=’MV Oberrhein0O’,
fsp_load_indices=[1, 2, 3], dp=0.025, dq
=0.05, fsp_dg_indices=[1, 2, 3], max_fsps
=5)

7 TCP.tc_plus(net_name=’MV OberrheinO’,
fsp_load_indices=[1, 2], dp=0.05, dq=0.1,
fsp_dg_indices=[1, 2, 3])

o TCP.tc_plus(net_name=’MV OberrheinO’,
fsp_load_indices=[1, 2], dp=0.025, dq
=0.05, fsp_dg_indices=[1, 2, 3])

11 TCP.tc_plus(net_name=’CIGRE MV,
fsp_load_indices=[3, 4, 5], dp=0.05, dq
=0.1, fsp_dg_indices=[8], non_linear_fsps

=[81)

Fig. 4 shows the expected output FAs from the above lines respec-
tively. Fig. 4(a) required 13.1 s whereas the second line reduces the
resolution, with Fig. 4(b) requiring 7.6 s. Increasing the resolution from
the first line to dp = 0.025,dq = 0.5 exceeded the A100 GPU memory,
stoping the simulation. Thus, running the tc_plus merge function merged
FSPs when more than 5 FSPs impacted a network component and
estimated the FA of Fig. 4(c) for this higher resolution in 37.9 s. The
fourth line reduced the number of FSPs to 5 from Fig. 4(a) with the



D. Chrysostomou et al.

same resolution, resulting in Fig. 5 in 9 s. Increasing the resolution of
Fig. 5 to dp = 0.025,dq = 0.5 did not cause memory issues for the GPU,
resulting in Fig. 4(e) in 26.5 s. The last line includes an FSP offering
discrete setpoints of flexibility. The input non_linear fsps specifies which
of the FSPs referenced in the fsp_dg indices can only offer 2 setpoints;
current output or full output reduction. The duration for Fig. 4(f) was

17.8 s.
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18 185
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Fig. 4. TensorConvolution+ algorithm examples with all linear FSPs in (a)-(e), merging of FSPs in (c) and one non-linear FSP in (f).

4.3. TensorConvolution+ adapt

To adapt FA estimations using estimations from expected or prior
operating conditions, TensorConvolution+ requires storing the relevant
information from these prior FA estimations locally. Therefore, the
package’s user should first call the tc_plus_save_tensors function to store
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the information. This function performs TTD to reduce the space re-
quired to store tensors but requires more extensive computational time
than tc plus to execute the additional TTD and storing operations. After
tc_plus_save tensors is executed, then tc plus_adapt can use the stored
information to estimate FAs for altered related OCs if the network
topology and FSPs are consistent. Bellow, an example script storing the
information, altering the operating conditions, and adapting the FA for
the new operating conditions:

1 # Stepl: Define the consistent FSPs for the
storing and adapting functions

fsp_load_indices = [1, 2, 3]

fsp_dg_indices = [1, 2, 3]

4+ # Step 2: Estimate the FA and store the
relevant information for adaptation

5 TCP.tc_plus_save_tensors(net_name=’MV
Oberrhein0’, fsp_load_indices=
fsp_load_indices, dp=0.05, dqg=0.1,
fsp_dg_indices=fsp_dg_indices)

¢ # Step 3: Modify the network operating
conditions

N

7 net, net_tmp = pn.mv_oberrhein(
separation_by_sub=True)

s net.load[’sn_mva’] = list(net.load[’p_mw’].pow
(2) .add(net.load[’q_mvar’].pow(2)) .pow
(0.5))

o net.load[’scaling’] = [1 for i in range(len(

net.load))]

10 net.sgen[’scaling’]
net.sgen))]

11 net.switch[’closed’] = [True for i in range(
len(net.switch))]

12 # Step 4: Fix the network structure

13 net = fix_net(net) # This function is included
in the documentation (C8 of Tab.1l)

14 # Step 5: Sample a new operating condition
with randomness

15 rng = np.random.RandomState (212)

16 net, rng = rand_resample(net, fsp_load_indices
, fsp_dg_indices, rng, 0.05, 0.01, 0.05,
0.01) # This function is included in the
documentation (C8 of Tab.1)

17 # Step 6: Adapt the FA using the locally
stored information

15 TCP.tc_plus_adapt (net=net, fsp_load_indices=
fsp_load_indices, fsp_dg_indices=
fsp_dg_indices)

19 # Step 7: Estimate the FA without adapting to
compare with the above-adapted result

20 TCP.tC_plus(net=net, fsp_load_indices=
fsp_load_indices, fsp_dg_indices=
fsp_dg_indices, dp=0.05, dq=0.1)

[1 for i in range(len(

The expected output FA from the storing function is the same as in
Fig. 4(a). However, this function also stores:

1. TTD results for 20 network components with total size 241 MB.

2. FA axes values with total size 2 KB.

3. Matrix of the unconstrained convolution results with total size 4
KB.

4. Dictionary with FSP impacts 382 KB.

5. Dictionary of impactful FSPs per network component 4 KB.

The storing function required 61 s. Fig. 5 illustrates the expected output
for the adapted FA and the FA without adaptation, i.e., not using the
stored information. The FAs of Fig. 5 have a high resemblance. The
GPU needed 1.4 s for the adapted FA of Fig. 5(a) and 10.4 s for the FA
of Fig. 5(b).
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Fig. 5. TensorConvolution+ example in adapted FA estimation.
5. Impact

TensorConvolutionPlus is the first open-source package for FA es-
timation. Users can execute the package functionalities with ease. The
package can estimate FAs only with two lines of Python code, importing
the package and calling the selected functionality. Existing power
systems-related libraries do not offer FA estimation functionalities, but
rather power flows and optimal power flows. Other FA frameworks
have been proposed to make use of such power flows. However, to
the best of the authors knowledge, this proposed package is the first
that focuses directly on the FA estimation algorithms and is ready to
use without requiring the implementation of FA algorithms. Existing
works have released code implementations for FA estimation [16,40,
41], but no dedicated FA package has been available. This package
release enhances FA estimation accessibility, reusability, and ease of
integration, providing a standardized and user-friendly solution. Never-
theless, the structure also allows using networks developed by the user.
The software design strengthens the potential for further expansion,
improvement, and adoption of FA estimation methods. The package
structure enables users to expand FA estimation subprocesses without
modifying other subprocesses. For example, possible expansions for the
PF-based functions include new shapes from the flexibility resources
or new sampling distributions for the Monte Carlo-based function.
These expansions should not impact Algorithm 2 but only the scripts
data sampler for the new sampling shapes or distributions, json reader
to accept the new input keywords, and FA_Estimator to obtain the new
inputs and call the new data_sampler functions.

The developed package includes different FA estimation approaches,
allowing users to select and identify the best-performing approach for
their tasks. Nevertheless, this package focuses on the TensorConvolu-
tion+ [17] algorithm, which can require more complex implementation
compared to OPF-based and PF-based algorithms. Through this pack-
age, researchers will be able to familiarize themselves with the FA
estimation topic and the TensorConvolution+ algorithm and further
advance the field of FA estimation. Similarly, power system operators
can use this package directly for their networks and case studies,
improving the potential of adopting FAs in their operations. Recent
publications explore the application of FA for improved TSO-DSO coor-
dination frameworks and more efficient real-time grid operation [3,23].
The proposed package can further facilitate these applications by
alleviating the burden of reimplementing the FA estimation algorithms.
Existing power system workflows in Python can integrate with the
proposed package if the systems are in a pandapower format. Power
system workflows in other languages or software such as DigSilent
or Matlab would first require integration with Python before using
TensorConvolutionPlus.
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5.1. Limitations

The main limitation of the released package is the absence of unit
testing for future package versions. Individual limitations from the
main functionalities include the GPU memory overflow for TensorCon-
volution+ and convergence failures for the OPF-based functionality.
For TensorConvolution+, the memory overflow can be reduced by
using the tc plus merge functionality. Another mitigation can extend the
increments dp, dq, resulting in lower resolution FAs. For the OPF-based
convergence failures, simplified OPF implementations might mitigate
the issues, but were not tested in the present package release.

6. Conclusions

Power system digitalization and developing open-source power sys-
tem specialized tools are significant for intelligent and effective power
grid operations. In the absence of open-source tools for FA estimation,
the developed package can improve the reachability and adoption of
TensorConvolution+ and FA estimation algorithms in academia and
industry. With a user-friendly structure, the package allows straight-
forward installation and execution of FA estimation.

The package documentation showcases example usages and details
on the scripts and their functions. The package structure diversifies
between FA sub-processes. This diversification allows users to better
understand and expand the FA estimation algorithms in specific sub-
processes, such as the FSP shapes, without impacting the remaining
sub-processes. This research is part of the MegaMind project which
involves Dutch system operators and grid companies. The package will
be pursued for integration with relevant industrial partners in future de-
velopments. Unit testing implementation will also be pursued in future
work to facilitate consistency in later package versions. Future package
expansions include implementing FA functionalities using alternative
power system tools and libraries, and comparing the performance to the
present functionalities. This package will be maintained with updates
reviewed annually. Pull requests are welcome and will be tested and
reviewed by the authors before merging. Improvement on the GPU
requirements of TensorConvolution+ and the OPF implementations will
also be pursued in future developments.
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