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PREFACE

This study was carried out in the framework of CATO-2, the Dutch National Research
Programme on CO2 capture, transport and storage with focus on increasing the knowl-
edge of the Netherlands in the field of Carbon Capture and Storage (CCS). The initial fo-
cus of this study was on improving geophysical methods used for monitoring of subsur-
face CO2 storage. The developed approach was planned to be used for real data acquired
from an onshore CCS demonstration project in Barendrecht that was chosen for CO2

monitoring. This project aimed to store CO2 from a nearby oil refinery in two depleted
gas fields. However, over the course of the Ph.D. research, the decision was made to dis-
continue the Barendrecht pilot which affected the initial plans of this research project.
The cancellation of the planned CCS project and further lack of access to any other data
from CO2 storage sites led to the need of looking for other possible monitoring sites be-
ing a source of validating geophysical methods for monitoring. As a suitable alternative,
the oil field at Schoonebeek was found where thermal methods are used to enhance re-
covery. Injection of steam, similarly to CO2, is leading to a change in resistivity inside a
reservoir. Consequently methods developed for steam injection monitoring can be used
for the monitoring of CO2 injection and storage. Seismic monitoring methods such as
the SeisMovie system were already successfully tested at Schoonebeek and therefore the
research focused on using controlled-source electromagnetic (CSEM) methods as the
geophysical monitoring method of interest. A collaboration between Shell and TU Delft
was established that led to the acquisition of three 2 – 3 weeks CSEM surveys over a pe-
riod of slightly less than two years. During the years of this study, I received plenty of
support. Therefore, I want to especially say thank you to a couple of persons who were
actively involved in this thesis and without whom this project would not have been pos-
sible. First of all, I would like to thank my promoter Evert Slob for his continuous support
and his positive nature that kept me being motivated throughout my Ph.D. I also would
like to express my gratitude to my co-promoter and daily supervisor Guy Drijkoningen,
especially for his time and efforts in organizing real data for my project. I want to thank
Rita Streich for her expertise and guidance throughout the whole project and Shell for
the allowance to use internal software for processing and inverting our collected data.
Without this, data processing and interpretation would have not been possible in the
way presented in this thesis. Further, I would like to thank the GFZ Potsdam team and all
the TU Delft students and technical support that were involved in the field work. In par-
ticular, I am very grateful to those who sacrificed their weekends and voluntarily helped
me without any financial benefits. Your help was essential for a successful survey with
good quality CSEM data. In addition, I want to express my gratitude to Joeri Brackenhoff
who translated the summary and propositions to Dutch last minute.

Andreas Manuel Schaller
Delft, January 2018
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1
INTRODUCTION

1.1. THE USE OF CSEM FOR EXPLORATION AND RESERVOIR

MONITORING
The global oil demand is expected to continue rising, despite the ever-expanding im-
portance of renewable energy. Therefore, in the long term, it will only be possible to
satisfy the demand for the full range of energy products by combining renewables with
cleaner hydrocarbons, and deploying technology to capture and store emissions of CO2.
With the recognition of the energy transition era and the significance of climate change,
oil production is moving on recovering more from previously drilled and less desirable
reservoirs by using secondary and tertiary methods and on optimizing oil field explo-
ration by providing more energy with less carbon dioxide. Proper design of development
programs together with the optimization of field life, creates a need of deploying key
technologies for, mainly land-based, sustainable oil recovery and carbon dioxide stor-
age.

To improve energy efficiency in the production and to minimize the risk of produc-
tion failures, it is essential to know the spatial propagation of the fluids in the reservoir
by use of monitoring techniques. Monitoring leads to a better understanding of the pro-
cesses that occur inside a reservoir, can assist in determining fluid contacts and injection
fronts, and has an impact on ultimate recovery and drilling procedures. For example,
for Enhanced Oil Recovery (EOR) improved reservoir imaging is essential for optimizing
fluid (e.g., steam, water) injection. For CO2 storage, (semi-) permanent reservoir moni-
toring benefits in early identification of potential CO2 leakages. It reduces the likelihood
of unwanted emission of CO2 that is harming the environment and is the basis for creat-
ing detailed models to ensure safe storage of CO2.

Among the available approaches for reservoir monitoring, flow and thermal control
systems, geophysical methods offer non-destructive in-situ measurements and are in-
creasingly used. In general, passive and active geophysical monitoring can be distin-
guished. Passive monitoring focuses on measuring the background fields and can be
performed permanently, while active monitoring needs a source signal and is therefore

1
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mostly done on a temporary basis repeated over time, so-called time-lapse. In other
words, to identify when injection processes start to cause unwanted effects i.e. fractur-
ing or CO2 leakages and to allow for faster and better reservoir decisions, surveys should
be repeated on a short time interval. One of the geophysical method that is routinely
applied for active-source monitoring is the seismic reflection method. The seismic re-
flection method is based on interpreting changes in the media’s elastic properties that
result from replacing reservoir fluids during injection. This method has been proven ef-
fective for detecting and monitoring the injection and spreading of steam (Michou et al.,
2013) and geologically stored CO2 (Strickland et al., 2014; Ivandic et al., 2012).

Despite of successful implementation of the seismic method for reservoir monitor-
ing, seismic approaches (1) do not detect changes in electrical resistivity inside the reser-
voir (are sensitive to pressure changes)(2) are not always able to distinguish the fluid
content in the rock (Wright et al., 2002; Wilt and Alumbaugh, 1998) and (3) are relatively
expensive (mainly due to their instrumentation intensity). Therefore, we seek alterna-
tive, more cost-effective geophysical methods for long-term reservoir monitoring that
can distinguish differences between various pore fluids of a reservoir. As the resistiv-
ity difference between hydrocarbon-bearing and steam- or water-saturated rocks can be
significant (Wright et al., 2002), electromagnetic methods may be potentially suitable for
detecting temporal variations inside the reservoir that are not detectable with the seis-
mic method alone and thus can be used for reservoir monitoring (Um and Alumbaugh,
2007; Lien and Mannseth, 2008). Electromagnetic methods are generally employed to
measure the conductivity (or resistivity) of fluid-saturated rocks, which may aid in dis-
criminating highly resistive hydrocarbon-bearing rocks from those with relatively more
conductive saline formation water. Still, many wells have resistivity logs and gathering
additional EM data would provide 3D knowledge of the resistivity distribution inside an
oil or gas field.

For reservoir monitoring, we require an advanced method that can reach sufficient
penetration depth and that can deal with the increased complexity of the reservoir fluid
systems due to the use of enhanced oil recovery methods. Such a method that uses
low frequencies and can provide resistivity maps of the subsurface (Everett and Meju,
2005) is the Controlled-Source ElectroMagnetic (CSEM) method. At these frequen-
cies, the EM signals exhibit a diffusive character in the earth in contrast to the wave-
propagation character of seismics. The CSEM method has generally a higher resolu-
tion than potential-field methods such as gravity (Li and Oldenburg, 1998; Dell’Aversana
et al., 2012) and may be able to detect complex field patterns, introduced by multi-phase
flow in the reservoir. As an example, steam injected into a resistive hydrocarbon reser-
voir is generally even more resistive, thus creating a high-resistivity zone around the
injector well. However, the steam condensates and mixes with usually saline forma-
tion water leading to a more conductive zone and consequently a resistivity decrease
away from the injector well. One of the challenges is the interpretation of these complex
transition zones in the reservoir, where oil (or gas) coexists and /or mixes with water or
steam. The CSEM method can be applied in an attempt to monitor and further under-
stand this complex behavior.

Electromagnetic methods were initially developed on land, however large-scale
(CS)EM surveys on land are not commonly conducted, and the knowledge provided in
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the literature is still limited, especially with respect to monitoring approaches (Streich,
2016). In a marine environment, the CSEM method has been widely used for derisking
drilling activities (MacGregor and Sinha, 2000; Ellingsrud et al., 2002; Hoversten et al.,
2006; Darnet et al., 2007; Constable, 2010; Fanavoll et al., 2014; Houck et al., 2015; Hes-
thammer et al., 2010a,b; Johansen, 2008). It is challenging to replicate the success of the
marine method to land. In marine CSEM surveys, dense 2D profiles or complex 3D grids
with tens of transmitter tow lines and hundreds to thousands of receiver deployments
are feasible and source coverage is ample due to moving sources (Constable, 2010). Such
source and receiver coverage is very difficult to achieve for land surveys because of var-
ious typically terrestrial constraints (access restrictions, urbanization, presence of in-
frastructure and noise sources). In addition, deploying sources of sufficient strength is
difficult. In contrast to the marine case where the transmitter is situated in the most con-
ductive area, the seawater, land transmitters are usually situated on the surface, or air-
earth interface, and they are deployed in a medium much more resistive than seawater,
which makes it difficult to achieve strong source currents. The absence of the attenuat-
ing seawater results in higher levels of cultural EM noise and air-wave energy that mask
target responses. Further, more near-surface heterogeneity exists on land than at the sea
floor and close-by interfaces can result in more complex electric-field patterns close to
the transmitter.

CSEM data can either be acquired and processed in the time or in the frequency
domain. Time- and frequency-domain data are in principle equivalent and uniquely re-
lated by the Fourier transform and thus EM data can be represented in either domain
without information loss. Since either domain may highlight different parts of the in-
formation contained in the data, choosing the domain is thus a "personal" choice and
may additionally depend on available equipment and preferred acquisition layout. The
air wave influence can be reduced by separating the signal and processing the data in
the time domain since the airwave travels with the speed of light and is thus separated
in time from subsurface responses that propagate more slowly. Therefore, transient EM
measurements (a technique in which electric and magnetic fields are induced by tran-
sient pulses of electric current and the subsequent decay response measured) and time-
domain processing has been the preferred CSEM method for many authors on land (Zi-
olkowski et al., 2007, 2011; McCracken et al., 1980; Frischknecht and Raab, 1984; Strack,
1992; Andrieux et al., 2000; Wright et al., 2002). Time-domain processing potentially
may enhance subsurface signals due to better separation of the airwave from the sub-
surface response (see Figure 4, Streich, 2016), although interpretation of noise-plagued
transients remains difficult. In this thesis, the data were interpreted in the frequency do-
main, similar to the marine CSEM method. At the time of planning the survey, we were
convinced that frequency-domain measurements were the best option. We believed that
(1) the available source and receiver equipment favored a non-transient measurement,
since the source was primarily built for emitting low-frequency square waves or vari-
ants thereof and the recording equipment had low maximal sampling rates and that (2)
we can achieve a good signal-to-noise ratio by continuous long-lasting measurements
per source position. We attempted to get low noise levels at each station, where "noise"
is not a certain arrival – like the air wave but primarily man-made cultural noise. The
highest signal-to-noise levels were required to evaluate the possibility of measuring Ez .
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Although a frequency domain approach was chosen in this thesis, we are aware that
the source is capable to be used as a transient source and that the power of deconvolu-
tion gain in signal processing could favor transient measurements. However, transient
measurements were never tested and thus optimized transient measurements were not
compared to optimized frequency-domain measurements. A recent review of CSEM ap-
proaches for hydrocarbon exploration and monitoring on land is given by Streich (2016).

In the light of the energy transition, enhanced oil recovery and carbon dioxide stor-
age programs are mainly focused on land and require monitoring. However, due to
multiple challenges, there is a lack of real data examples for the land use of the CSEM
method. The recent successes in the marine environment and technical advances in
the accuracy of recording equipment make it worthwhile to evaluate the land applica-
tion of CSEM again. Recently conducted EM surveys, which can be considered technol-
ogy trials rather than commercial surveys (e.g., Streich and Becken, 2011; Grayver et al.,
2014; Streich, 2016; Tietze et al., 2015) have indicated that there is potential in the land
CSEM method. Therefore, the main objective of this thesis is to investigate the potential
of the land CSEM method for monitoring steam injection into an oil field on actual field
data. Since there is very limited knowledge on inverting actual field data, one goal of the
thesis is the usage of 1D and 3D inversion tools to invert CSEM data. Further, we test
the monitoring capability of the CSEM method by evaluating time-lapse measurements,
measuring all components of the electric field and by analyzing the repeatability of the
CSEM data acquisition, an important precondition for successful monitoring that has
hardly been studied in literature.

1.2. RESEARCH OBJECTIVES AND THESIS OUTLINE
The work described in this thesis explores various aspects to improve the land CSEM
method for exploration and monitoring purposes. Since there exists very limited knowl-
edge on inverting actual CSEM field data on land and on the measurement repeatabitl-
ity, we carried out three separate active land CSEM field experiments, a baseline and two
repeat surveys. The data were acquired over a period of nearly two years at the Dutch
Schoonebeek oil field, where heavy oil was produced by injecting steam to reduce the
viscosity of the oil. Steam injection and oil production have to be closely monitored
to prevent breakthrough of steam to production wells and to detect possible unwanted
leakage or contamination of groundwater such that further measures can be taken.

The main focus of this thesis is on two approaches, namely the measurement of the
horizontal electric-field component via surface receivers and a novel method of measur-
ing the vertical electric-field component via electrodes in shallow boreholes. The field
survey layout, a single receiver line and two source positions, including any permitting
work and detailed positioning of sources and receivers, was done by Shell.

The thesis starts with background information on the Schoonebeek area and on the
field survey (Chapter 2). This chapter gives a compact overview of the Schoonebeek
oil field, introduces the Steam-Assisted Gravity Drainage (SAGD) used for EOR and ex-
plains the acquisition layout. The measurements and the main processing steps that are
repeatedly applied during the subsequent chapters are explained. In addition, as op-
timized placement of source and receivers is needed to enhance the resolution in the
reservoir, pre-survey studies that were performed to justify the survey layout by evaluat-
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ing optimal source and receiver positions, are shown.
Chapter 3 focuses on the base survey, whereas Chapter 4 and Chapter 5 include the

two repeat surveys. In Chapter 3, I discuss the potential of using the land CSEM method
to improve onshore hydrocarbon exploration. I start with synthetic studies and high-
light the applicability of the land CSEM method for recovering the resistivity distribu-
tion inside a target reservoir by using 1D and 3D inversions. The underlying mathemat-
ical theory of EM inversion is well established, but the application to real data requires a
thorough analysis of uncertainties in the inversion result. I use a deterministic inversion
approach, in which gradients are derived from the forward-model process and used to
update a sequence of models. Further, I numerically investigate resolution capability in
terms of the survey geometry, noise distortion, reservoir depth and resistivity distribu-
tion inside the reservoir. Data are inverted either from single receivers or from a collec-
tion of receivers and their inversion results are compared. Then, I give an example of the
field data collected during the base survey and investigate if the sparse source-receiver
configuration has the potential of resolving complex resistivity patterns inside the reser-
voir zone. Further, I discuss to what extent small-scale variations of resistivity can be
detected.

In Chapter 4, I focus on the repeatability potential of land CSEM measurements.
Therefore, the acquired field data were identically processed and inverted for the resis-
tivity distribution in the subsurface. In this chapter, I highlight the importance of high-
accuracy, high-precision and high-repeatability measurements.

Up to this point of the thesis, the research was limited to the horizontal electric-field
components. Chapter 5 deals with a novel approach to measure the vertical electric-field
component by deploying electrodes in shallow boreholes. Previous synthetic studies
showed that the vertical electric-field component is more sensitive to resistive changes
in the reservoir and thus might have the potential to measure even minor changes that
would be too small to detect the horizontal electric-field components. I begin the chap-
ter by synthetically studying the sensitivity of the near-surface vertical electric field com-
pared to the sensitivity of the horizontal electric field. This is followed by an extensive
synthetic study about the advantages and challenges of vertical electric-field measure-
ments. I highlight the importance of borehole deviation and show additional technical
challenges due to high cultural EM noise, near-surface heterogeneities and large metallic
objects in the vicinity of the receiver and source locations that lead to a complex inter-
pretation. Further, I study the potential of obtaining an improved image of the resistivity
distribution inside the reservoir and its changes when combining vertical and horizontal
data.

I conclude the work in Chapter 6 and give an outlook for further studies that may
improve future time-lapse land CSEM measurements. As the EM field is diffusive for the
frequency range used in the CSEM method, the resolution capability is low. To enhance
resolution, wave-propagation methods such as the seismic method can be used in par-
allel for a joint interpretation or inversion of the data.

Details, necessary to understand the chapter, are repeated throughout the following
chapters such that the main parts of each chapter can be read independently of each
other.
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2
FIELD SURVEY DESIGN OF A LAND

CSEM SURVEY AT SCHOONEBEEK

OIL FIELD, THE NETHERLANDS

Three land Controlled-Source ElectroMagnetic (CSEM) surveys were acquired at the
Schoonebeek oil field in the Netherlands where steam-assisted gravity drainage (SAGD)
is used as an enhanced oil recovery method. A base survey was carried out to show the
potential of the CSEM method for exploration purposes and two repeat surveys for time-
lapse monitoring and repeatability studies. These surveys were carried out over a period
of about two years. In this chapter, we take a closer look at the Schoonebeek area and
show how the field survey was designed. The measurements at Schoonebeek and the main
processing steps that are repeatedly applied during the subsequent chapters are separately
explained. Optimized placement of source and receivers is needed to enhance the resolu-
tion in the reservoir. This chapter also shows the studies to optimize source and receiver
layout suitable for an optimal imaging and monitoring of the reservoir.
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2.1. INTRODUCTION
The Controlled-Source ElectroMagnetic (CSEM) method has been developed signifi-
cantly over the last decades and is known to have potential for exploration and time-
lapse purposes. It is a method that shows promising results especially when used sup-
plementary to other geophysical methods such as the seismic technique.

The research in this thesis focuses on the Schoonebeek oil field in the Netherlands
where changes inside the reservoir due to steam injection can be and were monitored by
both seismic and CSEM methods. In regions where the heavy-oil formation has similar
acoustic properties as the injected steam or in regions with interfering pressure effects,
the seismic method may be limited and thus EM measurements can provide additional
information. Three land CSEM field experiments were carried out during this project
between:

• 27 January - 7 February 2014,

• 17 November - 5 December 2014 and

• 16 November - 4 December 2015.

This chapter is devoted to giving an overview of the Schoonebeek site and the field
survey in detail. A comprehensive explanation about the survey layout, modeling studies
and the measurements at Schoonebeek is given in the next sections.

2.2. SCHOONEBEEK OILFIELD

2.2.1. DISCOVERY AND PRODUCTION
The Schoonebeek oil field is the largest onshore oil field in North-Western Europe and
is located in the northeast of the Netherlands at the German border. It is part of a com-
plexly faulted anticline. The main productive formation is the lower cretaceous Ben-
theim sandstone, an unconsolidated, clean, well-sorted deposit with a thickness of 10-
30 m (Peksa et al., 2015). The oil field was discovered in 1943 and production temporarily
stopped in 1996.

2.2.2. REDEVELOPMENT OF SCHOONEBEEK OIL FIELD VIA SAGD
In 2009, the Schoonebeek oil field was redeveloped by the Nederlandse Aardolie
Maatschappij B.V. (NAM) using a new technology that combines horizontal wells with
low-pressure steam injection (Jelgersma, 2007). Horizontal wells were drilled inside the
reservoir at depths between 600 and 900 m below the surface leading to an increased
contact of the production and injection wells with the oil-bearing rock formation (Fig-
ure 2.1), leading to the capability to pumping up more oil from each well. This was re-
alized by deploying 40 15-meter tall high-efficiency pumps. The oil in the Schoonebeek
field is viscous and thick. It contains a large quantity of paraffin which solidifies at lower
temperatures. The viscosity of the paraffin is highly dependent on the temperature. Ul-
trapure water is heated to generate steam that is injected into the oil reservoir under
low pressure to liquefy the oil before pumping it up to the surface. This is achieved by
using a closely spaced pattern of horizontal oil producer and horizontal steam injector
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The technology NAM will use to start producing oil again is comprised of a combination of horizontal wells and 
low-pressure steam injection.

Horizontal wells

The wells will be drilled horizontally in the oil field, at a depth of between 600 and 900 metres below ground.
The boreholes will be drilled with a curve. Since horizontal wells have a much greater contact with the 
oil-bearing rock stratum, more oil can be pumped up from each well.The oil in the Schoonebeek field is thick 
and viscous: it contains a large quantity of paraffin, a type of candle wax. This paraffin solidifies at lower 
temperatures and must be liquefied before the oil can be pumped up. This needs steam.

How will oil be extracted again?

Groups of three wells are being drilled underground in the oil reservoir at distances of about 150 metres from each other. One of the wells is used 
to inject low-pressure steam into the rock stratum. The steam rises until it contacts the impermeable stratum sealing the oil field and can rise no 
further. As the steam rises it heats and liquefies the oil in the stratum. The liquefied oil sinks through the stratum under gravity to the two adjacent 
production wells. Pumps draw the oil through these wells to the surface.

Low-pressure steam injection in horizontal wells

Drilling horizontal wells 800 metres under the ground

Installation ‘in the field’

Figure 2.1: Low-pressure steam injection in horizontal wells at the Schoonebeek oil field (after NAM (2010)).

wells at distances of about 150 m from each other as shown in Figure 2.1. Steam is in-
jected into the rock formation and rises until being hindered from rising further by the
impermeable stratum sealing the oil field. On its way up, the steam heats and liquefies
the oil in the reservoir. Due to gravity, the now liquefied oil slowly sinks to the bottom
of the reservoir towards the two adjacent production wells where pumps extract the oil
through these wells to the surface. This procedure is known as Steam Assisted Gravity
Drainage (SAGD).

2.3. SEISMIC
Numerous seismic data sets were collected at the Schoonebeek oil field over the past
decades. One of the first 3D seismic surveys was acquired by Shell in 1975 (Myers et al.,
1992). The main reason for this early 3D survey was a discrepancy between prognosed
and actual drilling results that could not be explained by conventional 2D data (Van
Der Kallen and Pion, 2010). The survey was a success and led to significant improvement
in structural interpretation. In 2005, as part of the Schoonebeek redevelopment project,
a high-resolution baseline survey for repeat 4D seismic monitoring measurements was
acquired. Its goal was to assist in monitoring production related fluid movements and to
be able to acquire repeat seismic measurements in the case of unexpected production
behavior. Further, causes for non-perfect repeatability of the seismic acquisition were
investigated. For 4D seismic, differences in source and receiver locations were found to
produce semi-coherent noise. In addition, different environmental noise and changes
in the weathering layer such as variations in the ground water levels were likely to have
a large influence on data quality. These results give an indication what may be expected
from the repeatability measurements conducted in this thesis.

For longer term seismic measurements, a permanent seismic monitoring system is
more attractive. Therefore, a permanent seismic system called SeisMovie® (Schissele
et al., 2009) was installed in 2010. It consists of permanently buried receivers and sources
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that can operate continuously over long periods of time. The system has the advantage
to be unmanned and non-intrusive with minimal environmental impact. Its repeatabil-
ity is high due to fixed source and receiver locations and it allows for continuous moni-
toring at any moment in time. One disadvantage is that daily variations in the subsurface
are hard to correct for. After a 2D trial (Hornman et al., 2012), a 3D system was installed
in 2012 with 36 high-repeatable SeisMovie® sources at 25 m depth and five lines of 68
receiver stations (Hornman and Forgues, 2013). Technically, the survey was a success
since the progress of the steam front could be monitored with surprising detail and thus
showed the potential of this method. The main disadvantage of this system was its costs
and that it was economically not sustainable for a field like Schoonebeek and therefore
cheaper options are needed. In this thesis, results and structural information obtained
from the seismic surveys are used as input in the 3D CSEM inversion.

2.4. CSEM DATA ACQUISITION AND PROCESSING
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Figure 2.2: EM-source and -receiver locations at Schoonebeek.

Because of its steam injection, the Schoonebeek oil field was seen as a suitable case
for (time-lapse) surveying with the CSEM methodology. Schoonebeek is a rather large
field, and an area south of the town of Schoonebeek close to the border to Germany
was chosen for the CSEM survey (Figure 2.2) because that area is co-located with the
SeisMovie® survey and is in addition the area where the reservoir is at its shallowest
depth.

To measure the horizontal electric-field components and the magnetic-field compo-
nents, receivers were placed at the surface as shown in Figure 2.3. What is not common
is to measure the vertical electric-field component and that was done by placing elec-
trodes in shallow boreholes (Figure 2.4). Although measuring the 5 components at each
station was possible, it was decided to measure the electric field at each station while
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measuring the magnetic field only at a few of the stations. This approach is based on
the experience and observation from other field acquisitions that (i) the magnetic field
usually varies much more smoothly in space and is less noisy than the electric field and
(ii) the magnetic field typically is far less sensitive to resistive reservoirs than the electric
field. These observations are related to the fact that the time derivative of the magnetic
field is measured with coils, which do not suffer from the static EM field of the earth.
Reducing the number of measurement points of the magnetic field has the added ad-
vantage that the costs due to deploying magnetic coils (installation, maintenance and
power supply) and its post-survey processing are reduced.

The setup on the source side consists only of electric-field dipoles, as commonly used
nowadays in CSEM for imaging resistive reservoirs. Typical land electric-field sources
have a length on the order of 1 km, long enough to get sufficient power into the ground
and small enough to have sufficient resolution. Laying those out at the Earth’s surface
poses logistical challenges in populated regions, so also near Schoonebeek. Two trans-
mitter locations, east and west of the receiver stations, were chosen. The transmitter
cables were laid out along vehicle-accessible tracks in approximately T-shaped geome-
tries to get a uniform azimuthal distribution of the CSEM source fields.

2.4.1. INSTRUMENTATION
Instrumentation for marine magnetotelluric and CSEM sounding was described ear-
lier (Constable, 2013). For land surveys, however, instrumentation differs and multiple
different approaches to measure the electromagnetic field have been applied through-
out the years (Streich, 2016).

ELECTRODE CHOICES

Although electrodes were used for monitoring purposes earlier, no literature was found
which electrodes would be most suitable for CSEM monitoring on land, including the
possibility for electrodes in shallow boreholes (under the water table). One main re-
quirement is that the electrodes need to be non-polarizable. Therefore, two different
type of electrodes, the copper-copper sulphate electrode (Cu/CuSO4) used in land mag-
netotelluric (MT) and the silver-silver chloride electrode (Ag/AgCl) commonly used in
marine EM and land MT, were initially considered. Cu/CuSO4 electrodes are known to
be more noisy than the Ag/AgCl ones (Perrier et al., 1997) such that we focused in an
early stage on different types of Ag/AgCl electrodes. As Ag/AgCl electrodes, 3 types were
considered, namely the ones from the company Silvion, from the company Castle and
from the research institute Scripps. Although tests have taken place with these elec-
trodes in some institutes, the results were kept internally and also were not conclusive
for monitoring applications. The Silvion electrodes have a higher contact area than the
Castle electrodes while the Scripps electrodes have the highest contact area due to their
entire plastic housing being porous. Silvion electrodes seem to have the lowest noise
and smallest drift over a few weeks, but also seem to show significant decay over time.
This decay over a period of about a year was found out only after deployment in the
boreholes. Castle and Scripps electrodes seemed to perform about identically. Finally, a
design issue was that the Scripps electrodes are not made for use in boreholes.

As borehole receivers, it was decided to use WE200 electrodes from Silvion and for
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Figure 2.5: Sketch of CSEM source (after Streich et al. (2010))

comparison purposes a few LD25 electrodes from Castle. Finally, 32 WE200 and 3 LD25
electrodes were purchased. As surface receivers, the Ag/AgCl electrodes developed by
GFZ Potsdam were used.

RECORDING-INSTRUMENT CHOICES

Two different recording systems were used for the field tests. The recording system used
for all surface stations and a few borehole stations was the short-period automatic mag-
netotelluric (SPAM Mk. IV) data acquisition instrument developed by the German Re-
search Centre for Geosciences (GFZ; Klose et al., 2011). For the majority of the borehole
stations, the Metronix ADU-07e (Analog Digital Unit) systems were used. The source sig-
nal was recorded by both an ADU and a SPAM system to allow for proper processing of
the recorded data.

TRANSMITTER CHOICES

A three-phase CSEM transmitter developed by Metronix GmbH and the German Re-
search Centre for Geosciences (GFZ) was used for the three surveys (Figure 2.5). The
CSEM transmitter is powered by a 400 V generator that supplies three-phase 50 Hz alter-
nating currents. The currents are fed into a high-power, high-voltage programmable sig-
nal generator. The source uses tripoles such that the direction of the signal can be steered
by feeding three currents with a fixed phase relationship into three grounded electrodes.
The overall source polarization can be adjusted by simply applying a constant phase shift
to the three source currents. We refer to this phase shift as the source polarization angle.
As a result, multipolarization fields can be generated for a fixed transmitter geometry
simply by electronically adjusting the polarization angle. Multipolarization fields have
the advantage to allow for uniform subsurface illumination, i.e., for every source polar-
ization, certain azimuth ranges from the source exist where the amplitude of the CSEM
source field is very low. By using several polarizations, it can be ensures that fields of
measurable amplitude are generated at all azimuths. That feature gives more flexibility
for the field set-up and may allow for a reduced number of strategically chosen source
locations compared to standard dipole sources. For a mathematical explanation of how
the source is able to generate multiple current polarizations without physically moving
the source as well as for details about technical specifications of the transmitter and re-
sponse function calculation, the reader is referred to the appendices of Chapter 3.
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Figure 2.6: (a) Examples of square-wave source currents of 8s injected through the three source electrodes.
Current amplitudes are nearly 40 A and the three currents sum up to zero. (c) Power spectrum for current I3,
showing well-defined peaks at the fundamental frequency and odd harmonics up to the Nyquist frequency of
the recording device. (b) Example of a 8-s PRBS-31 signal. (d) Power spectrum for current I3, showing peaks
also at the position of the even harmonics.



2.4. CSEM DATA ACQUISITION AND PROCESSING

2

17

The transmitter can be fed with different source signals: (1) Square-wave signals
where the transmitted energy is focused in narrow frequency bands. In previous field
surveys at Ketzin (Germany), square-wave signals with different source base frequencies
were used and were capable to adequately image a resistive target at about 1 km depth;
(2) Complex waveforms can be designed to spread the transmitted energy across a band
of discrete frequencies in a more even manner than the linear amplitude decrease of the
traditional square wave, such as the pseudo-random binary sequences (PRBS) that ap-
proximate the spectra of white noise. An example of transmitted currents is shown in
Figure 2.6. Figure 2.6a, c shows the time series and the corresponding power spectrum
for an 8-s square wave signal and Figure 2.6b, d shows the time series and the corre-
sponding power spectrum for a 8-s PRBS-31 signal. It can be seen that the sum of the
three currents is zero at all times because of the 120° phase shifts between the three cur-
rents (Figure 2.6a, b).

PRBS signals of fairly low order were used (sequence length of 31 or 63 points) that do
not need much more recording time compared to square-wave signals. Other waveforms
can be used as well (Mittet and Schaug-Pettersen, 2008; Myer et al., 2011). Myer et al.
(2011) created different waveforms that were designed to put more power into specific
harmonics than the fundamental frequency. During the main part of our survey either a
square wave or a PRBS source current was fed into the ground through the three source
electrodes.

The sensitivity of the CSEM method to variations in the subsurface differs on the
basis of the applied frequency. The maximum acquisition ranges for these frequencies,
however, are constrained due to the increase in attenuation with frequency. Thus, to
acquire useful CSEM data, we focus on different base frequencies of 1/16 Hz, 1/8 Hz,
1/4 Hz, 1/2 Hz and 2 Hz. Whereas low frequencies penetrate over longer distances and
deeper, higher frequencies add higher-resolution information at shorter offsets and shal-
lower depths. With source fundamental periods of ∼16 – 4 s, we get strong signal at those
frequencies, but fairly weak signal at higher frequencies (see wavelet spectrum in Fig-
ure 2.6c). By also transmitting at fundamental frequencies of 1/2 Hz and 2 Hz, we get
stronger signal and more signal to stack at those frequencies.

CHOICE FOR (BASIC) SURVEY LAYOUT

For monitoring applications, it is essential to place sources and receivers at locations
that optimally resolve the target area and optimally show the very subtle changes in the
subsurface. At Schoonebeek these are confined to the target region at about 700 m depth.
The source and receiver positions were chosen such that the source-receiver offsets for
the borehole receiver is optimal, in the following sense:

• Receivers that are placed too close to the source cannot be used due to complex
near-source characteristics and due to the fact that close to the source the direct
field is primarily measured and therefore the data hardly contain subsurface infor-
mation;

• Receivers that are placed too far away from the source suffer from low signal-to-
noise ratios.
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Figure 2.7: Frequency spectrum before (a) and after (b) 50-Hz notch filtering.

With this in mind, the optimal offset was studied considering electric-field amplitudes
and a minimal offset of at least 2 km for the vertical-electric field measurements. (For
details the reader is referred to Chapter 5.) The best sensitivity to reservoir changes for
the vertical electric-field component, while maintaining acceptable signal amplitudes,
was found from synthetic studies at source-receiver offsets between approximately 3 and
5 km.

Analysis of the base-survey field data, however, showed that signal-to-noise ratios
were too low at one transmitter location about 5 km from the vertical electric-field re-
ceivers. Therefore one source location had to be moved closer to the borehole receivers
for both repeat surveys. Since the obtained source-receiver offsets were optimized for
the borehole receivers, some of the surface receivers, especially at the far end of the re-
ceiver line in the east are too close to the Eastern transmitter side and could not be used
while the transmitter was operating.

Modeling studies showed that the reservoir response for the vertical electric-field
component is clearer when the receivers are buried deeper, closer to the reservoir
(Colombo and McNeice (2013) and Chapter 5). Thus borehole receivers were planted
as deep as possible or as deep as economically feasible.

2.4.2. DATA PROCESSING
The data were processed to obtain frequency-dependent response functions (also of-
ten called transfer functions in magnetotelluric (MT) processing) between the source
and receivers that can be used as input for inversion. A response function describes
the mathematical relationship between an input process (e.g., source currents) and an
output process (e.g., EM field) with the Earth regarded as a linear system that responds
to the input process via the output process. Because the system is linear, the response
function does not depend on the amplitude of the input process (i.e., the source cur-
rents for a CSEM survey). The estimation of the response functions is usually hindered
by noise. If the noise level has a Gaussian distribution or is low, then a least-square esti-
mation is sufficient. In areas with high or non-Gaussian distributed noise levels such as
the Schoonebeek oil field, however, a robust processing scheme is necessary to down-
weight outliers in the data.

For the data processing, we used a software from Shell based on a robust processing
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scheme, a technique routinely used for MT processing to reduce the influence of noise
(e.g., Egbert and Booker, 1986;Chave and Thomson, 1989;Ritter et al., 1998;Streich et al.,
2013). As processing sequence, we used:

• 50-Hz notch and high-pass filtering;

• Stacking;

• Calculation of bivariate response functions by combining and deconvolving the
source currents.

With this processing sequence, we obtained the response functions, as defined by Stre-
ich et al. (2013). These response functions were subsequently inverted to subsurface
resistivity distributions.

We will briefly discuss each of these steps, starting with the 50-Hz notch filtering.
The 50-Hz notch filter suppresses 50-Hz signals and its associated harmonics, generated
by the (urban) environment and the system itself. The filtering was done in the time
domain on all receiver data and transmitter signals using identical filters with identical
filter parameters. We use the 50-Hz notch filter mainly for time-domain display purposes
and we are aware that for frequency-domain inversions this filter is unnecessary since
the frequencies of interest are all below 10 Hz. The result of the notch filter can be seen
in Figure 2.7. The 50-Hz and 150-Hz noise are clearly filtered out. Further, it shows that
some parts of the low frequency data, in the band 0 – 50 Hz, are filtered. This might be
due to the fact that the filter operates in the time domain and that the very strong 50-Hz
signal might be subject to longer periodic oscillations leading to an additional change
in the spectrum at low frequencies. The high-pass filter removes signals at frequencies
lower than the primary source frequency.

Subsequently, the data was cut into time windows as long as the source period. The
data were then Fourier transformed, the spectral components (Fourier coefficients) ex-
cited by the source extracted (i.e., the fundamental frequency and odd harmonics for
square-wave signals), and the measured responses of the recording instruments and
sensors deconvolved. Since neighboring frequencies will provide similar response func-
tions (Weidelt, 1972), data reduction is achieved by robustly stacking data falling within
particular spectral bands using a logarithmic frequency binning as is commonly done in
MT processing.

In calculating response functions, data from different source periods and polariza-
tions were combined. The calculation effectively deconvolved the source currents, while
not accounting for the source geometry or length of source wires. So-called bivariate re-
sponse functions were obtained by choosing two of the three measured source currents
fed into the three source electrodes. The third current is linearly dependent on those two,
yet the choice of currents may influence response function quality due to noise charac-
teristics of the data. Mathematical details about the calculation of bivariate response
functions can be found in Chapter 3 in Appendix B and in Streich et al. (2013).
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Figure 2.8: Layer model and conductivity profile (in S/m) of Schoonebeek area derived from logging data. The
source represented by the black arrow is placed at the surface, and receivers are placed at a depth of 100 m.
The conductivity profile is plotted in linear scale to better indicate the conductivity changes of the layers above
the strongly resistive reservoir layer.

2.5. SURVEY-RELATED MODELING STUDIES

2.5.1. MAIN GOALS
Modeling is crucial to design a field survey that focuses on a specified target area. Roux
and Garcia (2014) recently developed a statistical experimental design algorithm to op-
timize a CSEM land experiment and to maximize the information about the reservoir
layer (Roux and Garcia, 2014). We do not take such an approach and focus on different
scenarios to test the influence of survey-design parameters on the final inverted images.

The main goals of the modeling studies are to:

1. Derive a geophysical model for Schoonebeek using information obtained from re-
cent and old well logging data (Figure 2.8);

2. Optimize the field acquisition layout, i.e., optimal source and receiver locations,
and optimal depth of the receivers in the shallow boreholes;

3. Quantify the sensitivity of the vertical electric-field component for Schoonebeek
and compare them to horizontal electric-field component sensitivities;

4. Quantify the effects of subsurface changes, i.e., time-lapse effects; and

5. Quantify the influence of borehole deviation from verticality on the vertical
electric-field data.

We will discuss each item briefly, starting with deriving a resistivity model that can
be used for the modeling. The geology of the subsurface and the target region, the reser-
voir, at Schoonebeek are well known from numerous well logs, drill cores and 3D seis-
mic reflection data. For our modeling studies, we approximate the area as consisting
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of horizontally-plane layers with a shallow reservoir at 685-700 m depth (Figure 2.8) al-
though we are aware that detailed geological maps of the region, its structure based on
3D seismic reflection data, show that the reservoir is not horizontally layered but varies
from 700 m depth at the center of our survey to about 900 m depth some 5 km towards
the west and east. Since the survey array has highest sensitivity to the region around the
middle of the receiver array (as shown in Chapter 3), the plane-layered assumption may
be justified for these synthetic studies.

With regard to the second point above: The modeling was done for receiver depths:
5, 50, 100 and 150 m and for frequencies between 0.1 and 10 Hz which is a realistic range
for field data.

With regard to the points 3, 4 and 5 above: The modeling study related to time-lapse
effects is discussed in Chapter 4 and the sensitivity study and modeling related to the
vertical electric field is discussed in Chapter 5.

2.5.2. SENSITIVITY COMPARISON OF 2D VERSUS 3D GEOMETRY

In this section, we briefly discuss the influence of additional cross-line source and re-
ceiver positions and analyze the effect of choosing a rather limited acquisition setup with
only (approximately) in-line source and receiver positions. The choice of in-line source
and receiver positions was initially chosen for validation and integration of “standard”
EM data with vertical E-field data from shallow boreholes. To that aim, two transmitter
locations and 15 surface receiver stations were chosen (see section 2.4 of basic layout).
We aim for a field setup to show the feasibility of vertical electric-field measurements and
repeatability. To avoid repetition of this discussion, details about 1D and 3D inversion
are not given in this chapter, but will be discussed in the following Chapter 3.

We will start by showing two subsurface models that have small resistive and con-
ductive bodies included into the reservoir layer to simulate a complex resistivity distri-
bution. Then we determine a sensitivity at reservoir depth due to our choices of source
and receiver positions. We will use our basic layout, as given in subsection 2.4. Either
we add two extra transmitter positions in the cross-line direction or receiver stations in
the cross-line direction. The results of each of these configurations on the sensitivity of
recognizing the small bodies in the reservoir layer will then be compared and evaluated.

Figure 2.9 shows 3D inversion results for the basic acquisition setup (used through-
out the thesis), a setup with additional source locations and a setup with an additional
perpendicular receiver line. Two scenarios are distinguished: two highly resistive bod-
ies of 1 km × 1 km separated by 500 m with ρv = 1000 Ωm; ρh = ρv /2 (Figure 2.9a) and
a complex model with two highly resistive blocks and two blocks more conductive than
the background reservoir and of different shapes with ρv,1 = 1000Ωm, ρv,2 = 100Ωm and
ρh = ρv /2 (Figure 2.9b). Figures 2.9c and 2.9d show the inversion results at a depth level
of 785 m. The boundaries of the objects after inversion, indicated by black dashed lines,
were in the following defined such that they coincide with a resistivity contrast of 10%
from the background resistivity. Anomalies with small separation are difficult to resolve.
The two blocks are too close to each other to obtain two separate resistivity maxima. The
complex scenario with four bodies might be detectable and can be partly resolved hori-
zontally and vertically. Both inversions terminate short of the actual resistivity values.

Two additional sources north and south of the receiver line are added in Figures 2.9e
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Figure 2.9: 3D inversion results of the models shown in (a) and (b) for the basic acquisition setup (c) and
(d); for a setup with additional source locations (e) and (f) and for a setup with an additional receiver line
perpendicular to the existing one (g) and (h). The black rectangles indicate the borders of the inserted bodies
and the black dashed lines indicate the borders of the inserted bodies after inversion. Receiver locations of the
basic setup not shown since they would mask the inversion results. For better visibility the ratio between the
inverted and the starting resistivity model is plotted.
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and 2.9f showing that especially for the four block scenario, each block may be resolved
separately. Additional receivers cross-line to the receiver line (Figures 2.9g and 2.9h)
hardly result in any resolution improvement apart from the two bodies that were placed
outside the receiver plane. Although two additional sources would help in resolving or
detecting the shape of the blocks, the main aim of the field surveys was evaluating the
use of Ez -field measurements via electrodes in shallow boreholes, and later the effects of
repeatability so the lack of resolution outside the receiver plane was not of main concern.
All in all, small and complex structures might be detectable, but not well resolvable in
size and amplitude.

To be able to resolve resistive or conductive structures around the reservoir depth,
the survey geometry has to be chosen such that the sensitivity to this depth range is
sufficiently high. We use the cumulative sensitivity and define it as a weighted `2-norm
resulting in a single sensitivity value for every model parameter:

C (mi ) =
( n∑

j=1
|Wd j

∂F j (m)

∂mi
|2

) 1
2

(2.1)

where n is the number of all data points j (counted over sources, source polarizations,

receivers and frequencies); F j (m) is the electromagnetic field at data point j ,
∂F j (m)
∂mi

is the

Fréchet derivative of the data with respect to the model parameter mi and Wd j = 1
F j (m)+ε

are data weights with j = 1, ...,n with ε being the absolute error floor: ε= 10−10 V/m. The
cumulative sensitivities are normalized by their maximum value; for more details the
reader is referred to Chapter 3.

Horizontal-sensitivity sections are depicted in Figure 2.10. The corresponding survey
geometry is indicated by the black lines (position of the sources) and black triangles (po-
sition of the receivers). In Figure 2.10a the logarithm of the normalized cumulative sensi-
tivity at a depth level of 685 m is plotted, showing a high-sensitivity region between both
transmitters and within an approximately 2-km wide corridor around the receiver loca-
tions, indicating that structures close to the receiver line should be resolvable. Adding
a receiver line perpendicular (Figure 2.10b) broadens the area where the survey geome-
try is sensitive to but does slightly decrease the sensitivity amplitude compared to Fig-
ure 2.10a. Additional sources, as shown in Figure 2.10c, lead to a broadening of the area
where the survey geometry is sensitive to while preserving sensitivity amplitudes.

As will be presented in Chapter 3, the sensitivity to the reservoir is high because of
its high overall resistivity. This demonstrates that the survey geometry is sensitive to
the reservoir layer and thus targets inside this layer may be detectable and resolvable. A
major aspect that influences the resolution is man-made EM noise. Data deteriorated by
EM noise will be discussed in detail in Chapter 3 by assessing the impact of field noise on
resolution using uncertainties estimated from real data. The 3D inversion performance
of the chosen acquisition design is evaluated by testing the ability to resolve small and
complex structures.

2.6. CONCLUSIONS
We showed that a sparse source receiver configuration consisting of a single receiver line
of 15 receivers with a length of about 6 km and two transmitters approximately in-line
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Figure 2.10: Depth section at reservoir level of normalized cumulative sensitivity for (a) line-survey geometry,
(b) geometry with added cross-line receivers and (c) geometry with two additional sources. Black lines indicate
the position of the sources and black triangles indicate the position of the receivers.
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with the receiver positions is sensitive to and may give a good prediction about the re-
sistivity distribution inside a reservoir within a corridor of roughly 2 km width around
the receiver plane. Therefore this setup was seen as suitable for validating and evalu-
ating the use of vertical electric-field measurements in shallow boreholes. This setup
further proves to resolve resistive and conductive features that may be introduced by in-
jection fluids. Whereas resistive bodies can be recognized and located by assuming good
knowledge of the background resistivity, their extent and resistivity cannot be resolved
accurately, especially for small bodies inside the reservoir. The bodies’ resistivities are
smeared over large volumes of lower than the actual resistivity. In order to better con-
strain the boundaries of 3D bodies, additional source positions perpendicular to the re-
ceiver line may give additional coverage resulting in improved resolution. Limitations in
survey geometry lead to a decrease in resolution away from the receiver line and stronger
smoothing of complex structures.
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3
3D INVERSION OF LAND-BASED

CSEM SURVEY

Controlled-source electromagnetic data is sensitive to the subsurface resistivity distribu-
tion, but 3D inversion results are ambiguous and in-depth interpretation is challeng-
ing. Resolution and sensitivity analysis as well as the influence of noise on resolution
have been used to quantify 3D inversion performance. Based on these numerical stud-
ies, a land-based controlled-source electromagnetic survey was designed and carried out
at the Schoonebeek oil field, the Netherlands. The acquired data were processed and sub-
sequently inverted for the resistivity distribution. Both 1D and 3D inversion of horizontal
electric-field data show the reservoir at the right depth, matching well-log data without
using a-priori knowledge about the actual reservoir depth. We used a 1D model with a
fine layering as starting model for 3D inversion. Synthetic data inversions and sensitivity
tests demonstrate that resistive or conductive bodies inside the reservoir zone may be well
detectable with our proposed limited acquisition geometry. Spatial variations in reservoir
resistivity are visible in the measured data and after inversion by assuming good knowl-
edge of the background resistivity distribution. Reservoir resistivity and size, however, have
to be interpreted with care considering the intrinsically low resolution of EM which is fur-
ther reduced by man-made EM noise.

This chapter has been published in Geophysics as Schaller, A.M., Streich, R., Drijkoningen, G.G., Ritter, O., Slob,
E.C., 2017, A land-based CSEM method for oil field exploration: An example from the Schoonebeek oil field:
Geophysics. 2017 Nov 13;83(2):1-71.
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3.1. INTRODUCTION
Since the first survey of an oil field offshore Angola using marine controlled-source elec-
tromagnetic (CSEM) sounding for determining the absence or presence of hydrocarbons
in a known reservoir (Ellingsrud et al., 2002), the CSEM method has gained a lot of inter-
est in the industry. The marine CSEM method is generally recognized to give additional
information and is especially applied for hydrocarbon exploration, primarily with the
objective to derisk drilling activities (e.g., Darnet et al., 2007; Constable, 2010; Fanavoll
et al., 2014). Whereas in marine CSEM surveys dense 2D profiles or complex 3D grids
with tens of transmitter tow lines and hundreds to thousands of receiver deployments is
feasible (Constable, 2010), such source and receiver coverage is very difficult to achieve
for terrestrial surveys because of various logistical constraints (access restrictions, ur-
banization, presence of infrastructure and noise sources) and typically limited equip-
ment availability. In addition, deploying sources of sufficient strengths is difficult. In
contrast to the marine case where the transmitter is situated in the most conductive area,
the sea water, land transmitters are usually situated on the earth’s surface and the source
electrodes are deployed in a medium much more resistive than sea water, which limits
achievable source current amplitudes. Further, more near-surface heterogeneities ex-
ist on land than at the sea floor and near-electrode heterogeneities can result in more
complex electric-field patterns.

Although electromagnetic methods were initially developed on land (Streich, 2016),
the mentioned problems and challenges of land EM make it difficult to replicate the
marine EM exploration success on land. To date, the seismic method is the principal
geophysical method that is routinely applied for hydrocarbon exploration on land. The
seismic wave-propagation method provides higher resolution than the diffusive CSEM
method. However, CSEM methods have the advantage to be sensitive to resistive objects
and to spatial variations in the resistivity. They provide generally higher resolution than
potential-field methods such as gravity (Li and Oldenburg, 1998; Dell’Aversana et al.,
2012). Large-scale EM surveys are not commonly carried out, but many wells exist with
resistivity logs. Gathering additional EM data would provide knowledge of the resistivity
distribution inside an oil or gas field, which is essential to evaluate its processes during
hydrocarbon production or steam injection.

Numerical feasibility studies on land exist (Wirianto et al., 2010) and show that sub-
surface responses are weaker compared to marine CSEM responses, and are more com-
plicated to interpret due to near-surface inhomogeneities. Up to now, only a few aca-
demic EM surveys, and a small number of industry surveys were conducted, which
can be considered technology trials rather than commercial surveys (e.g., Streich and
Becken, 2011; Grayver et al., 2014; Streich, 2016; Tietze et al., 2015). Grayver et al. (2014)
showed that for a land CSEM survey it is possible to get good 3D inversion results con-
sistent with regional geology. They deployed 39 five-component receivers along an 11
km long line centered at a CO2 injection site and 8 CSEM transmitters well-distributed
around the area. Several 3D inversion algorithms have been developed over the last
decade to reconstruct resistivity models from marine and land EM data (e.g., Plessix
and Mulder, 2008; Commer and Newman, 2008; Grayver et al., 2013; Oldenburg et al.,
2013; Schwarzbach and Haber, 2013; Zhdanov et al., 2014). A recent review of the latest
developments can be found in Newman (2014).
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In this work, we study the applicability of land CSEM for recovering the resistivity
distribution inside a hydrocarbon reservoir by 1D and 3D inversions. The underlying
mathematical theory of EM inversion is well established, but the practical application to
real data requires thorough analysis of uncertainties in the inversion result. Therefore,
we numerically investigate resolution capability in terms of the survey geometry, noise
distortion, reservoir depth and resistivity distribution inside the reservoir. We use a de-
terministic inversion approach, in which gradients derived from the forward-model pro-
cess are used to update a sequence of models. Receivers are either inverted separately or
together and their inversion results are compared. Based on the results of the analysis,
a target-oriented land CSEM acquisition field setup was designed for the Schoonebeek
region in the Netherlands where steam is injected into an oil-bearing reservoir at a depth
of ∼700 m for enhanced oil recovery. The obtained data were inverted for the resistivity
distribution inside the reservoir where the injected steam may lead to more complex re-
sistivity patterns close to the injector and producer wells. We show how a sparse source-
receiver configuration has the potential of resolving complex resistivity patterns inside
the reservoir zone. Further, we discuss to what extent small-scale variations of resistivity
can be detected.

3.2. INVERSION ALGORITHMS

3.2.1. 1D INVERSION
We try to find a model for which we can compute data that will best fit the measured
data. Finding this best fitting model requires iterative (forward) modeling where after
every iteration the model can be updated. This was done using a reflectivity forward
modeling code (Streich and Becken, 2011; Streich et al., 2011). To minimize the number
of iterations necessary to find the best fitting model we use a Gauss-Newton type method
to compute model updates based on an objective function that we seek to minimize. The
objective function is given by

f1D = ‖Wd(d−F (m))‖2 +µ‖Wm(∂z(m−m0))‖2 (3.1)

where the first term is the misfit of the model’s computed response F (m) to the data d
that are the real and imaginary parts of the measured electric-field data. The data vec-
tor d can contain data from multiple transmitters, receivers, and frequencies. The data
weights are defined as Wd = diag(wi ), where the weights wi are calculated by multiply-
ing error estimates with the absolute value of the data. They weigh the relative contri-
bution of each datum to the misfit. Data with large errors are down-weighted to limit
their influence, whereas data with small errors will have a larger impact on the total mis-
fit. The second term is a norm of the model roughness and is computed by applying
a differencing operator ∂z, a matrix of first derivatives with respect to depth, to the el-
ements of the model vector m, and m0 is a reference model, e.g. the starting model.
We use a bounded logarithmic transform of the conductivity σh,v to the model param-
eters (Grayver et al., 2013), where σh,v represents horizontal and vertical conductivity.
For the logarithmic transform, upper and lower conductivity bounds of 10−4 S/m (10000
Ωm) and 1.5 S/m (2/3 Ωm) were used. The variable Wm is a diagonal weighting ma-
trix that weighs the model variations and can consist of different measures of the model
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norm (Farquharson and Oldenburg, 1998); µ is a regularization parameter that weighs
the data- and model-dependent terms of the objective function and contains a reduction
exponent that gradually decreases the regularization ("cooling") at each iteration (Haber
et al., 2000). The regularization parameter at iteration n is computed as µ= µi

(n+1)p where
the regularization parameter µi weighs the data- and model-dependent terms and p is
a parameter that defines by how much the influence of regularization is reduced at each
iteration. For the modeling study, a simple least-squares weighting of the model varia-
tions, µi = 0.05 and p = 1.67 were used. By minimizing the first order derivative of the
conductivity depth profile in addition to minimizing the data misfit, the regularization
seeks to generate a smooth model. Although there is no physical argument in using a
smoothing constraint, smooth models are less likely to result in over-interpretation of
the data since they will not contain small-scale features that are poorly constrained by
the data. Our algorithm is similar to Occam inversion (Constable et al., 1987; deGroot
Hedlin and Constable, 1990; Key, 2009), but does not include a search for the optimum
regularization parameter. We found that in most cases field data cannot be fit to within
a prescribed error level and searching for an adequate regularization parameter would
return very small values of the objective function, leading to instable models. The al-
gorithm is stable and rapidly convergent: a smoothed version of the true structure is
typically recovered in 12-16 iterations.

The misfit xr ms is defined as the global root mean square error (rms):

xr ms = 1

n

√
n∑

i=1
Wdi [di −Fi (m)]2 (3.2)

where n is the number of data points. The inversion is terminated if the target rms is
reached, or if either the objective function or the rms cannot be reduced during several
subsequent iterations.

3.2.2. 3D INVERSION
The forward modeling algorithm used in the 3D inversion code consists of solving the
second order partial differential equations (Mulder, 2006; Plessix et al., 2007):

iωµ0σ̄E−∇×∇×E =−iωµ0Js (3.3)

where E(ω,x) represents the electric-field components as a function of angular fre-
quency ω and position x, the complex conductivity σ̄ = σ− iωε includes conductivity
σ(x) and electric permittivity ε, andµ0 is the magnetic permeability; µ and ε are assumed
to be constant at their free-space values. We do not consider frequency-dependent
conductivity variations; induced polarization effects are irrelevant for the fairly resis-
tive geological settings studied here. The current source is Js(ω,x). Equation 3.3 is dis-
cretized using a finite volume-type discretization scheme resulting in a linear system of
the form AE = F, where A is the discretized Maxwell operator, E represents the vector
of the electric-field components on the discretized model, and F is the source vector. A
conjugate-gradient iterative scheme, the BiCGStab2 scheme, preconditioned by a multi-
grid solver (Mulder, 2006) is employed to solve the large and sparse, but symmetric and
non-Hermitian matrix A. For multifrequency, multisource CSEM modeling, the code is
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parallelized over sources and frequencies. For further details about the forward model-
ing engine, the reader is referred to Plessix et al. (2007).

The inverse problem seeks to find a conductivity model that minimizes the weighted
least-squares functional

f3D = 1

2
‖Wd(d−F (m))‖2 +R. (3.4)

F (m) is obtained by solving Equation 3.3 and d contains the electric-field data. To
balance the update of the shallow and deeper parts, a model weighting scheme that
mainly depends on depth, is employed (Plessix and Mulder, 2008). We invert for the
logarithm of the conductivity and impose upper and lower hard conductivity bounds.
The data weights Wd are computed from the data amplitudes and noise. R is a regu-
larization term given by R = ∑

αn(|m−m0|2), where n are the spatial directions and αn

are positive numbers that are calibrated such that the magnitude of the regularization
term remains a small fraction of the total objective function value throughout the in-
version. The objective function is then solved by employing a quasi-Newton method,
the limited-memory BFGS method (Byrd et al., 1995) and a box average filter is applied
to the gradient of the objective function in order to smoothen spatially rapid variations
and geometry imprints arising from sparse source and receiver spacing or fine model
discretization. For computational efficiency, we terminated all inversions after a maxi-
mum of 25 iterations, when in most cases convergence had slowed down and we were
not expecting further significant model updates and misfit reductions.

In the following, vertical transverse isotropic (VTI) inversions were carried out for
both 1D and 3D inversion using horizontal electric-field components Ex and Ey under
the assumption that horizontal and vertical resistivities are different. If not mentioned
explicitly, we focus on the vertical and do not show the horizontal resistivity, since the
inversion is more sensitive to the vertical resistivity inside the resistive reservoirs of in-
terest.

3.3. SYNTHETIC 3D RESOLUTION TESTS

3.3.1. RESOLUTION AND SENSITIVITY ANALYSIS
The Schoonebeek reservoir layer is located at about 700 - 800 m depth and its structure is
well known from well logs, 3D seismic data and production data. We found from forward
modeling tests that strongest reservoir responses should be obtained, while maintaining
acceptable signal amplitudes, at source-receiver offsets between approximately 3 and 5
km.

The detailed numerical resolution and sensitivity analysis were carried out based on
known properties of the Schoonebeek oil field in The Netherlands with the objective
of obtaining high resolution towards a resistive reservoir target zone. Resolution is the
measure for the distance that two separated objects should have, to be identified as two
objects and not as one single object. Thus, two objects can be resolved when their sep-
aration is larger than the minimum separation distance and their contrast to the back-
ground is higher than a predefined value. An object is detectable when amplitude differ-
ences of data with and without this object are sufficiently large and the phase differences
are above the detection limit. An object can therefore be detectable but not resolvable.
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Figure 3.1: Source and receiver positions used for synthetic studies and field example.

We modeled a range of complex structures inside the Schoonebeek reservoir target
zone to understand (i) the minimum size of a feature that is still detectable taking into
account a specific acquisition geometry limited by various logistical constraints, and (ii)
resolution limits and the capability to recover resistivity values.

To minimize impact and cost of the survey, we aim for a sparse field setup with few
source locations and a small number of receivers. Synthetic sources and receivers were
placed at positions where actual field deployment is possible such that the survey cov-
ers one of the locations where steam is being injected into the reservoir (Figure 3.1).
The source available for our survey was a transmitter that feeds currents with a fixed
phase relationship into three grounded electrodes. The overall source polarization can
be adjusted by simply applying a constant phase shift to the three source currents (see
Appendix A). We refer to this phase shift as the source polarization angle. Notice that the
actual spatial orientation of the source polarization is determined by the combination of
source geometry and the polarization angle applied. For the following synthetic calcula-
tions, if not mentioned otherwise, we modeled data for two transmitter positions and 15
receivers using source polarization angles of –30°, 30° and 270°. For forward modeling
tests and as a background model for our 3D studies, we use a 1D background resistiv-
ity model that was obtained by taking the shallow subsurface resistivity information for
the top 150 m from regional well-log data and resistivity at greater depths from 1D real-
data CSEM inversion results of the Schoonebeek region (Figure 3.2). We tried a range
of other starting models, but they gave poor convergence of the 3D inversion for field
data and thus we limit our study to the mentioned background model. In Figure 3.3,
we display examples of data d1 calculated for the model shown in Figure 3.2, and data
d2 for a model containing a resistive block, consistent with well-log resistivities of oil-
saturated parts of the reservoir, at depths of 785 - 800 m. The obtained electric-field am-
plitudes and phases for both models are shown in Figures 3.3a-3.3d for 12 frequency val-
ues per receiver. The normalized amplitudes of the differences calculated as |d2−d1

d1
×100|

are plotted in Figures 3.3e and 3.3f and their phase differences in degrees calculated as
|ar g (d2)|− |ar g (d1)| are plotted in Figure 3.3g and 3.3h. For increasing offsets the sen-
sitivity towards the resistive body inside the reservoir increases, whereas overall ampli-
tudes decrease by about two orders of magnitude. Further, the largest differences oc-
cur at frequencies of about 1 Hz for the electric-field component Ey . Even though the
largest differences occur near the minima of the electric field, the signal-to-noise ratio
for a typical noise-floor estimate of 10−10 V/m (Tietze et al., 2015), is still well above 1.
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Figure 3.2: The 1D horizontal and vertical resistivity profile obtained from 1D CSEM inversion results of the
Schoonebeek region and well log data, and used as background model for 3D synthetic inversions.
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Figure 3.3: Electric-field data for transmitter 1 and for receiver position R1, R5, R10 and R15 with a source
polarization angle of 30°. Electric-field amplitudes for (a) the N-S component Ex and (b) the E-W component
Ey for the model shown in Figure 3.2 in blue and for the same Schoonebeek model with a block of dimensions
5000 m × 2000 m × 18 m and a horizontal and vertical resistivity of 200 and 333Ωm, respectively, added inside
the reservoir in red; (c) and (d) show the phase behavior; (e) and (f) show the amplitude of the difference
between the model with and without resistive body in %; (g) and (h) show the difference in phase.
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Figure 3.4: (a) Depth slice at reservoir level (785 m) of the normalized cumulative sensitivity to vertical resis-
tivity. (b) Depth section of normalized cumulative sensitivity at y = 4 km. Black lines indicate the positions of
the sources and black triangles indicate positions of the receivers. As reference, the 1D horizontal and vertical
resistivity profile of Figure 3.2 is plotted on the left.

Assuming a threshold of ∼2° for a detectable phase difference and a threshold of ∼5% for
a detectable amplitude difference then the modeled differences in the N-S component
Ex are too small to be detectable. Differences in the E-W component Ey are sufficient
for frequencies between 0.1 and 1 Hz and for source-receiver offsets larger than about
3.5 km. These results are important when considering appropriate survey geometry and
frequency layout for real data collection.

To be able to resolve resistive or conductive structures at reservoir depth, the survey
geometry has to be chosen such that the sensitivity to this depth range is sufficiently
high. We first calculated the cumulative sensitivity as a weighted `2-norm resulting in a
single sensitivity value for each model parameter that includes sensitivities with respect
to all data values:

C (mi ) =
( n∑

j=1
|Wd j

∂F j (m)

∂mi
|2

) 1
2

(3.5)

where n is the number of data points counted over sources, source polarizations, re-

ceivers, and frequencies, F j (m) is the electromagnetic field at data point j ,
∂F j (m)
∂mi

is the

Fréchet derivative of the data with respect to the model parameter mi and Wd j = 1
F j (m)+ε

are data weights with j = 1, ...,n and the absolute error floor is ε= 10−10 V/m. The cumu-
lative sensitivities are normalized by their maximum value.

Horizontal and vertical sensitivity sections for the 1D resistivity profile from Fig-
ure 3.2 and the survey geometry from Figure 3.1 are depicted in Figure 3.4. In Figure 3.4a
the logarithm of the normalized cumulative sensitivity to vertical resistivity at a depth
level of 785 m is plotted, showing a high-sensitivity region between both transmitters
and within an approximately 2-km wide corridor around the receiver locations, indicat-
ing that structures close to the receiver line should be detectable. Figure 3.4b shows the
logarithm of normalized cumulative sensitivity in a vertical plane along the receiver line
computed for the same conductivity model and survey geometry. Sensitivity is highest
around the target depth of about 750 m. The sensitivity to the reservoir is high because
of its high overall resistivity.
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Figure 3.5: Inversion results after 25 iterations using the starting model shown in Figure 3.2 as the background
model. (a) One-block scenario, (b) two-block scenario and (c),(d) corresponding inversion results. Depth
slices at reservoir depth of 785 m are shown in (a)-(d) whereas (e) and (f) show the depth section around the
reservoir. The black triangles are the receiver positions and the black circles highlight the transmitter locations
projected onto the depth slice. The black rectangles indicate the borders of the inserted bodies and the black
dashed lines indicate the borders of the inserted bodies after inversion. Note that a linear scale for resistivity
was applied.
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3D inversion solutions, especially for surveys with limited amounts of data and a
sparse source receiver configuration, are highly non-unique. Every solution depends
on the regularization and inversion parameters chosen. In order to test data distribu-
tion and the inversion algorithm for the ability to recover a known structure by using a
limited survey geometry, we inverted two synthetic data sets created from two different
model scenarios. Resistive and conductive bodies with certain dimensions were inserted
into the reservoir layer to simulate a possible scenario of local resistivity variation due to
steam injection. Again the 1D resistivity profile shown in Figure 3.2 was used as a back-
ground model. In the first scenario, one large block with dimensions of 5000 m × 2000 m
× 18 m and horizontal and vertical resistivities ρh = 200 and ρv = 333 Ωm, respectively,
was inserted into the reservoir (Figure 3.5a). In the second scenario, we inserted two
somewhat smaller blocks, horizontally separated by 1 km. The block dimensions and re-
sistivities were 2500 m × 2000 m × 18 m; ρh = 200Ωm, ρv = 333Ωm and 1500 m × 2000 m
× 18 m; ρh = 20Ωm, ρv = 33Ωm (Figure 3.5b). We computed data for these two models
with the source and receiver geometry shown in Figure 3.1. The inversion domain con-
tains 201×208×142 cells with lateral dimensions of 100× 100 m and variable thicknesses,
while automatic frequency-dependent regridding (Plessix et al., 2007) is used to reduce
the computational cost for forward modeling and gradient calculations. One inversion
run requires approximately 40 GB of memory and takes about 24 h to complete the 25
iterations on an Intel Xeon 12-core 2.6 GHz cpu. Assuming that we have good knowledge
about the background resistivity, we start the 3D inversion from the 1D model result of
Figure 3.2. Figure 3.5c and 3.5d show depth slices inside the reservoir at 785 m depth for
an inversion result after 25 iterations for the single-block and double-block model sce-
narios. The boundaries of the objects after inversion, indicated by black dashed lines,
were in the following defined such that they coincide with a resistivity change of 10%
from the background resistivity. Both inversions (Figures 3.5c-3.5f) detect the bodies
and can resolve the bodies in resistivity and location although the vertical and lateral
extent of the bodies are slightly larger than their true extent. The vertical resolution for
both modeled scenarios is high (Figure 3.5e and 3.5f). Most likely, the high resistivity of
the background model and associated high sensitivity at the reservoir depth has helped
focusing the images. The acquisition design is thus capable of resolving large conductive
and resistive structures at the reservoir depth.

To further evaluate the 3D inversion performance of the acquisition design, we tested
the ability to resolve small and complex structures (Figure 3.6). Two scenarios are dis-
cussed: two highly resistive bodies of 1 km × 1 km separated by 500 m with ρv = 1000
Ωm; ρh = ρv /2 (Figure 3.6a) and a complex model with two highly resistive blocks and
two blocks more conductive than the background reservoir and of different shapes with
ρv,1 = 1000 Ωm, ρv,2 = 100 Ωm and ρh = ρv /2 (Figure 3.6b). Figures 3.6c and 3.6d show
the inversion results at a depth of 785 m and Figures 3.6e and 3.6f show the inversion
results for a vertical section in the depth range of the reservoir layer. Whereas Figure 3.5
shows absolute resistivities, Figure 3.6 focuses on model updates. The anomalies with
small separation are difficult to resolve. This is illustrated by the resistivity profile along
the black line in Figure 3.6c and by the dashed black line indicating the border of the re-
solved body with a resistivity increase of at least 10%. The two blocks are too close to each
other to obtain two separate resistivity maxima. The complex scenario with four bodies
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Figure 3.6: 3D inversion results of the models shown in (a) and (b). (c) and (d) show depth slices at reservoir
depth of 785 m and (e) and (f) show the depth section around the reservoir. The solid black lines in (c) and (d)
show the vertical cross-section plotted in (e) and (f) and the solid black lines in (e) and (f) show the depth level
of the depth slices plotted in (c) and (d). The black rectangles indicate the borders of the inserted bodies and
the black dashed lines indicate the borders of the inserted bodies after inversion.
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can hardly be resolved horizontally and vertically assuming that amplitude differences
lower than 10% are considered not to be detectable. Both inversions terminate before
reaching the true resistivity values. Additional receivers perpendicular to the receiver
line and two additional sources north and south of the receiver line were tested, but
adding receivers hardly improved resolution. Two additional sources, however, resulted
in improved resolution for those bodies placed outside the receiver plane. Unfortunately,
it is logistically impossible to add such sources in the field survey area. But since our pri-
mary interest is to resolve structures close to and underneath the receiver line, where we
have resolution, the lack of resolution further away from the receiver plane is not of big
concern.

3.3.2. CHOICE OF SOURCE POLARIZATION

To study the influence of source polarization on the quality of the inversion result, we
analyzed synthetic data for single polarizations. Figure 3.7 displays 3D inversion results
of three different polarizations of 30°, –30° and 270° using data for transmitter 1, not con-
sidering transmitter 2. The dashed black lines indicate the borders of the resistive block
after inversion. Only for a polarization of 270°, the resistivity and location of the resis-
tive body are recovered accurately (the easternmost part cannot be recovered because
of poor coverage), whereas its shape and amplitude are distorted when using source po-
larizations of 30° or –30°. To achieve better resolution, a range of several different source
polarizations can be used and inverted together (Figure 3.7d) as dependent polarizations
in the data may deteriorate inversion results (Grayver et al., 2014).

3.3.3. INFLUENCE OF NOISE ON 3D INVERSION

A major aspect that influences the resolution is man-made EM noise. To assess the
impact of field noise on resolution, uncertainties estimated from real data were used
on synthetic data by applying weights to the data during the 3D inversion based on
uncertainty information. An example of synthetic data with assigned uncertainties is
shown in Figure 3.8, and inversion results are displayed in Figure 3.9. During inversion,
data points with low signal-to-noise ratios are down-weighted, whereas data points with
high signal-to-noise ratio are up-weighted to avoid significant model updates in regions
where data misfits are high due to poor data quality. Estimated signal-to-noise ratios
of the real data were up to 65 dB. Data points for which the real data had estimated er-
rors larger than 10% (i.e. a signal-to-noise ratio less than 20 dB) were neglected. These
synthetic inversion results can be compared with the results obtained from noise-free
synthetic data (Figures 3.6c and 3.6d), where the data weights were computed based on
data amplitude only, not considering uncertainty information. The objective functions
were reduced to ∼3% (Figure 3.9a) and ∼4% (Figure 3.9b) of their initial values for both
the noise-free and the noisy scenarios. Using realistic data uncertainties results in simi-
lar misfits but the shapes of the resolved bodies differ slightly and the obtained resistivity
updates for both scenarios are by ∼3% less when compared to the noise-free scenarios.
The rms values (Figure 3.9e) are low, since we have used error estimates from field data,
whereas our synthetic observed data are noise-free and thus have lower error levels than
the field data. Internal rescaling in our inversion makes absolute error levels practically
insignificant. However, by using these error estimates we modify relative weights of the
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(d) All polarizations combined
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Figure 3.7: Dependence of the 3D inversion result on source polarization. Three different source polarizations
are shown (see Appendix A): (a) 30°, (b) –30°, (c) 270° and (d) all source polarizations combined. The syn-
thetic 1-block model from Fig 3.5a was used for this study. The gray arrows indicate the approximate dipole
orientation of the source signal.

data (down-weight low-quality, up-weight high-quality data points). These tests demon-
strate that this slightly reduces the detectability of target structures.
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Figure 3.8: Example of synthetic data with error estimates from field data assigned. Data are for the two-block
model from Figure 3.6a, transmitter 1 with polarization 270°, and receiver 11 (see Figure 3.1).

3.3.4. SUMMARY
We have shown that CSEM data from a survey consisting of a single receiver line of 15
receivers with a length of about 6 km and two transmitters approximately in-line with
the receiver positions, is sensitive to and capable of resolving a resistivity distribution
inside a reservoir within a roughly 2 km wide corridor around the receiver plane. This
setup further allows resolving resistive and conductive features introduced by injected
fluids. Whereas resistive bodies can be recognized and located if the background resis-
tivity distribution is well known beforehand, their spatial dimensions and absolute resis-
tivity cannot be resolved accurately, especially for small bodies inside the reservoir. The
bodies are smeared out by the inversion and the obtained resistivities are lower than the
true values. The survey geometry used caused some decrease in resolution away from
the receiver line and stronger smoothing of complex structures. Additional sources at
positions perpendicular to the receiver line would have resulted in improved resolution
of the 3D bodies. For the 3D inversion, a 1D starting model resembling the true resistivtiy
structure is advantageous. Such a background model can be derived from 1D inversion
results, well-log and geologic information.
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Figure 3.9: Influence of data uncertainties on inversion result. Data uncertainties obtained during processing
are used as noise estimates. Inversion results for the model of Fig. 3.6a are shown in (a) and (c) and inversion
results for the model of Fig. 3.6b are shown in (b) and (d). (a) and (b) show depth slices at reservoir depth of
785 m and (c) and (d) show the depth section around the reservoir. (e) shows the rms data misfits achieved.
The noise-free scenarios are depicted in Figs. 3.6c-3.6f, respectively.
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Figure 3.10: Location of field survey and detailed survey layout. Two transmitters are located west and east of
the receiver line, respectively.

3.4. FIELD EXAMPLE AT SCHOONEBEEK
The actual CSEM field survey experiment was carried out at the Schoonebeek oil field in
the Netherlands in 2014 with focus on an area where steam is injected into a reservoir
for enhanced oil recovery (Michou et al., 2013). The reservoir, which underwent major
changes due to 50 year production history (Rondeel et al., 1996), is located at a depth of
about 700 m near the center of the receiver line and deepens to more than 800 m towards
both transmitter locations. Source and receiver locations, as discussed in the modeling
studies above, were used.

3.4.1. SURVEY DESIGN

Given the limited accessibility (i.e., border to Germany in the south and town of
Schoonebeek in the north) and economic considerations, our acquisition setup was lim-
ited to two sources at each end of the receiver line. Our modeling study showed that by
adding more receivers perpendicular to the receiver array did not improve the resolu-
tion. Figure 3.10 shows the geometry of the CSEM survey. There are 15 receivers at the
surface spaced by roughly 0.5 km, with a denser spacing of 0.2 km towards the central
part of the line. At 11 stations, only the horizontal electric-field components Ex (NS-
oriented) and Ey (EW-oriented) were measured. At four stations, the three magnetic-
field components were measured by deploying induction coils in all three spacial di-
rections. The recording system used was the short-period automatic magnetotelluric
(S.P.A.M. Mk. IV) data acquisition instrument developed by the German Research Centre
for Geosciences (GFZ; Klose et al., 2011). The CSEM source is a horizontal electric dipole
source that generates horizontal and vertical current flow in the subsurface. It has the
ability to generate multiple current polarizations without physically moving the source,
as explained above and in Appendix A. Both transmitter locations east and west of the
receivers were chosen such that the transmitter cables could be laid out along vehicle-
accessible tracks in approximately T-shaped geometries resulting in approximately uni-
form azimuthal distribution of the CSEM source fields. To acquire useful CSEM data
with sufficiently high signal-to-noise ratio, we transmitted square-wave signals at differ-
ent base frequencies. We transmitted periods of 16, 8, 4, 2, 0.5 s to sample the entire
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Figure 3.11: Response functions for component T Ex
1,2 and for transmitter location 1 for all 15 receiver stations

as a function of distance from source center and frequency.

frequency band that gives us information on the reservoir. At each position the source
transmitted currents with amplitudes up to ∼38 A at 560 V for 15-20 hours. We gener-
ated different source polarizations (–30°, 30°, 90°, and 270°) at Schoonebeek by adjusting
the angle φ in equation 3.6. For more details about the source properties the reader is
referred to Streich et al. (2013).

In the following, we only show electric-field data although we used magnetic-field
data for quality control.

3.4.2. DATA PROCESSING
The data were processed in order to obtain response functions between the source and
receivers. Some preprocessing was applied to improve signal-to-noise ratios. First, a
notch filter was applied to remove the 50 Hz signal and associated harmonics, followed
by a high-pass filter to remove signals at frequencies lower than the primary source
frequency. All time-domain receiver and transmitter data are processed using identi-
cal filter parameters. Subsequently, the data were split into short time windows, and
transformed to and stacked in the frequency domain to effectively remove time-variable
noise. In calculating response functions, data from different source periods and polar-
izations were combined. The calculation effectively deconvolved the source currents,
while not accounting for the source geometry or length of source wires. Bivariate re-
sponse functions were obtained by choosing two of the three measured source cur-
rents fed into the three source electrodes (the third one is linearly dependent, yet the
choice of currents may influence response function quality due to noise characteristics
of the data) according to Equation 3.9. To reduce the influence of noise, we use a ro-
bust processing scheme, a technique routinely used for magnetotelluric (MT) process-
ing (e.g., Egbert and Booker, 1986; Chave and Thomson, 1989; Ritter et al., 1998; Streich
et al., 2013). Obtained uncertainty estimates are used for automated data preselection
and weighting during inversion. In addition, data with errors higher than 10% of the
amplitudes were neglected. A more detailed description can be found in Appendix B.

Response functions for transmitter location 1 and for Ex and Ey are plotted in Fig-
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Figure 3.12: Response functions for component T
Ey
2,3 and for transmitter location 1 for all 15 receiver stations

as a function of distance from source center and frequency.

ures 3.11 and 3.12. Figure 3.11 shows the response functions T Ex
1,2 , which is the horizontal

electric-field component Ex , deconvolved from the source waveform, for the source po-
larized such that currents only flow through source electrodes 1 and 2 while the current

on electrode 3 is zero. Figure 3.12 shows the response functions T
Ey

2,3 for Ey and the source
polarized such that only currents I2 and I3 flow through source electrodes 2 and 3 while
the current I1 on electrode 1 is zero.

The amplitude and phase changes of the response functions T Ex
1,2 (Figure 3.11) and

T
Ey

2,3 (Figure 3.12) are smooth over the frequency spectrum of 1/16 to 100 Hz as well as
between neighboring stations; this is to be expected from the diffusive nature of EM
fields. Further, amplitudes decay with distance from the source. The closest receiver,
station R1 in Figure 3.11, however, shows much higher amplitudes and different phase
characteristics on the Ex component. These data, strongly influenced by near-source
effects, could not be fitted by the inversion.

Low signal-to-noise ratios are a strong limitation to the measurements at Schoone-
beek due to abundant EM noise sources. Attempts at quantifying ambient noise levels
were made prior to the first CSEM survey. Noise levels were found to be strongly time-
variant (e.g., related to activities on nearby drill pads). Specific noise sources were iden-
tified as being nearby production sites, a pipeline running approximately N-S between
receivers R6 and R7 and common urban infrastructure. Station R5 suffered from anoma-
lous responses, strongly different from those recorded at the neighboring stations, pos-
sibly related to a nearby dairy factory or a well casing located less than 100 m from the
receiver. Station R15 suffered from strong noise, likely related to very nearby produc-
tion facilities. As we did not succeed in removing this noise, stations R1, R5 and R15
would prevent the inversions of the entire data set from progressing and thus could not
be considered. Numerous well steel-casings present in the survey area are very likely to
influence the measurements but are difficult to quantify numerically and are therefore
not considered at this time.
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Figure 3.13: 1D inversion results using (a) a coarse depth spacing with 83 layers of increasing thickness with
depth, (b) the same depth intervals but freeing the regularization constraint at expected reservoir depth of 780
m and (c) fine layering of 2 m around reservoir depth.

3.4.3. 1D INVERSION

We first invert our data (see Figure 3.11 and 3.12) for the resistivity distribution assuming
a horizontally layered earth. The aim of the 1D inversion is to obtain a plausible starting
model for a 3D inversion. Both single-receiver and multi-receiver inversions with joint
sources were carried out for our two-component receivers. For a single-receiver inver-
sion, the inversion was carried out separately for every source-receiver pair. Transmitted
signals with different polarizations but the same source location are inverted together.
For multi-receiver inversions the entire data set is inverted jointly resulting in one aver-
age resistivity model of the subsurface. The number of layers was set to 83 where layer
thicknesses were allowed to vary with depth. To resolve the thin reservoir and its known
high resistivity compared to its surroundings, layer thicknesses around reservoir level
were set to 2 m. Resistivity anisotropy (ρv /ρh) was constrained towards a ratio of 1.2,
based on geological information and inversion parameter testing. A regularization pa-
rameter µi = 1.2 and pc = 1.67 and resistivity bounds of 2/3 Ωm and 10000 Ωm were
used, and frequencies above 10 Hz were neglected for the following 1D inversions (see
theory section on 1D inversion). We use 12 iterations to obtain our final inversion result.

The horizontal electric-field data were inverted for the anisotropic resistivity distri-
bution using either a homogeneous half-space starting model or a starting model with
a more complex near-surface resistivity distribution derived from recent well-log data.
Figure 3.13 shows three different inversion results obtained by changing the layer thick-
nesses in the starting model and by relaxing the regularization constraint at reservoir
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depth. Other inversion parameters were kept untouched. We obtain a smooth resistiv-
ity model with high vertical resistivity inside the reservoir (Figure 3.13a). Sensitivity to
the horizontal resisitivity in the reservoir is low and thus may explain why the inversion
returns fairly low horizontal resisitivity values. The reservoir is smoothed out to a ver-
tical extent of about 200 m, much thicker than the expected extent of ∼20 m. Since we
are interested in deriving a suitable and realistic 1D model as input for 3D inversion,
we need to constrain our inversion to obtain a model closer to the real structure. One
way of doing so is to use depth constraints imposed by seismic structure to regularize
the CSEM inversion (Brown et al., 2012). This can be done by removing the regulariza-
tion constraint (roughness penalty) at the expected depth of the reservoir (Myer et al.,
2012). Figure 3.13b shows a resistivity model obtained after removing the smoothness
constraint at the top of the reservoir at ∼780 m. We obtain a reservoir with similar max-
imum vertical resistivity as before, but exhibiting a sharp boundary at the depth level
where regularization was removed. At the bottom of the reservoir, a sharp contrast could
be introduced in the same way. However, we prefer the inversion to be less constrained
by a fixed depth level and sharp contrasts in the model may cause artifacts in subsequent
3D inversion. Therefore, we introduce a fine layering of 2 m around the expected reser-
voir level (700 - 900 m), while keeping increasing layer thickness with depth elsewhere.
Figure 3.13c shows that the vertical extent of the reservoir is much smaller now than for
the previous models. In addition, the vertical resistivity of about 280Ωm is much closer
to values suggested by resistivity logs. The final rms errors for all three models are given
in the figures and are similar to each other.

Independent of the regularization and the chosen constraints, the transverse resis-
tance, i.e. the integral of resistivity times layer thickness over the reservoir interval,
should be better defined than resistivity and layer thickness individually, and should
be similar for all inversion models (Constable and Weiss, 2006; Key, 2012). We obtain
the following values for the vertical transverse resistance of the reservoir: 6200 Ωm2 for
the smooth model from Figure 3.13a, integrating over a depth range from 800 m to 1050
m, 5600 Ωm2 for the model in Figure 3.13b (integration range 750 to 950 m), and 5400
Ωm2 for the model in Figure 3.13c (integration range 750 to 900 m). The transverse resis-
tance values are fairly similar but not identical. These results illustrate the ambiguity of
the inversion together with the conclusions of Salako et al. (2015) that the best resolved
parameter in CSEM is an estimate of bulk electrical resistivity for the reservoir.

Since we have near-surface resistivity values from a shallow well log acquired prior to
the CSEM survey near receiver R7 (see Figure 3.1), we also tested fixing the near-surface
and only allowing updates for the deeper layers. The resulting resistivity profile is de-
picted in Figure 3.14a. Comparing this model to a synthetic model obtained solely from
well-log information (see Figure 3.14b) we find that the reservoir is located at similar
depths, and the resistivity variations above the reservoir follow a similar trend. Layers
below the reservoir are not resolvable by our inversion due to limited penetration depth
and the resistive nature of the reservoir and thus are not interpreted.

To obtain the final model to be used for our 3D inversion, response functions from
both sources and all receivers were inverted jointly. Misfits between synthetic and real
data, as defined in equation 3.2 but without summing over frequency and space, are
shown in Figure 3.15. It can be seen that the misfits improve over the entire frequency
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Figure 3.14: (a) 1D subsurface resistivity profile with fixed near-surface layers and (b) comparison of 1D subsur-
face resistivity profile with and without fixed near-surface layers to 1D subsurface resistivity profile obtained
from well-log data. For better visibility the resistivity is plotted in logarithmic scale.

spectrum for both horizontal electric-field components. Receiver R1, R5 and R15 are not
plotted here, since they were not used in the inversion (see discussion of these receivers
above).

So far we have treated the geology of the Schoonebeek area as being horizontally lay-
ered. Figure 3.16 highlights the depth of the base of the Bentheim sandstone at Schoone-
beek, in which the reservoir is located. The horizon was picked from seismic images and
clearly indicates complex fault structures and a dipping reservoir. The reservoir depth
is shallower than 700 m in the center of our profile and increases to more than 800 m
at the sides. Therefore, inverting each receiver separately may reveal a higher resolution
per receiver position. In Figure 3.17 each receiver was inverted separately for transmit-
ter location 1. The inversion indicates slightly increasing reservoir depths away from the
center of the profile, which is in agreement with the regional geology (see Figure 3.16).
Because the resistive reservoir extends far beyond the acquisition layout and data from
a source-receiver pair are mainly affected by the structures in between, anomalies from
the reservoir get stronger with increasing source-receiver distance as more of the anoma-
lously resistive body enters the volume being sampled (Myer et al., 2012). This may ex-
plain that the reservoir resistivities seen by receivers R2 and R4 closest to the source are
lower than those of the other receivers (Figure 3.17).

As a final 1D inversion test, we investigate the dependency of inversion results on
source polarization. Response functions computed directly by applying Eq. 3.9, assum-
ing zero transmitter current on one source electrode, correspond to polarizations of 30,
90, 150, 210, 270 and 330°. Inversions shown in Figures 3.13, 3.14 and 3.17 used three



3.4. FIELD EXAMPLE AT SCHOONEBEEK

3

49

(a) Starting 1D models: Ex

Fr
eq

ue
nc

y 
[H

z]

Offset [km]
dB0 1 2 3 4 5 6 7

0.1

0.5

1

2

5

10

−20

−15

−10

−5

0

(b) Starting 1D models: Ey

Fr
eq

ue
nc

y 
[H

z]
Offset [km]

dB0.1

0.5

1

2

5

10

−20

−15

−10

−5

0

0 1 2 3 4 5 6 7

(c) Final 1D models: Ex

Fr
eq

ue
nc

y 
[H

z]

Offset [km]
dB0.1

0.5

1

2

5

10

−20

−15

−10

−5

0

0 1 2 3 4 5 6 7
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Figure 3.15: Data misfits for transmitter 1 before (a) and after (c) inversion for Ex for source polarization 30°
and misfits before (b) and after (d) inversion for Ey for source polarization 270°.
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Figure 3.16: Depth of base of Bentheim sandstone. Black triangles and lines indicate the survey geometry.
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Figure 3.17: 1D inversion results for transmitter location 1, inverting each receiver separately. For reference,
the black line indicates the depth of the base of Bentheim sandstone as shown in Figure 3.16.
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Figure 3.18: Dependence of the 1D inversion result on source polarization for the horizontal electric-field
components Ex and Ey and for transmitter location 1 using all receiver stations. Start and final rms errors are
given for each polarization.
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of these polarizations simultaneously (30, 330(–30) and 270°, corresponding to T1,2, T1,3

and T2,3 according to Eq. 3.9). Data for other source polarizations can be generated by
numeric source rotation (Streich et al., 2013). Figure 3.18 shows inversion results for 18
different source polarizations, inverting for a single polarization at a time. This shows
that the ’native’ polarizations of 30, 90 and 150° provide poorer images of the reservoir
than many of the other polarizations tested. The quality of inversion results may thus be
enhanced by choosing a different set of polarizations. Start and final rms errors give a
further indication about the quality of inversion results. For most of the 18 polarizations,
lowest errors correspond with polarizations where reservoir is best resolved. For further
inversions, we use polarizations of 30, -30 and 270°.

For the 1D inversion, we can conclude that the reservoir can be clearly resolved.
Modifying the roughness constraint to allow for jumps in resistivity or introducing
small layering around the reservoir location may add structure to the inversion model.
Changes of the reservoir depth along the profile agree with known geology. However, as
not every source-receiver pair images the reservoir clearly, 3D models obtained by inter-
polating individual-receiver inversion results tend to contain a more blurry image of the
reservoir. This was found to be disadvantageous for subsequent 3D inversion. Therefore,
we used the 1D subsurface resistivity profile with fixed near-surface layers obtained from
multi-receiver inversion with joint sources (Figure 3.14) as input starting model for our
3D inversion.

3.4.4. 3D INVERSION

Resistivity heterogeneities inside the reservoir due to steam injection are expected to ex-
hibit rather complex 3D patterns. Overall, steam injection is likely to reduce reservoir
resistivity (Mansure et al., 1993; Butler and Knight, 1995). However, reservoir simulation
data suggest (Streich, 2016) that areas of increasing as well as decreasing resistivity are
expected at Schoonebeek due to simultaneously on-going processes of different magni-
tudes, length and timescales. Temperature increase, gradual condensation of steam, dis-
placement of highly resistive oil as well as the reduction of salt concentration due to mix-
ing of steam with saline water are some of the processes that may lead to compartmen-
talization of the reservoir with different zones showing increasing and decreasing resis-
tivity, respectively (Tøndel et al., 2014). Thus, 3D inversion of the electromagnetic data is
needed. Because 3D inversion of our sparse data set is strongly under-determined, and
our 3D inversion uses a quasi-Newton algorithm (contrary to Gauss-Newton for the 1D
inversion), choosing an appropriate starting model is important. We therefore study the
influence of different starting models to the inversion result. At first, we use our best 1D
inversion model from Figure 3.14a, ignoring the known dip of the reservoir (Fig. 3.19a).
As a second attempt, we use a 2D model built by extracting the reservoir topography
underneath the receiver line from the horizon shown in Figure 3.16. The top 580 m are
left unchanged from the 1D model. At depths below 580 m, resistivities are defined by
shifting the 1D resistivity column vertically such that the resistivity maximum coincides
with the depth of the picked horizon (Fig. 3.20a). Third, we use a 3D model in which the
1D resistivity column is shifted vertically, as for the 2D model, but this time the depths
of the entire Bentheim sandstone horizon were used, and the model was modified from
the 1D column at depths below 400 m (Fig. 3.21a). The applied starting model is used as
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a reference model for the regularization, i.e. the difference of the model vector m from
an a-priori model m0 is considered, resulting in a regularization based on the deviation
from the starting model. For our real data we applied the same parameters that were
used for the synthetic inversion studies.

Figure 3.19 shows 3D inversion results using the 1D starting model. The starting and
final resistivity model as well as the resistivity updates expressed as ρ f i nal /ρst ar t are
plotted in logarithmic scale. Assuming an average or typical resistivity for the reservoir,
the resistivity updates may give an indication about lateral variations within this reser-
voir. Trajectories of one steam injection (red) and two adjacent oil production (blue)
wells are included for reference. Steam injection and production through these wells is
expected to locally affect reservoir resistivities. There are many more wells in the field
though, and the impact of the casings on our data certainly needs to be assessed further.

Due to the high resistivity of the reservoir, model updates are concentrated inside
the reservoir where the sensitivity of the measurements is expected to be the highest
(see Fig. 3.4). Fig. 3.19 indicates that reservoir resistivity is increased especially between
x = 5∼7 and 8∼10 km. For the 2D starting model (Fig. 3.20), model updates focus on
the reservoir and show a general increase in reservoir resistivity along the entire receiver
array, but most strongly at the dipping flanks of the reservoir. For the 3D starting model
(Fig. 3.21), the inversion result shows strong resistivity increase especially east of the pro-
duction and injection wells. The inversion result from the 3D starting model (Fig. 3.21)
is most consistent with our expectations. The model updates in Figure 3.21c suggest a
gap in the resistor near the well where intermittent water injection during decades of
production and recent steam injection took place. This has most likely created a more
conductive region around the injection well. Surface measurements alone, though, are
not capable of distinguishing between the type of the injected fluid. Thus, supplemen-
tary borehole-to-surface measurements (Wirianto et al., 2010), measurements of the ver-
tical electric field and/or high-resolution seismics (Michou et al., 2013; Hornman and
Forgues, 2013) are required to image the reservoir and its fluid content in more detail.

The misfit is measured by employing the least-square functional as described in
Eq. 3.4. Figures 3.22 and 3.23 show the starting and final data misfits for the horizontal
electric-field components Ey and for all three inversion scenarios. Although the starting
data misfits between starting model and data are higher for the more complex 2D and 3D
models (see Figure 3.22), the final misfit values for the 3D starting model are consistently
lower indicating a better data fit for all receivers (see Figure 3.23). The development of
rms values throughout the inversions for each starting model is depicted in Figure 3.24.
Again, using a more complex starting model results in a higher starting misfit, but leads
to better overall data fitting and lower final data misfits in the case of the 3D starting
model. The rms values are significantly reduced compared to those obtained from 1D
inversion, but we do not achieve ideal rms values of 1. This may indicate that we have
somewhat overestimated signal-to-noise ratios in our data. Further iterations of these
inversions (not shown) did not reduce the rms values significantly, while introducing
structure we do not consider geologically meaningful.

Since we are interested in lateral resistivity variations inside the reservoir, we show
in Figure 3.25 depth slices through the reservoir. The resistivity structure found within
the resistive reservoir is similar for the more complex starting models (Figure 3.25b
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(a) Starting resistivity model
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(b) Final resistivity model
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(c) Ratio between final and starting model
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Figure 3.19: Depth sections at y = 3 km (see Fig. 3.1) through (a) 1D starting model derived from 1D inversion
results, and (b) resistivity model after 3D inversion of Ex and Ey data. Resistivity updates are shown in (c). Red
and blue lines are trajectories of steam injection and production wells projected into the section. Black dots
and triangles indicate source and receiver locations, respectively.
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(a) Starting resistivity model
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(b) Final resistivity model
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(c) Ratio between final and starting model
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Figure 3.20: Depth sections at y = 3 km through (a) 2D starting model derived from 1D inversion results and the
horizon shown in Fig. 3.16, and (b) resistivity model after 3D inversion of Ex and Ey data. Resistivity updates
are shown in (c). The projected well trajectories are plotted in blue (production wells) and red (injection well).
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(a) Starting resistivity model
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(b) Final resistivity model
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(c) Ratio between final and starting model
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Figure 3.21: Depth sections at y = 3 km through (a) 3D starting model, and (b) resistivity model after 3D inver-
sion of Ex and Ey data. Resistivity updates are shown in (c). The projected well trajectories are plotted in blue
(production wells) and red (injection well).
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(a) 1D starting model
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(b) 2D starting model
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(c) 3D starting model
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Figure 3.22: Data misfits for transmitter 1 before inversion for Ey and for all three source polarizations using a
(a) 1D, (b) 2D and (c) 3D starting model.
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(b) 2D starting model
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(c) 3D starting model

Fr
eq

ue
nc

y 
[H

z]

Offset [km]

 

 

dB
1 2 3 4 5 6

0.1

0.5

1

−20

−15

−10

−5

0

Figure 3.23: Data misfits for transmitter 1 after inversion for Ey and for all three source polarizations using a
(a) 1D, (b) 2D and (c) 3D starting model.
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Figure 3.24: Development of the rms values for the three starting models.
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Figure 3.25: Map view of resistivity updates done by 3D inversion from (a) 1D, (b) 2D and (c) 3D starting model,
extracted at the depths where starting resistivity is maximal, representing a layer of variable depth for the 2D
and 3D starting models. Black triangles and lines indicate survey geometry and red and blue lines indicate well
trajectories.
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and 3.25c) and shows highly resistive zones between x = 4∼6 km and 10∼12 km close
to transmitter 2. Using a simple 1D starting model instead, results in high-resistivity
zones closer to the center of the array which are wider in y direction than the region that
should be resolvable according to our sensitivity analysis (see Fig. 3.4).

Since our array is sparse and only 2D, the 3D inversion is highly influenced by the
choice of starting models. The differences of the inversion results due to the complexity
of the starting model indicate that inaccurate depth information is likely to be compen-
sated by adapting the resistivity inside the reservoir. As Constable et al. (2014) stated, we
confirm that a single model cannot be considered as "preferred", but multiple models
together may provide a good understanding of the information contained in the data.
However, acquisition imprints from source and receiver distributions and the (so far)
disregarded impact of steel well casings and pipelines limit the resolution capability of
the inversion, apparently more so than suggested by our synthetic studies. This can likely
be attributed to a more complex structure of the true subsurface. Indications of small-
scale resistivity variations near the steam injection well are not visible in the inversion
results in Figures 3.19 - 3.25. Doubtlessly, denser sources and receivers with better areal
coverage will better constrain the background resistivity, thereby providing a clearer and
more accurate image of the reservoir. Nevertheless, the results give an indication of re-
sistivity variations inside the reservoir. Incorporating seismic data acquired at the site in
the EM data may reduce the uncertainty in our interpretation (MacGregor et al., 2012).

One complication that has not been considered in this study, but needs to be con-
sidered in future further interpretation of these data, is the effect of steel well casings
and pipelines on the data (e.g. Kong et al., 2009; Swidinsky et al., 2013; Commer et al.,
2015; Patzer et al., 2017). We observed a signal-enhancing effect on receiver R5 where a
steel-cased borehole is near-by. Commer et al. (2015) included highly conductive steel
infrastructure in their earth modeling algorithms and confirmed our observations that
these casings changes the signal distribution. Swidinsky et al. (2013) showed the influ-
ence of steel borehole casings in the vicinity of a CSEM system and concluded that bore-
holes should either be positioned broadside with respect to the CSEM array or drilled at
least 200 m away from the CSEM array to minimize the casing effects, which is conform
to our observations.

3.5. CONCLUSIONS
Our modeling study on survey geometry, resolution analysis, and depth penetration us-
ing cumulative sensitivity show that small resistive anomalies can be recognized but
their size and resistivity are difficult to recover. However, complex structures cannot be
resolved when assuming real-data uncertainties or noise conditions.

We could show that the highly resistive Schoonebeek reservoir can be clearly iden-
tified using a simple line survey geometry and horizontal electric-field data. From the
multiple 1D and 3D inversions carried out, we also find indications of resistivity varia-
tion within the reservoir. However, small-scale resistivity structure which may occur due
to steam injection cannot be resolved using this data set alone.

Unconstrained 1D inversion can in general recover the correct reservoir depth. The
introduction of fine layering around the predicted reservoir depth resulted in a geologi-
cally plausible 1D model that could be used as input for 3D inversion. Lateral variations



3

60 3. 3D INVERSION OF LAND-BASED CSEM SURVEY

Power
generator

Signal
generator Control

box

PC

Source
waveform

Grounded
wires

~1 km

~

~

(a)
(b)

Figure 3.26: (a) Sketch of CSEM source (after Streich et al. (2010)). (b) Land CSEM transmitter; 400 V power
generator (yellow) that supplies three-phase, 50 Hz AC current. Inside white trailer a high-power, high voltage
programmable signal generator creates desired waveform.

and small resistive or conductive bodies inside the reservoir, however, could not be re-
solved as was already anticipated from the synthetic studies.

Interpretation of the 3D structure in the obtained inversion models is difficult with-
out further constraints. Most likely, the results show actual reservoir structure with an
imprint of acquisition geometry. Unaccounted features from metal infrastructure may
have further limiting effects.

To be able to detect small-scale resistivity variations or time-lapse changes induced
due to hydrocarbon production or steam injection, we would require better EM data
coverage and more accurate knowledge of the background resistivity model. Additional
information can be gathered from well-logs, geological information, different EM data
such as the vertical electric field Ez or from other geophysical data (e.g., seismic). Closer
integration of the EM data with seismic data acquired at the site may further reduce the
uncertainty in our interpretation.

APPENDICES

A. TRANSMITTER SPECIFICATIONS
The overall configuration of the transmitter can be seen in Figure 3.26. The CSEM trans-
mitter developed by Metronix GmbH and the German Research Centre for Geosciences
(GFZ) is powered by a 400 V generator that supplies three-phase 50-Hz alternating cur-
rents. The currents are fed into a programmable signal generator. Custom waveforms
can be designed to spread the transmitted energy across a band of discrete frequen-
cies in a more even manner than the linear amplitude decrease of the traditional square
wave (Myer et al., 2011; Mittet and Schaug-Pettersen, 2008). During most of our survey
we still use square wave signals with different source base frequencies, since this proved
to be best suited for elevating signal levels above ambient noise levels in the survey area.
The overall source strength is determined by the length of the grounded electric source
wires(about 1 km for our survey, see Figure 3.1) and the current amplitudes that can
reach up to 40 A. In Schoonebeek, the electrode contact resistances were reduced such
that maximum currents of about 38 A were achieved.
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The three-phase CSEM transmitter can easily generate multi-polarization signals.
The three currents fed into the three grounded electrodes are phase-shifted to each other
by 120°. The current Ik on electrode k ∈ {1,2,3} can be written as (Streich et al., 2013)

Ik = I0 cos[(k −1)∗120°+φ] (3.6)

where I0 is the time-dependent source waveform and φ is the polarization angle. By
electronically adjusting the polarization angle, multi-polarization fields are generated
without redeploying the transmitter. Transmitter cable locations are recorded by GPS,
and exact source geometry is included into forward calculation and data inversion (Stre-
ich et al., 2011).

B. RESPONSE FUNCTION CALCULATION
The electric field E in the frequency domain at position r is a superposition of the fields
due to each part of the source and can be rewritten in terms of response functions ac-
cording to (Streich et al., 2013)

E(r) =
3∑

k=1
Ik iωµ0

∫
Lk

¯̄GE J (r|r′) ·d l′ =
3∑

k=1
Ik TE

k (3.7)

where i = p−1, ω is the angular frequency and µ0 is the free-space magnetic perme-
ability. The integration is carried out over the individual length of the grounded wires

Lk and ¯̄GE J is the Green’s tensor for electric fields due to electric dipole sources. TE
k are

the response functions for a given source geometry that are independent of the current
waveform. They contain information on the subsurface resistivity, but cannot be mea-
sured directly. Convolving these response functions with the three source currents and
superposing them (3.7) leads to the fields that are recorded. From equation (3.6) it fol-
lows that the three source currents are linearly dependent with

3∑
k=1

Ik = 0. (3.8)

Therefore, the response functions TE
k cannot be determined separately from each other

and one of the currents has to be eliminated; in case I3 is eliminated, we get:

E(r) = I1(TE
1 −TE

3 )+ I2(TE
2 −TE

3 ) = I1TE
1,3 + I2TE

2,3 (3.9)

resulting in bivariate CSEM response functions TE
1,3 and TE

2,3. The relation between the
horizontal electric-field data and the two source currents for one pair of currents and
electric fields can be expressed in matrix form as(

Ex

Ey

)
=

(
T Ex

1,3 T Ex
2,3

T
Ey

1,3 T
Ey

2,3

)(
I1

I2

)
. (3.10)

The system of equations is highly over-determined with tens (for the lowest frequencies)
to a few thousands (for the highest frequencies) of observations whereas all observations
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are explained by just a set of response functions T , i.e., a 2×2 matrix of complex value.
We can determine response functions by a robust weighted least-squares averaging over
data from different source currents and source fundamental frequencies (Streich et al.,
2013). Standard least-square processing is not robust, because a very small number of
strongly biased data can lead to significant bias of the estimated parameters. Therefore,
iteratively calculated weights are assigned to reduce the influence of outliers (Huber and
Ronchetti, 1981). This is done by multiplying eq. 3.10 on both sides by

(
W I∗1 W I∗2

)
leading to (

ExW I∗1 ExW I∗2
Ey W I∗1 Ey W I∗2

)
=

(
T Ex

1,3 T Ex
2,3

T
Ey

1,3 T
Ey

2,3

)(
I1W I∗1 I1W I∗2
I2W I∗1 I2W I∗2

)
, (3.11)

where W = diag(wi ) are real valued data weights, ∗ denotes the complex conjugate and
W I∗ =∑N

i=1 wi I∗i /
∑N

i=1 wi , with N being the number of observations. The determinant
of the right most square matrix in eq. 3.11 is

∣∣∣∣I1W I∗1 I1W I∗2
I2W I∗1 I2W I∗2

∣∣∣∣= (
∑N

i=1 wi |I1,i |2)(
∑N

i=1 wi |I2,i |2)−|∑N
i=1 wi (I1,i I∗2,i )|2

(
∑N

i=1 wi )2
6= 0 (3.12)

and thus the matrix in the right-hand side of eq. 3.11 is invertible and the least-squares
problem solvable. Data points that poorly fit an expected robust distribution are as-
signed smaller weights. How to determine these weights for the robust weighting is ex-
plained in detail by Egbert and Booker (1986) and Chave and Thomson (1989).



REFERENCES

3

63

REFERENCES

Brown, V., G. M. Hoversten, and K. Key, 2012, Seismically regularized controlled-source
electromagnetic inversion: Geophysics, 77(1), E57–E65.

Butler, D. B., and R. J. Knight, 1995, The effect of steam quality on the electrical behavior
of steam-flooded sands: A laboratory study: Geophysics, 60, 998–1006.

Byrd, R. H., P. Lu, J. Nocedal, and C. Zhu, 1995, A Limited Memory Algorithm for Bound
Constrained Optimization: SIAM Journal on Scientific Computing, 16, 1190–1208.

Chave, A. D., and D. J. Thomson, 1989, Some comments on magnetotelluric response
function estimation: J. Geophys. Res, 94, 215–14.

Commer, M., G. M. Hoversten, and E. S. Um, 2015, Transient-electromagnetic finite-
difference time-domain earth modeling over steel infrastructure: Geophysics, 80,
E147–E162.

Commer, M., and G. A. Newman, 2008, New advances in three-dimensional controlled-
source electromagnetic inversion: Geophysical Journal International, 172, 513–535.

Constable, S., 2010, Ten years of marine CSEM for hydrocarbon exploration: Geophysics,
75, 75A67–75A81.

Constable, S., A. Orange, and K. Key, 2014, And the geophysicist replied: "Which model
do you want?": Geophysics, 80, E197–E212.

Constable, S., and C. J. Weiss, 2006, Mapping thin resistors and hydrocarbons with ma-
rine EM methods: Insights from 1D modeling: Geophysics, 71, G43–G51.

Constable, S. C., R. L. Parker, and C. G. Constable, 1987, Occam’s inversion: a practical
algorithm for generating smooth models from electromagnetic sounding data: Geo-
physics, 52, 289–300.

Darnet, M., M. C. K. Choo, R. . Plessix, M. L. Rosenquist, K. Yip-Cheong, E. Sims, and
J. W. K. Voon, 2007, Detecting hydrocarbon reservoirs from CSEM data in complex
settings: Application to deepwater Sabah, Malaysia: Geophysics, 72, WA97–WA103.

deGroot Hedlin, C., and S. Constable, 1990, Occam’s inversion to generate smooth, two-
dimensional models from magnetotelluric data: Geophysics, 55, 1613–1624.

Dell’Aversana, P., S. Colombo, B. Ciurlo, J. Leutscher, and J. Seldal, 2012, CSEM data in-
terpretation constrained by seismic and gravity data: An application in a complex ge-
ological setting: First Break, 30, 43–52.

Egbert, G. D., and J. R. Booker, 1986, Robust estimation of geomagnetic transfer func-
tions: Geophysical Journal International, 87, 173.

Ellingsrud, S., T. Eidesmo, S. Johansen, M. Sinha, L. MacGregor, and S. Constable, 2002,
Remote sensing of hydrocarbon layers by seabed logging (SBL): Results from a cruise
offshore Angola: The Leading Edge, 21, 972–982.

Fanavoll, S., P. T. Gabrielsen, and S. Ellingsrud, 2014, CSEM as a tool for better explo-
ration decisions: Case studies from the Barents Sea, Norwegian Continental Shelf: In-
terpretation, 2, SH55–SH66.

Farquharson, C. G., and D. W. Oldenburg, 1998, Non-linear inversion using general mea-
sures of data misfit and model structure: Geophysical Journal International, 134, 213–
227.

Grayver, A., R. Streich, and O. Ritter, 2013, Three-dimensional parallel distributed inver-
sion of CSEM data using a direct forward solver: Geophysical Journal International,
193, 1432–1446.



3

64 REFERENCES

Grayver, A. V., R. Streich, and O. Ritter, 2014, 3D inversion and resolution analysis of land-
based CSEM data from the Ketzin CO2 storage formation: Geophysics, 79, E101 E114.

Haber, E., U. M. Ascher, and D. Oldenburg, 2000, On optimization techniques for solving
nonlinear inverse problems: Inverse problems, 16, 1263.

Hornman, K., and E. Forgues, 2013, Permanent reservoir monitoring with onshore sur-
face seismic: Presented at the Second EAGE Workshop on Permanent Reservoir Mon-
itoring 2013–Current and Future Trends.

Huber, P., and E. Ronchetti, 1981, Robust Statistics, ser: Wiley Series in Probability and
Mathematical Statistics. New York, NY, USA, Wiley-IEEE, 52, 54.

Key, K., 2009, 1D inversion of multicomponent, multifrequency marine CSEM data:
Methodology and synthetic studies for resolving thin resistive layers: Geophysics, 74,
F9–F20.

——–, 2012, Marine electromagnetic studies of seafloor resources and tectonics: Surveys
in Geophysics, 33, 135–167.

Klose, R., G. Schmidt, O. Ritter, and G. Dawes, 2011, What is SPAM four for?:
Protokoll über das 24. Schmucker-Weidelt-Kolloquium für Elektromagnetische
Tiefenforschung, 24. Schmucker-Weidelt-Kolloquium für Elektromagnetische Tiefen-
forschung (Neustadt a. d. Weinstraße 2011), 127–134.

Kong, F. N., F. Roth, P. A. Olsen, and S. O. Stalheim, 2009, Casing effects in the sea-to-
borehole electromagnetic method: Geophysics, 74, F77–F87.

Li, Y., and D. W. Oldenburg, 1998, 3-D inversion of gravity data: Geophysics, 63, 109–119.
MacGregor, L., S. Bouchrara, J. Tomlinson, U. Strecker, J. Fan, X. Ran, and G. Yu, 2012,

Integrated analysis of CSEM, seismic and well log data for prospect appraisal: A case
study from West Africa: First Break, 30, 77–82.

Mansure, A. J., R. F. Meldau, and H. V. Weyland, 1993, Field examples of electrical resis-
tivity changes during steamflooding: SPE Formation Evaluation, 8, 57–64.

Michou, L., T. Coléou, and Y. Lafet, 2013, 4D Seismic inversion on continuous land seis-
mic reservoir monitoring of thermal EOR: 75th EAGE Conference & Exhibition. (Ex-
tended Abstract).

Mittet, R., and T. Schaug-Pettersen, 2008, Shaping optimal transmitter waveforms for
marine CSEM surveys: Geophysics, 73, F97–F104.

Mulder, W., 2006, A multigrid solver for 3D electromagnetic diffusion: Geophysical
Prospecting, 54, 633–649.

Myer, D., S. Constable, and K. Key, 2011, Broad-band waveforms and robust processing
for marine CSEM surveys: Geophysical Journal International, 184, 689–698.

Myer, D., S. Constable, K. Key, M. E. Glinsky, and G. Liu, 2012, Marine CSEM of the Scar-
borough gas field, Part 1: Experimental design and data uncertainty: Geophysics, 77,
E281–E299.

Newman, G. A., 2014, A review of high-performance computational strategies for mod-
eling and imaging of electromagnetic induction data: Surveys in Geophysics, 35, 85–
100.

Oldenburg, D. W., E. Haber, and R. Shekhtman, 2013, Three dimensional inversion of
multisource time domain electromagnetic data: Geophysics, 78, E47–E57.

Patzer, C., K. Tietze, and O. Ritter, 2017, Steel-cased wells in 3-D controlled source EM
modelling: Geophysical Journal International, 209, 813.



REFERENCES

3

65

Plessix, R. E., M. Darnet, and W. A. Mulder, 2007, An approach for 3D multisource, mul-
tifrequency CSEM modeling: Geophysics, 72, SM177–SM184.

Plessix, R. E., and W. A. Mulder, 2008, Resistivity imaging with controlled-source electro-
magnetic data: Depth and data weighting: Inverse Problems, 24, 034012 (22pp).

Ritter, O., A. Junge, and G. J. Dawes, 1998, New equipment and processing for mag-
netotelluric remote reference observations: Geophysical Journal International, 132,
535–548.

Rondeel, H., D. Batjes, and W. Nieuwenhuijs, 1996, Geology of Gas and Oil under the
Netherlands: Springer Netherlands. (as Rondeel, H.E., Batjes, D.A.J., Nieuwenhuijs,
W.H., Synopsis: Petroleum Geology of the Netherlands - 1993).

Salako, O., C. MacBeth, and L. MacGregor, 2015, Potential applications of time-lapse
CSEM to reservoir monitoring: First Break, 33, 35–46.

Schwarzbach, C., and E. Haber, 2013, Finite element based inversion for time-harmonic
electromagnetic problems: Geophysical Journal International, 193, 615–634.

Streich, R., 2016, Controlled-Source Electromagnetic Approaches for Hydrocarbon Ex-
ploration and Monitoring on Land: Surveys in Geophysics, 37, 47–80.

Streich, R., and M. Becken, 2011, Sensitivity of controlled-source electromagnetic fields
in planarly layered media: Geophysical Journal International, 187, 705–728.

Streich, R., M. Becken, U. Matzander, and O. Ritter, 2011, Strategies for land-based
controlled-source electromagnetic surveying in high-noise regions: The Leading
Edge, 30, 1174–1181.

Streich, R., M. Becken, and O. Ritter, 2010, Imaging of CO2 storage sites, geothermal
reservoirs, and gas shales using controlled-source magnetotellurics: Modeling stud-
ies: Chemie der Erde - Geochemistry, 70, 63–75.

——–, 2013, Robust processing of noisy land-based controlled-source electromagnetic
data: Geophysics, 78, E237–E247.

Swidinsky, A., R. N. Edwards, and M. Jegen, 2013, The marine controlled source electro-
magnetic response of a steel borehole casing: Applications for the NEPTUNE Canada
gas hydrate observatory: Geophysical Prospecting, 61, 842–856.

Tietze, K., O. Ritter, and P. Veeken, 2015, Controlled-source electromagnetic monitoring
of reservoir oil saturation using a novel borehole-to-surface configuration: Geophysi-
cal Prospecting, 63, 1468–1490.

Tøndel, R., H. Schütt, S. Dümmong, A. Ducrocq, R. Godfrey, D. LaBrecque, L. Nutt,
A. Campbell, and R. Rufino, 2014, Reservoir monitoring of steam-assisted gravity
drainage using borehole measurements: Geophysical Prospecting, 62, 760–778.

Wirianto, M., W. A. Mulder, and E. C. Slob, 2010, A feasibility study of land CSEM reservoir
monitoring in a complex 3-D model: Geophysical Journal International, 181, 741–755.

Zhdanov, M. S., M. Endo, L. H. Cox, M. Čuma, J. Linfoot, C. Anderson, N. Black, and
A. V. Gribenko, 2014, Three-dimensional inversion of towed streamer electromagnetic
data: Geophysical Prospecting, 62, 552–572.





4
REPEATABILITY ANALYSIS OF A

LAND TIME-LAPSE

CONTROLLED-SOURCE EM SURVEY

Profound knowledge of the resistivity distribution inside the reservoir can help during pro-
duction of an oil or gas field to evaluate dynamic processes inside this target zone. A way
of monitoring these changes is the use of the Controlled-Source ElectroMagnetic (CSEM)
method. Therefore, land CSEM time-lapse measurements were carried out on top of the
Schoonebeek oil field in the Netherlands to evaluate its potential for monitoring reser-
voir changes due to steam injection. A baseline and two repeat surveys, consisting of two
transmitters and fifteen receiver stations, were realized over a period of nearly two years.
This time range is too short to expect resistivity changes in the reservoir to be detectable
in surface stations but is well suitable for testing the repeatability of the baseline survey, a
crucial requirement for successful future time-lapse measurements. The data sets were ac-
quired using the same transmitter and receiver locations and were identically processed to
minimize geometry and processing effects between the three surveys. Technical challenges
due to high cultural EM noise, near-surface heterogeneities and large metallic objects in
the vicinity of the receiver and source locations led to complex data interpretation. Re-
peatability analysis showed that the electric-field data obtained from the three surveys are
within a few percent to each other for most of the receiver stations. We have found that due
to the inhomogeneous near-subsurface and especially due to abundant metallic objects in
the ground, even minor discrepancies in the actual receiver position of less than 1 m may
lead to significant changes in the measured electric field and thus proper source handling
and accurate receiver repositioning are essential for obtaining good repeatability.
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4.1. INTRODUCTION
One method used for enhanced oil recovery (EOR) is the so-called steam-assisted grav-
ity drainage (SAGD) where high-pressure steam is injected into the reservoir to stimulate
oil drainage into a lower, laterally offset wellbore. The efficiency of the oil displacement
mainly depends on the oil’s viscosity, rock characteristics and on the pattern of injectors
and producers. Thus, effective reservoir management requires close monitoring of the
steam evolution during injection and production to avoid a heterogeneous and ineffi-
cient displacement process with areas of bypassed oil and to detect possible unwanted
leakages (Salako et al., 2015).

The preferred geophysical method that is routinely applied for production monitor-
ing is the seismic technique, due to its wave-field nature. This method has recently been
successfully applied for steam injection monitoring (Michou et al., 2013). However, this
may require substantial experimental effort (Zwartjes et al., 2015) so developing less ex-
pensive monitoring techniques is desirable.

Another geophysical method that is promising for time-lapse measurements and can
provide information that supplements 4D seismic techniques is the Controlled-Source
ElectroMagnetic (CSEM) method (e.g. Orange et al., 2009; Constable, 2010). While the
seismic method is sensitive to pressure effects, the CSEM method is sensitive to strong
changes in the resistivity of the subsurface. The CSEM method is able to detect changes
in fluid saturation and salinity between injected and displaced fluids that may have in-
sufficient seismic property contrast to distinguish hydrocarbon-bearing from steam-
saturated rocks (Lien and Mannseth, 2008; Orange et al., 2009; Wright et al., 2002).
This makes the CSEM method potentially suitable for reservoir monitoring, provided
that the resistivity change can be detected in the presence of repeatability errors and
noise. Wirianto et al. (2010) numerically modeled time-lapse changes using the rather
complex SEG/EAGE overthrust model (Aminzadeh et al., 1997) for an oil reservoir in the
model much deeper than the Schoonebeek field. Although the physical changes in their
model due to water injection were quite dramatic, they did not find very large time-lapse
signals. In addition, they looked at slightly less perfect displacement of oil by water and
the time-lapse signal disappeared almost completely. However, they showed that time-
lapse changes may be detectable with the proper setup for their deep reservoir. Since
the EM field is diffusive for the frequency range used in the CSEM method (about 0.1 to
10 Hz), the spatial resolution capability is low.

While continuous EM recordings on a larger scale are quite common, time-lapse
CSEM reservoir monitoring on land is rather new and studies with real-data issues are
rare in the literature (Girard et al., 2011; Tietze et al., 2015; Vilamajó et al., 2015).However,
a small number of synthetic feasibility studies on land CSEM monitoring have been pub-
lished (Wirianto et al., 2010; Colombo and McNeice, 2013; Tietze et al., 2015; Vilamajó
et al., 2015). From these studies, it can be concluded that the absolute difference signal
magnitude of the EM signal appears sufficient to be detectable with current acquisition
design and available hardware. However, these past studies seem to be too optimistic by
either assuming best-case scenarios or by downplaying noise issues and overestimating
the available hardware.

Wave-field methods such as the seismic method are frequently used in parallel with
other geophysical methods such as diffusive-field methods (e.g., CSEM methods) or
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potential-field methods (e.g., gravity methods) for a joint interpretation or joint inver-
sion of the data with the objective of enhancing depth resolution and improving subsur-
face characterization (e.g., Den Boer et al., 2000; Haber and Oldenburg, 1997; Abubakar
et al., 2012; Brown et al., 2012; MacGregor et al., 2012; Liang et al., 2012). Combining
such geophysical methods may lead to better-constrained subsurface models.

In this chapter, we focus on the repeatability potential of land CSEM measurements
and highlight the importance of high-accuracy and high-quality measurements. There-
fore, a land CSEM survey and two repeat surveys were acquired at the heavy oil-field of
Schoonebeek in the Netherlands, where steam is injected into the hydrocarbon reservoir
as an EOR method. Pre-existing knowledge of the reservoir depth, structure and thick-
ness can provide constraints to the CSEM method. Thus, CSEM can be applicable in
regions with well-known geological settings such as the producing oil field in Schoone-
beek.

The Schoonebeek area was chosen for time-lapse repeatability studies to test the po-
tential of the CSEM method to replace and/or support the seismic method for reservoir
monitoring. Since the three surveys were acquired over a time period of less than two
years, only minor changes in the measured electromagnetic signal due to the injected
steam are expected (<1-2%) as highlighted in Streich (2016) in Figure 11 for a time period
of 7 months using resistivity estimated from reservoir simulation data and petrophysical
relations. In addition, resistivity changes are expected to be complex with anticipated re-
gions of increased resistivity near the injection well as a consequence of gradually con-
densing steam and mixing with saline formation water, and decreased resistivity away
from the injector as a consequence of the displacement of highly resistive oil. However,
the rise in temperature, especially near the injection wells, may counterbalance most of
the resistivity increase (Salako et al., 2015; Batzle and Wang, 1992). As steam injection
generally includes several processes, the entire process is rather complex (Tøndel et al.,
2014). Since steam injection was stopped in June 2015 and only resumed after comple-
tion of the third survey, the period of the actual steam injection during the surveys was
about 1.3 years and the expected changes inside the reservoir are likely too small to be
detectable by the horizontal electric-field data which are not sensitive enough to deal
with such small changes. In this chapter, we want to study the influence of the men-
tioned challenges on data acquisition and on the repeatability of the measurements.
Recorded changes in the data are likely linked to near-surface effects that may be al-
tered due to different weather conditions, due to errors in receiver and source positions
or due to different source polarization used while transmitting. Further, the repeatabil-
ity studies were used to optimize the setup to detect minor time-lapse changes in future
time-lapse measurements.

We expect the changes due to steam injection to be too small to be visible in the
raw field data given the ambient EM noise levels. Changes, however, may be detectable
in inversion results since information related to steam injection may still be present in
the data albeit hidden in the data. Therefore, the results will primarily be analyzed with
respect to the repeatability of the survey, but we will also examine if EM signal changes
between the surveys may be related to the injection of steam.
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4.2. MODELING CSEM TIME-LAPSE POTENTIAL
Modeling studies were performed considering the acquisition setup discussed in Chap-
ters 2 and 3. Although time-lapse changes in the real-data example are expected to be
too small to be detectable, we focus the modeling study on the ability to detect small
resistivity changes with the proposed land CSEM method and acquisition setup. We
simulate simple 1D examples with either increasing or decreasing reservoir resistivity to
better understand how resistivity variations due to steam injection may influence mea-
surements in real data. Further, we show why time-lapse measurements are needed if
we want to see small changes in the resistivity structure. Inversion by iterative forward
modeling was done using the modeling code described in Chapter 3 (Streich and Becken,
2011; Streich et al., 2011; Hunziker et al., 2015; Mulder, 2006; Plessix et al., 2007). For a
more detailed description of the inversion algorithms, the reader is referred to this chap-
ter.

To better understand the influence of resistivity variations on the measurements, we
simulate simple 1D synthetic examples with either increasing or decreasing reservoir re-
sistivity. The assumption of 1D may highly overestimate changes compared to more real-
istic regionally confined 3D bodies. However, they give a good general picture about the
influence of resistivity changes in the reservoir layer on measurable changes in the field
at receiver level. For modeling time-lapse scenarios, we used the same 1D background
model consisting of horizontal plane layers with a reservoir at 785 m depth as defined
in Chapter 3. We first tested the capability of the proposed acquisition setup to monitor
time-lapse changes. Therefore, results for a synthetic time-lapse 1D example for three
receiver stations R2, R8 and R13 are shown in Figure 4.1. Figures 4.1a,c,e show electric-
field amplitudes of E t i mel apse (SBK2) and E base (SBK1) for a unit source current and one
particular source polarization at source location T1 whereas Figures 4.1b,d,f show the
differences of the electric-field amplitudes compared to the base case with reservoir re-
sistivity of 200 Ωm. For the repeat survey, it is assumed that the reservoir resistivity of
the base survey either increases to 250 Ωm or decreases to 167 Ωm. Small changes in-
side the reservoir either increase or decrease the modeled amplitudes depending on the
frequency value by up to 10 – 15%.

Since time-lapse changes are complex and take place in a 3D Earth, we also sim-
ulated 3D changes. Therefore, two data sets were generated using the initial models as
shown in Figure 4.2 and two small 3D bodies inside the reservoir, representing two zones
with increased resistivity (Figure 4.3). On the left-hand side (Figure 4.3a, c and e), the im-
aged resistivity distribution inside the reservoir is shown that was obtained when using
the correct background model as the initial model for our inversion (Figure 4.2a). On the
right-hand side (Figure 4.3b, d and f), we show the resistivity distribution obtained inside
the reservoir when taking a background model where reservoir resistivity was decreased
by 50 Ωm as the initial model for our inversion (Figure 4.2b). For both survey times
t0 and t1, the same starting model was used. Figure 4.3a depicts a depth slice inside the
reservoir that shows the resistivity distribution after inversion for a model with two small
bodies of dimension 200 m × 200 m × 18 m and ρh = 200 Ωm, ρv = 333 Ωm (shown as
black squares). The scale of structures that can be resolved by the inversion is limited
by the smoothness constraint and, as expected, the size of the body is too small to get
a good estimate of the size and amplitude of this body with the setup used in Schoone-
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Figure 4.1: Synthetic time-lapse examples for three receiver stations (R2, R8 and R13 (see Figure 3.1)). (a), (c)

and (e): electric-field amplitudes of E
t i mel apse
y (SBK2) and Ebase

y (SBK1) for unit source current and a source
polarization of 30° at source location T1. (b), (d) and (f): Differences of electric-field amplitudes compared

to base case with reservoir resistivity of 200 Ωm, i.e. (E
t i mel apse
y −Ebase

y )/Ebase
y . For the repeat survey, it is

assumed that the reservoir resistivity of the base survey either increases to 250Ωm or decreases to 167Ωm.
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(a) (b)

Figure 4.2: Starting 1D models for 3D inversion (a) for Figure 4.3a, c, and e; (b) for Figure 4.3b, d and f.
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(b) Resistivity distribution at time t0
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(c) Resistivity distribution at time t1
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(d) Resistivity distribution at time t1
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Figure 4.3: Synthetic time-lapse scenario showing resistivity distribution inside the reservoir layer at (a) and
(b) time t0 and (c) and (d) time t1. Two resistive bodies with dimensions 200 m × 200 m × 18 m are simulated
in (a) and (b). The body volume grows over time t1 − t0 to 500 m × 500 m × 18 m which is simulated in (c) and
(d). Black squares indicate the extent of the two bodies. The ratios between the two scenarios are shown in (e)
and (f), respectively. As starting model for the inversions, in (a), (c), and (e) the correct background model was
used (Figure 4.2a); in (b), (d) and (f) the reservoir resistivity in the background model was decreased by 50Ωm
(Figure 4.2b).
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beek where the receiver spacing is up to 630 m. If the size of the bodies increases to 500
m × 500 m × 18 m (Figure 4.3c), the bodies are resolved much better and a good hint
of their location and shape is given. When looking at the differences between the two
scenarios, i.e. treating the scenario as a time-lapse example where a more resistive and
a more conductive fluid is injected into the reservoir and two surveys are taken at time
t0 (base survey) and t1 (repeat survey), we clearly see the relative change in resistivity at
the location of the two bodies. Figure 4.3e shows the ratio between the two scenarios.
Overall, the bodies are well visible and the locations of the bodies are well defined if the
background resistivity distribution (inside the reservoir) is known. If the starting model
was wrongly chosen (Figure 4.3b, d and f), the resistivity and size of the small bodies
cannot be resolved and the two bodies cannot be distinguished by the inversion process
suggesting that the results depend heavily on the reliability of the background model.
The ratio plot, however, gives a good indication of the existence of the two resistive bod-
ies. The boundaries of the objects after inversion, indicated by black dashed lines, were
in the following defined such that they coincide with a resistivity change of 5% from the
resistivity distribution at time t0. Both inversions (Figures 4.3e and 4.3f) detect the resis-
tivity change and can resolve the bodies in resistivity and location although the vertical
and lateral extent of the bodies are slightly larger than their true extent. Thus, in time-
lapse measurements, resistivity changes due to the growth of the bodies are well recog-
nizable and locatable in this example. Even for small volume changes, not resolvable
by the CSEM method alone, time-lapse measurements may still give reasonable results
thus showing that time-lapse changes are visible with the proposed setup.

Although the expected changes are small, we have shown that by using ratios after
inversion the changes are detectable and thus information about time-lapse changes is
contained in the data. CSEM time-lapse measurements may thus have the advantage to
detect changes that cannot be seen in other geophysical data sets.

4.3. RESULTS FROM REPEATABILITY MEASUREMENTS

For monitoring studies, it is crucial to have good repeatability between the field survey
measurements commonly affected by noise and technical limitations. We expect only
minor changes of maximal 1 – 2% in the data due to changes inside the reservoir layer
between the three surveys. This might be too low to be detectable in the data assuming
the high EM-noise levels as discussed in Chapter 3. In the following, a time-lapse land
CSEM survey is discussed.

4.3.1. BASE AND MONITORING FIELD SURVEYS

The Schoonebeek field is a heavy oil field in the northwest Netherlands where steam-
assisted gravity drainage is used for EOR. Three CSEM field surveys were carried out be-
tween 27 January – 7 February 2014, 17 November – 5 December 2014 and 16 November
– 4 December 2015. Figure 4.4 shows the location of the three surveys (also referred to as
SBK1, SBK2, and SBK3). The survey layout consists of 15 receiver stations at the surface.
At 11 stations only the horizontal electric field components Ex and Ey were measured.
In addition to the two horizontal electric-field components, the 3 magnetic field com-
ponents were measured at the remaining 4 stations by deploying induction coils. All re-



4.3. RESULTS FROM REPEATABILITY MEASUREMENTS

4

75

T1a

T1bT1c
T2a

T2c

T2b

R1
R10

R4R3R2 R15R14R13
R12R11

5 km

R5

R6

R7 R9

R8

8/29/2014 upload.wikimedia.org/wikipedia/commons/4/48/Netherlands_location_map.svg

http://upload.wikimedia.org/wikipedia/commons/4/48/Netherlands_location_map.svg 1/1

Schoonebeek �eld

The Netherlands

grounded wires

Surface electrodes (R)

2 horizontal electric �elds +
3 magnetic �elds

2 horizontal electric �elds

N

Transmitter

T3a

T3c
T3b

survey: 1

survey: 2, 3survey: 1, 2, 3

Figure 4.4: Location of field survey and detailed survey layout. Receivers are oriented in a west-east direction.
Transmitters are located west and east of receiver line. Transmitter 1 west of receiver line is used for all surveys.
Transmitter 2 was shifted to location of transmitter 3 after the first survey.

ceivers were dismantled at the end of each survey and were set up at the same positions
(where receiver mid points were kept identical, but individual sensor locations could not
be repeated exactly as they were not measured during the first survey) at the beginning
of the successive survey.

Two transmitter locations were chosen for each survey. Transmitter 2 was moved to-
wards the receiver array after completion of the first survey because noise levels were
found to be too high for the longer offsets. At each position, the source transmitted cur-
rents with amplitudes up to ∼38 A at 560 V for a total of 15 – 20 hours during ∼3 – 4 days.
To acquire useful CSEM data with sufficiently high signal-to-noise ratio, we transmitted
square-wave signals at different base frequencies. We transmitted periods of 16, 8, 4, 2,
0.5 s to sample the entire frequency band that gives us information on the reservoir at
good signal strength. Because initial setup and testing took longer during survey 1, over-
all transmission time was shorter than during survey 2. The transmitted signal periods
of the first and the two repeat surveys were slightly different. Long-period transmission
sequences were repeated during survey 1 in order to assure that all receivers on the ver-
tical array acquired sufficient data, including receivers that temporarily failed. This left
relatively little time for transmitting signal at other periods. Long sequences of the 16-s
signal were also transmitted during survey 2 and survey 3, yet there was time for trans-
mitting additional source signals with shorter periods and thus improve signal-to-noise
ratios at mid-range frequencies. In addition, during survey 1, we mainly transmitted sig-
nal at a few distinct source polarizations. This was a deviation from the original plan
in order to allow for easier quality control during the survey (e.g., real-time stacking to
make low-amplitude signals visible). During survey 2 and survey 3, when data quality
appeared reasonably good, we reverted to the original plan and mostly let the source po-
larization rotate continuously at very long rotation periods (between 256 to 2048 times
the periods of the source wavelets).

Source cables were GPS-tracked to allow for correct re-positioning. Receiver and
source positioning was improved during the study period by more accurate measure-
ment procedures as discussed in section 4.4.3 where aspects about the field setup that
were found to affect the repeatability of the surveys are discussed. During survey 1 and
2, continuous steam injection and production led to strong cultural EM noise. An un-
scheduled long-term production stop after the survey 2, increased the signal-to-noise
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ratio due to non-operating oil-field production infrastructure such as pumps. For fur-
ther details about survey design, the reader is referred to Chapters 2 and 3.

4.3.2. PROCESSING

The data of all three surveys were identically processed following the procedure high-
lighted in Chapter 3 and Streich et al. (2013) to ensure best possible consistency between
the processed data from the three surveys. The processing parameters were chosen such
that the response functions (TF, ’transfer functions’, termed like this in analogy to mag-
netotelluric transfer functions, but denoting here the transfer or response function be-
tween the generated CSEM signal and the recorded EM data) of each receiver and survey
showed lowest error estimates. A Notch filter was applied to remove the 50 Hz signal and
the associated harmonics. The TF for both horizontal electric fields Ex and Ey , and two
source current combinations were processed and TF amplitudes and phases of all sur-
face receivers were calculated for two chosen polarizations with the best signal-to-noise
ratio for transmitter T1 and T3. Data from transmitter T3 could not be explained with
1D models and we suspect that transmitter T3 showed complex 3D effects most likely
due to short source-receiver offsets for most of the receivers and thus 1D inversions
were focused on data from transmitter T1. For all surveys and for all available source

periods, the TF amplitudes and phases of the response function T
Ey

2,3 (see Section 3.4.2
in Chapter 3 for explanation of the notation) including their uncertainty estimates are
plotted in Figure 4.5 for receiver R14 and source position T1, a source-receiver combi-
nation with large offsets. Uncertainties for the second and third survey are lower over
the entire frequency spectrum, as can be seen by comparing Figure 4.5b and Figure 4.5c
with Figure 4.5a. This indicates higher signal-to-noise ratios of the repeat surveys, which
likely is a result of (1) the broader range of source signal periods that were transmitted
during the second survey, (2) the longer overall transmission times and/or (3) the stop
in oil production during the 3r d survey observable by an increased signal-to-noise ratio
between survey 2 and survey 3.

As mentioned above, square-wave signals with a range of base frequencies were
transmitted. Different base frequencies have different odd harmonics. In order to pro-
cess and interpret data from different source fundamental frequencies together, a fixed
set of analysis frequencies is chosen on the basis of the different acquisition frequen-
cies. Data were split into short time windows, and transformed to and stacked in the fre-
quency domain to effectively remove time-variable noise. It was done by stacking all data
within narrow frequency bands by interpolating the affected frequencies to a centered
analysis frequency. The interpolation is necessary to align the different frequencies and
different rotation frequencies used for each survey. This is achieved by choosing 14 anal-
ysis frequencies for further processing. However, we observed that interpolation led to
small differences when using data originating from different base frequencies. To avoid
inaccuracies and to allow the best comparability of the surveys, only data from base fre-
quencies of 1/16 Hz and 1/4 Hz, which were chosen base frequencies during all surveys
and recorded by all receivers, were used. Since recorded base frequencies of transmitter
T3 were the same for survey 2 and 3, all available base frequencies could be used for this
transmitter. We further observed that the overall amount of data (i.e., recording time per
base frequency) appeared to have little influence on the error estimates.
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Figure 4.5: Amplitude and phase of T
Ey
2,3 including uncertainty estimates for (a) 1st , (b) 2nd and (c) 3r d survey

for receiver position R14 and transmitter T1.
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Figure 4.6: TF (a) amplitudes and (b) phases for transmitter 1 and for component T Ex
1,2 obtained for the first,

second and third survey. TF were processed for two source current combinations (I1, I3) and (I2, I3). Note
change in amplitude for R6 (see main text for explanation) and note lower signal-to-noise ratios in phases of
R14 and R15.

In addition, some source signals were programmed to rotate in order to allow for a
broad range of source polarizations leading to different source polarization directions
between the two surveys. However, using different source polarizations and slow rota-
tion for comparison of the two surveys introduces additional slight differences between
the data. The rotation modulates the signal, such that actual source frequencies are
f0 ± fr , 3 f0 ± fr , etc., with source fundamental frequency f0 and rotation frequency fr .
We used very small rotation frequencies and considered the frequency modulation to be
negligible. Nevertheless, the small differences in source signal between the surveys may
have resulted in differences in response functions that could not be eliminated during
processing. This was an issue between surveys 1 and 2, while between surveys 2 and 3
we used exactly the same source signals with the same rotation frequencies.

Amplitudes and phases of resulting response functions are shown in Figures 4.6
and 4.7 for the horizontal electric-field components Ex and Ey , respectively. As a mea-
sure of repeatability, we used normalized rms differences such as the ones defined in
section 4.2. No trend is visible between the receivers indicating that correlated noise
sources were successfully removed from the data. The signal-to-noise ratio is low for
the receivers furthest away from the transmitter. In addition, a noise source situated
between receiver R14 and R15 (pump or pipeline) decreases the signal-to-noise ratio
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Figure 4.7: TF (a) amplitudes and (b) phases for component T
Ey
2,3 obtained for the first, second and third survey.

TF were processed for two source current combinations (I1, I2) and (I1, I3). Note change in amplitude for R6
(see main text for explanation) and note lower signal-to-noise ratios in phases of R14 and R15.
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Figure 4.8: Comparison of the differences in amplitude for component T Ex
1,2 between the first and the second

survey for all receiver stations to a best-case scenario for transmitter T1. For the "same-survey variation" case,
data from the second survey were equally split into two parts to simulate time-lapse data without actual time-
lapse changes in the subsurface. Note that R6 is not included in comparsion of SBK1 versus SBK2.

further.

For the sake of completeness, all TF amplitudes and phases for two polarizations
are shown in Appendix A for source location T1 and for base frequencies of 1/16 Hz
and 1/4 Hz only, and in Appendix B for source location T3. Uncertainty estimates of
the response functions for receivers close to the source are generally smaller than the
difference between the response functions between the three surveys. For larger source-
receiver offsets, error estimates are larger than the differences between the surveys. The
differences between response functions of the three surveys at small source-receiver off-
sets can be either a consequence of changes in the subsurface such as near-surface time-
lapse changes or changes inside the reservoir, or they can be the consequence of limited
survey repeatability. Figure 4.8 depicts the differences in amplitude in % between the
base and the first repeat survey. For comparison, a "same-survey variation" case is used.
To this end, data from the first repeat survey were equally split into "two surveys" with a
similar amount of data for the same base frequencies. By looking only at data from one
survey (in this case from the repeat survey), we simulate a time-lapse data set with mini-
mized source influence (identical source position), without receiver repositioning errors,
and where we can expect more similar background noise. The "same-survey variation"
case should ideally only show variations within one survey and thus is treated as a best-
case simulation of survey repeatability, assuming that the overall amount of data of each
half of the "same-survey variation" case is sufficient. Receivers R4 and R9 show slightly
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Figure 4.9: Differences in response function amplitude (in %) and phase (in °) between the first and second
survey for all receiver stations for transmitter T1. Note high amplitude differences for R6 (see main text for
explanation).

lower differences for the comparison between the two surveys (SBK1 vs. SBK2) than for
the "same-survey variation" case, indicating that the influence of changes in acquisition
and possible changes of the noise pattern over time are minimal at these receivers. How-
ever, changes for R6 are much larger than 10% as a consequence of a slight shift in the
receiver position that happens to be close to a metal pipeline structure suggesting that
even minor changes in receiver position can have a large impact on the measured ampli-
tudes. For most of the receiver locations, differences are below 2 – 3% indicating that the
repeatability errors with a maximum of 1% relative to the signal at the local receiver cho-
sen by Wirianto et al. (2010) are realistic but too optimistic in a high-noise region. The
differences, shown in Figure 4.8, are relatively high when we expect (from early feasibility
modeling) changes in the reservoir to have effects on the order of only about 1% on the
data, with larger effects only within very limited areas that cannot precisely be predicted.
It can be clearly seen that the signal-to-noise ratio is low for the receivers farthest away
from the transmitter.

Figure 4.9 shows the differences in the amplitude and phase spectra for the first two
surveys for all receivers. A trend between the receivers is not visible. The lack of a pat-
tern between the surveys also suggests that the observed changes may not be related to
changes in the reservoir due to steam injection, but may simply be due to uncorrelated
local noise sources.

4.4. REPEATABILITY OF INVERSION RESULTS
1D and 3D inversions of the three data sets were done using the above-mentioned for-
ward modeling and inversion algorithms. As input for the inversions, the response func-
tions of both horizontal electric-field components were used. For all inversions, the
same receiver positions were used. Including different receiver locations for different
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surveys would lead to changes in the overall sensitivity and thus influences the region
where updates are focused during our inversion. Receivers R1, R5 and R15 were not con-
sidered reliable due to bad data quality as a result of strong cultural noise originating
from e.g., pumps, a dairy factory, etc.

4.4.1. REPEATABILITY OF 1D-INVERSION RESULTS

The aims of the 1D inversion are (1) to check the repeatability of the survey and (2) to
obtain a good starting model for the 3D inversion. Therefore, single- and multi-receiver
1D inversions were done for all three horizontal electric-field data sets using a simple 1
Ωm half-space as starting model. For the sake of data quality control, we first inverted
each receiver separately for the three surveys. The results are shown in Figure 4.10 and in
Figure 4.11. For a coarse depth spacing with 83 layers of increasing thickness with depth
(Figure 4.10), our inversion approach that favors a smooth and smeared-out model can-
not by definition resolve sharp boundaries or thin layers. When using such smooth 1D
inversion models as starting points for a 3D inversion, we could not fit the data further
and could barely image any 3D subsurface structure (these poor results are not shown
in this study). However, for the Schoonebeek field, we know that the actual reservoir
thickness is about 15 m and its resistivity determined in well logs varies between sev-
eral 100 to more than 1000 Ωm. Since the inversion forces the solution to be smooth,
the 1D inversion returned a lower resistivity reservoir that is smeared over a large depth
range. Since we desire a "blockier" model for the 3D inversion which seems closer to
reality, we need to input this as a constraint into the inversion. To produce a 1D inver-
sion model in closer agreement with our a-priori knowledge of the reservoir, we defined
a fine layering of 2 m around the reservoir depth (Figure 4.11). This produced 1D models
with thin but smooth reservoirs that proved to be well-suited for input into subsequent
3D inversion. We had also tested regularizations without imposing a smoothness con-
straint around the reservoir depth and hence allowing the model to be "blocky" only at
this specific depth. However, the resulting 1D models contained large jumps in conduc-
tivity between adjacent layers, causing artifacts and difficulty in further fitting the data
in 3D inversion. Both obtained resistivity profiles of Figure 4.11 are similar for most of
the receivers and surveys but are not consistent for all receivers. Separate-receiver in-
version shows that the depth of reservoir and reservoir resistivity differ for each receiver.
As previously mentioned, receiver R6 was slightly shifted to different locations resulting
in fairly strong data differences (see Appendix A) and consequently different inversion
results. Receiver R9 shows different inversion results for SBK1. This might be the result
of external noise sources due to the removal of seismic monitoring equipment in the
vicinity of the receiver location, or changes on the nearby production drill pad. It can
also be noted that only for the last survey, while production of the Schoonebeek oil field
was paused, R14 shows better-quality inversion results with higher resistivity around the
reservoir. This is probably due to reduced noise levels when the pumps near this receiver
were turned off, and thus data quality was improved.

Multi-receiver 1D inversions were done (1) for all transmitters separately and (2) for
transmitters combined. For this study, a simple half-space model with a fixed near-
surface was assumed as starting model. Inversion results for the first two surveys are
shown in Figure 4.12. The transmitter location 3 is too close to the receiver array and
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Figure 4.10: 1D subsurface resistivity profile per receiver after separate 1D inversion for each receiver for all
three surveys using a coarse depth spacing with 83 layers of increasing thickness with depth and only source
signals of period 4 and 16 s. R1, R5 and R15 should not be considered reliable due to bad data quality as a result
of strong cultural noise.
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Figure 4.11: 1D subsurface resistivity profile per receiver after separate 1D inversion for each receiver for all
three surveys using fine layering of 2 m around reservoir depth and only source signals of period 4 and 16 s.
R1, R5 and R15 should not be considered reliable due to bad data quality as a result of strong cultural noise.
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(a) (b)

Figure 4.12: Comparison of 1D inversion results for different transmitters (green: only transmitter 1, orange:
only transmitter 2 or 3, blue: both transmitters). Left panel shows the base survey (SBK1) and right panel shows
the repeat survey (SBK2). The light-colored lines indicate the starting resistivity-depth profile.
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Figure 4.13: Comparison of 1D inversion results between survey 1 and survey 2 for different source signals. (a)
all acquired source signals used and (b) only source signals with base frequencies of 1/16 Hz and 1/4 Hz used.
Data for transmitter 1 only are shown.

thus lacks sufficient depth penetration for resolving the reservoir at its actual depth. As a
direct consequence, the short-offset receivers R9 – R15 could not be fitted by a 1D model
during the 1D inversion and were neglected. Instead of the reservoir, a shallower artifact
appears when inverting Ex and Ey data from transmitter T3 alone. Therefore, time-lapse
data for transmitter T3 are not considered further in the following 1D inversion tests.

The influence of different source base frequencies (discussed above) is shown in Fig-
ure 4.13. Figure 4.13a shows inversion results for survey 1 and 2 using all available source
signals, whereas Figure 4.13b shows inversion results using only the base frequencies of
1/16 and 1/4 Hz that were available for both surveys. The latter results in more similar
response functions and consequently the obtained inversion results are much closer to
each other than when using all of the acquired data.

Inversion results for the three surveys and transmitter T1 are shown in Figure 4.14.
All receivers were inverted jointly. For Figures 4.14a and 4.14b, the coarse depth spacing
with 83 layers of increasing thickness with depth and the fine layering of 2 m around the
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Figure 4.14: 1D subsurface resistivity profile after 1D inversion for all three surveys using (a) a coarse depth
spacing with 83 layers of increasing thickness with depth, (b) fine layering of 2 m around reservoir depth. For
(a) a simple 1Ωm halfspace model was used and for (b) a 3Ωm halfspace model with additional near-surface
structure was used. Receivers are inverted jointly for transmitter location 1 and only source signals of period 4
and 16 s.
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Figure 4.15: 1D subsurface resistivity profile after 1D inversion for all three surveys using a coarse depth spac-
ing with 83 layers of increasing thickness with depth and only source signals of period 4 and 16 s. Previous
inversion results were used as starting model input for next inversion.

assumed reservoir depth, were used, respectively. The inversion results show similar 1D
subsurface resistivity profiles, with similar reservoir resistivities and depths: for the 1st

survey, the maximum resistivity is smallest; for the 2nd survey, the maximum is larger
and a bit shallower and for the 3r d survey, it’s yet a bit larger and a bit deeper. A clear
robust trend that could be related to changes in the reservoir is not observable, thus
supporting our conjecture that changes due to the steam injection are indeed too small
to be recognizable. Note that even if changes in the reservoir were large enough to be
detectable, we would not necessarily expect to see them in 1D inversions.

For time-lapse inversions, the inversion result for the base survey (SBK1) was used
as the starting model for the first repeat survey (SBK2) and the inversion result after the
first repeat survey was used as the starting model for the second repeat survey (SBK3)
(Figure 4.15). Since the three data sets are very similar and the inversion seeks to gener-
ate the smoothest possible model by applying a minimum-norm solution, the inversion
has difficulties in updating the previous inversion result and consequently terminates
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after less than 5 iterations. Figure 4.15 shows minor updates that are limited to small
changes in resistivity in the reservoir and the near subsurface. Strong caution must be
taken not to over-interpret 1D inversion results since changes inside the reservoir due
to steam injection are expected to be complex in 3D and to be practically invisible in 1D
models.

From the 1D-inversion tests done, we can conclude that the inversion results from
each separate survey are repeatable provided that differences within 2 – 3% are accept-
able. The inversion results for all surveys, even when starting from a simple homoge-
neous half-space, are similar. Their starting and final rms values are within ±2 for most
of the receivers. Variations in the results may be due to different noise patterns, differ-
ences in the acquisition setup and are less likely due to changes inside the reservoir as a
consequence of steam injection.

4.4.2. REPEATABILITY OF 3D-INVERSION RESULTS

The 3D inversions were done for two different starting models but exactly the same start-
ing model was used to invert data from surveys 1, 2 and 3: (1) a simple 1D model derived
from the 1D inversion results of Figure 3.19a and (2) a more complex 3D model obtained
by combining internally available reservoir depth information (see Figure 3.21a) with
our previously obtained 1D inversion results. This starting model was obtained by ex-
tracting the reservoir topography underneath the receiver line from the horizon shown
in Figure 3.16. At depths below 400 m, resistivities are defined by shifting the 1D resis-
tivity column vertically such that the resistivity maximum coincides with the depth of
the picked horizon. In contrast to 1D inversions, choosing a structurally well-defined
starting model is required in 3D, most likely because of the very small data set and huge
number of model parameters that makes the problem highly under-determined. If we
used a simple homogeneous half-space model, we would not detect the reservoir.

Figure 4.16 shows the resistivities found by the 3D inversion using the 1D starting
model. Resistivities were extracted along the structure, at the depths where starting re-
sistivity is maximal. The pattern of high and low resistivity with respect to the back-
ground 1D model is similar for all three surveys. However, data from survey 3 show the
smallest variations and data from survey 1 the largest. This is in accordance with the
amplitudes of the corresponding error estimates of the response functions. Compar-
ing the obtained resistivity at x = 4− 6 km of about 600− 1000 Ωm to resistivities esti-
mated from reservoir simulation data and petrophysical relations (Streich, 2016) shows
that predicted resistivities are of the same order of magnitude.

For the 3D starting model, the results displayed in Figure 4.17 are obtained. 3D in-
version updates are limited to a narrower corridor around the receiver array than when
using the 1D starting model. The area where no reservoir depth information was avail-
able is left blank (in these regions, 1D lateral extrapolation of the starting model was
done, thus starting model and inversion results cannot be considered to be reliable).
Maximum resistivities are higher compared to those found when using the 1D starting
model (Figure 4.16) and are more focused on the area around receiver R1 – R4. Highest
resistivities are now found in survey 3.

Figure 4.18 shows depth sections for the 3D inversion results using the 3D starting
model. Resistivity models and corresponding resistivity updates are shown for each sur-
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Figure 4.16: Resistivity found by 3D inversion from 1D starting model, extracted at the depths where starting
resistivity is maximal for (a) survey 1, (b) 1st repeat survey and (c) 2nd repeat survey. Black lines/triangles
indicate source/receiver locations.
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Figure 4.17: Resistivity found by 3D inversion from 3D starting model, extracted at the depths where starting
resistivity is maximal for (a) survey 1, (b) 1st repeat survey and (c) 2nd repeat survey. Black lines/triangles
indicate source/receiver locations.
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Figure 4.18: Vertical sections at y = 3 km. (a) 3D starting model derived from 1D inversion and reservoir depth
information; (b), (d) and (f) resistivity models after inversion of Ex and Ey data for SBK1, SBK2 and SBK3,
respectively. Corresponding resistivity updates relative to starting model are shown in (c), (e) and (g). The
data fits f for each survey are: fst ar t : 35.9/ f f i nal : 3.8 (SBK1); fst ar t : 57.0/ f f i nal : 6.0 (SBK2) and fst ar t :
35.3/ f f i nal : 3.5 (SBK3)
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Figure 4.19: Resistivity updates done by 3D inversion from (a), (c) 1D starting model and (b), (d) 3D starting
model extracted at the depths where starting resistivity is maximal. (a), (b) Inversion result from the first survey
was used as starting model and data from the second survey were inverted; (c), (d) Inversion result from the
second survey was used as starting model and data from the third survey were inverted. Black lines/triangles
indicate source/receiver locations. The data fits f are: (a) fst ar t : 20.9/ f f i nal : 9.0; (b) fst ar t : 18.5/ f f i nal :
8.0;(c) fst ar t : 9.2/ f f i nal : 4.5 and (d) fst ar t : 8.9/ f f i nal : 4.4. Note that the color scale for (a) and (c) differs
from the color scale for (b) and (d).

vey. Resistivity updates done by the 3D inversion are most prominent at the reservoir
flanks (mostly at the western flank since this flank is better illuminated by transmitter 1
than the eastern one) and are strongest for the third survey.

To consider time-lapse inversions, the inversion result for the base survey (SBK1) was
used as the starting model for the repeat survey (SBK2), and the inversion result after the
first repeat survey was used as the starting model for the second repeat survey (SBK3).
The resistivity updates are shown in Figure 4.19. Figure 4.19a shows the changes between
survey 2 and survey 1 using a 1D starting model and Figure 4.19c the changes between
survey 3 and survey 2 using the starting model from the previous inversion. Apart from
a decrease in resistivity between R1 – R3 for both time-lapse examples, changes between
the two inversions are different. Figures 4.19b and 4.19d show corresponding inversion
results for a 3D starting model. Resistivity updates between the surveys again differ from
each other. Results from using the 3D starting model can be considered to be somewhat
more reliable than those obtained using the 1D starting model. Final data fits from 3D
starting model are better than final data fits when using a 1D starting model (see also
Chapter 3). Nevertheless, we do not observe a clear trend of resistivity variation that
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can be related to the oil production during the time period between the surveys. The
variations between the surveys are likely due to different noise patterns during the sur-
veys. However, the exact origin of the variations cannot be explained without additional
knowledge of all the noise sources.

4.4.3. CHALLENGES AND DISCUSSION

Receiver and source locations are dismantled after each survey. To allow for proper time-
lapse measurements, source and receiver positions must be rebuilt at the same positions
and thus measured accurately. The influence of slight differences in the survey layout
on the data was found to be larger than initially expected with much larger than 10%
(e.g., see receiver R6 in Figures 4.10 and 4.11). The inaccuracies may lead to EM field
changes at receiver stations that are a multiple of the expected changes due to resistivity
changes at the reservoir; in that case, even changes at reservoir level much larger than
expected will be masked completely (e.g., receiver R6). We conclude that accurate mea-
surements of the positions of every receiver electrode, and not only receiver midpoints,
are needed to minimize receiver positioning errors to far less than 1 m. This is particu-
larly the case in high-noise regions such as a producing oil field, where metallic objects
as pipelines and borehole casings interfere with the measurements. Unfortunately, indi-
vidual electrode locations were not measured during surveys 1 and 2. For these surveys,
the nominal midpoints of the receiver electrodes remained stationary (repeatedly sur-
veyed with differential GPS that proved to be more accurate than determining electrode
locations along the N-S and W-E directions using a compass), but the distances between
the midpoints and each individual electrode differed slightly. We estimate this may have
resulted in lateral shifts of electrode dipoles by up to 3 m. For improvement of repeata-
bility, we used the same electrode dipole lengths for the third survey as were used for the
first survey in order to reduce the lateral shifts of electrode dipoles between these two
surveys.

As mentioned above, on the source side, it is important to repeat source electrodes
and cables. Further, the emitted signal between the surveys should be of identical base
and rotation frequency in order to avoid interpolation errors in the data during data pro-
cessing.

4.5. CONCLUSIONS

Subtle resistivity changes inside a reservoir are only recognizable in highly repeatable
time-lapse CSEM data and thus efforts in minimizing the errors due to inaccurate sur-
face geometry and noise sources were taken. We estimate that the resistivity changes in-
side the reservoir during the short time period of less than two years between the three
acquired surveys were minor and relative changes between the data no more than ∼1%,
and thus too low to be detectable. Therefore, this study focused on the issue of repeata-
bility to assure high-quality data sets for future monitoring applications. To enhance
data quality and subsequently decrease repeatability errors, more attention needs to be
focused on accurate source and receiver positions. Procedures that are used for one-time
CSEM surveys such as measuring receiver midpoints and dipole length only, have to be
adjusted to achieve the necessary repeatability. Measuring each receiver electrode loca-
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tion by differential GPS and GPS-tracking of the source cables should be done for each
survey to minimize discrepancies between the survey layouts. Imprecise layout together
with technical challenges such as high-cultural EM noise, near-surface heterogeneities
and metallic objects near the measurement equipment showed that slight changes in
receiver location of 1 – 5 m may lead to relative changes between the different data set
a multiple larger than changes of interest (>10%), i.e. due to steam injection. Further,
source signals should have the same source base frequency for all surveys in order to
avoid inaccuracies in response function calculation. Small-scale resistivity changes that
are estimated from reservoir simulation data and petrophysical relations cannot be re-
solved by the CSEM method with the used survey geometry. However, the general be-
havior of the resistivity variations is possible to detect.

All in all, repeatability errors between the data found in this study were below 2 —
3% apart from the large-offset data. A best-case simulation shows similar differences
in response-function amplitudes, which suggests that source influence and changes in
noise patterns over a one-year period have a rather small influence on repeatability. No
space/frequency trends in amplitude and phase were observed in the time-lapse differ-
ences of the horizontal-field response functions. Signal-to-noise ratios at long offsets
can, in principle, be improved by longer recordings and/or stronger source currents (the
latter is not possible with the source used). Data quality during the three surveys slightly
increased likely as a result of different source signal periods and transmission times and,
especially, the stop of steam injection and oil production before the beginning of the
third survey leading to less man-made EM-noise. Separate 1D inversions for the three
surveys show a good match of inversion models, with starting and final rms values within
±2, whereas resistivity updates as a result of 3D inversions show no clear pattern be-
tween the three surveys. Time-lapse inversions (using previous survey inversion result
as starting model) show only small inversion updates indicating that the three data sets
are similar. With high-accuracy and high-quality measurements using the suggested im-
provements, repeatability errors might be lowered by another ∼1%, thus clearly stating
that land CSEM reservoir monitoring has a potential to add additional information to
long-term reservoir monitoring where changes in the reservoir are assumed to be larger
than the changes that were expected in this study.
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APPENDICES

A. RESPONSE FUNCTION AMPLITUDES AND PHASES FOR HORIZONTAL

ELECTRIC FIELDS FOR SOURCE T1
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Figure 4.20: Amplitudes of response functions of all surface receivers after notch filtering for component T Ex
2,3

obtained for first (blue dots), second (green dots) and third (red dots) survey for transmitter location T1 (base
frequencies of 16 s and 4 s only).

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 1

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 2

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 3

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 4

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 5

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 6

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 7

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 8

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 9

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 10

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 11

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 12

10
−2

10
0

10
2

−40

−20

0

20

40

60

80

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 13

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 14

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 15

 

 

10
−2

10
0

10
2

−100

0

100

TF: SBK1

TF: SBK2

TF: SBK3

Figure 4.21: Phase of response functions of all surface receivers after notch filtering for component T Ex
2,3 ob-

tained for first (blue dots), second (green dots) and third (red dots) survey for transmitter location T1 (base
frequencies of 16 s and 4 s only).
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Figure 4.22: Amplitudes of response functions of all surface receivers after notch filtering for component T Ex
1,2

obtained for first (blue dots), second (green dots) and third (red dots) survey for transmitter location T1 (base
frequencies of 16 s and 4 s only).
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Figure 4.23: Phase of response functions of all surface receivers after notch filtering for component T Ex
1,2 ob-

tained for first (blue dots), second (green dots) and third (red dots) survey for transmitter location T1 (base
frequencies of 16 s and 4 s only).
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Figure 4.24: Amplitudes of response functions of all surface receivers after notch filtering for component T
Ey
2,3

obtained for first (blue dots), second (green dots) and third (red dots) survey for transmitter location T1 (base
frequencies of 16 s and 4 s only).
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Figure 4.25: Phase of response functions of all surface receivers after notch filtering for component T
Ey
2,3 ob-

tained for first (blue dots), second (green dots) and third (red dots) survey for transmitter location T1 (base
frequencies of 16 s and 4 s only).
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Figure 4.26: Amplitudes of response functions of all surface receivers after notch filtering for component T
Ey
1,2

obtained for first (blue dots), second (green dots) and third (red dots) survey for transmitter location T1 (base
frequencies of 16 s and 4 s only).
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Figure 4.27: Phase of response functions of all surface receivers after notch filtering for component T
Ey
1,2 ob-

tained for first (blue dots), second (green dots) and third (red dots) survey for transmitter location T1 (base
frequencies of 16 s and 4 s only).
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Figure 4.28: Amplitudes of response functions of all surface receivers after notch filtering for component T
Ey
1,3

obtained for first (blue dots), second (green dots) and third (red dots) survey for transmitter location T1 (base
frequencies of 16 s and 4 s only).

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 1

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 2

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 3

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 4

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 5

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 6

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 7

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 8

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 9

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 10

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 11

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 12

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 13

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 14

10
−2

10
0

10
2

−100

0

100

Frequency [Hz]

P
h

as
e 

(d
eg

re
e)

R 15

 

 

10
−2

10
0

10
2

−100

0

100

TF: SBK1

TF: SBK2

TF: SBK3

Figure 4.29: Phase of response functions of all surface receivers after notch filtering for component T
Ey
1,3 ob-

tained for first (blue dots), second (green dots) and third (red dots) survey for transmitter location T1 (base
frequencies of 16 s and 4 s only).
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B. RESPONSE FUNCTION AMPLITUDES AND PHASES FOR HORIZONTAL

ELECTRIC FIELDS FOR SOURCE T3
Note: TF amplitudes and phases for R13, R14 and R15 are not trustworthy since these
receivers are too close to the source and their data were partly clipped. For some polar-
izations of R10–R12 TF’s also differ strongly from survey to survey – causes for this are
not yet known.
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Figure 4.30: Amplitudes of response functions of all surface receivers after notch filtering for component T Ex
2,3

obtained for second (green dots) and third (red dots) survey for transmitter location 3.

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 1

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 2

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 3

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 4

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 5

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 6

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 7

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 8

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 9

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 10

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 11

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 12

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 13

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 14

10
−2

10
0

10
2

−40

−20

0

20

40

60

Frequency [Hz]

P
h
as

e 
(d

eg
re

e)

R 15

 

 

10
−2

10
0

10
2

−100

0

100

TF: SBK2

TF: SBK3

Figure 4.31: Phase of response functions of all surface receivers after notch filtering for component T Ex
2,3 ob-

tained for second (green dots) and third (red dots) survey for transmitter location 3.
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Figure 4.32: Amplitudes of response functions of all surface receivers after notch filtering for component T Ex
1,2

obtained for second (green dots) and third (red dots) survey for transmitter location 3. Note: Changes in R11
and R12 need further investigation.
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Figure 4.33: Phase of response functions of all surface receivers after notch filtering for component T Ex
1,2 ob-

tained for second (green dots) and third (red dots) survey for transmitter location 3.
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Figure 4.34: Amplitudes of response functions of all surface receivers after notch filtering for component T
Ey
2,3

obtained for second (green dots) and third (red dots) survey for transmitter location 3.
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Figure 4.35: Phase of response functions of all surface receivers after notch filtering for component T
Ey
2,3 ob-

tained for second (green dots) and third (red dots) survey for transmitter location 3.
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Figure 4.36: Amplitudes of response functions of all surface receivers after notch filtering for component T
Ey
1,3

obtained for second (green dots) and third (red dots) survey for transmitter location 3.
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5
ADVANTAGES AND CHALLENGES OF

VERTICAL ELECTRIC-FIELD

MEASUREMENTS USING A

SURFACE-TO-BOREHOLE

CONFIGURATION

A new approach of including the vertical electric-field component Ez in land-based CSEM
surveying is investigated. This component is in addition to the conventionally measured
horizontal electric-field components and the three magnetic-field components. Synthetic
studies have shown that the vertical electric-field component is much more sensitive to
resistivity changes in the reservoir. Therefore, it has the potential to measure even minor
changes that would be too small to measure with the horizontal electric-field components.
We focus on economic near-surface solutions by using shallow boreholes for measuring
this vertical component. To that end, three CSEM surveys were carried out at the Schoone-
beek oil field with shallow boreholes. The data were processed, analyzed and inverted for
a conductivity model where possible. We show that the sensitivity, especially to changes in
a reservoir, is higher for the vertical than for the horizontal electric-field components mea-
sured near or at the surface. However, resolving depth and resistivity of the reservoir with
Ez measurements alone is challenging. Nevertheless, we show that Ez measurements have
the potential of detecting resistivity changes and are repeatable and thus might be useful
for long-term monitoring applications due to their higher sensitivity to small changes in
the target layer.

Parts of this chapter have been published as: Andreas Schaller, Jürg Hunziker, Guy Drijkoningen, and Rita
Streich (2014): Sensitivity of the near-surface vertical electric field in land controlled-source electromagnetic
monitoring. SEG Technical Program Expanded Abstracts 2014: pp. 838-843. doi: 10.1190/segam2014-1460.1
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5.1. INTRODUCTION
Conventional land controlled-source electromagnetic (CSEM) surveys are usually de-
signed such that the two horizontal electric-field components can be measured accu-
rately. In addition, the three magnetic field components are often measured simultane-
ously with the horizontal electric field. Measuring the vertical electric-field component
Ez , however, requires extra effort. Therefore, Ez is generally not measured in an explo-
ration setting. Yet, recent synthetic studies discussed below suggest that the information
obtained from the Ez component may be beneficial in a monitoring setting. The goal of
this study is to investigate if near-surface Ez measurements indeed provide additional
benefits to measuring the horizontal components alone in a setting of long-term reser-
voir monitoring. If successful, subsurface array measurements may replace surface mea-
surements, i.e. one initial surface-based survey may still be necessary, but subsequent
surveys would use subsurface sensors only.

5.1.1. Ez MEASUREMENTS ON LAND
When acquiring CSEM measurements for targets at a few kilometers depth, five compo-
nents of the electromagnetic field can easily be measured at the Earth’s surface. The
horizontal electric-field components are recorded using two perpendicular electrode
dipoles, typically about 60 – 100 m long. The three magnetic-field components are com-
monly measured using induction coils oriented in the N-S, E-W and vertical directions.

The only component lacking is the vertical electric-field component Ez . In a layered
earth, the electromagnetic field can be decomposed into a TE-mode (= tangential elec-
tric, i.e. no vertical electric field) and a TM-mode (= tangential magnetic, i.e. no vertical
magnetic field) (Weidelt, 2007). These modes are coupled only through the source, which
generally excites both modes and otherwise propagate without coupling through a lay-
ered structure. In theory, when the earth is assumed to consist of a 1D structure that is
parallel to the surface, Ez is TM mode only and has no contribution of the TE mode, like,
e.g., the air wave. Air waves, which mask much of the subsurface response, thus have no
strength on the vertical component (Hunziker et al., 2011; Singer and Atramonova, 2013;
Weidelt, 2007) and the air wave is only present in five of the six electromagnetic field
components. Under the ideal assumption of perfectly vertical Ez sensors, the amplitudes
of Ez generated by a surface Horizontal Electric-Dipole (HED) source are by an order of
magnitude and more lower than the magnitude of the horizontal electric-field compo-
nents primarily due to the absence of the air wave. Thus absolute noise levels in Ez are
likely to be lower than in Ex and Ey and more strongly coupled to subsurface resistivity.
This was confirmed by previous feasibility studies on land CSEM monitoring that clearly
indicate that Ez should be the field component most sensitive to resistivity changes in
depth; this was numerically shown for the Ketzin CO2 storage test site by Streich et al.
(2010) and for the SEG/EAGE overthrust model by Wirianto et al. (2010). In both cases, it
was concluded that Ez measurements in a well around the reservoir provided the high-
est sensitivity to relatively small resistive reservoirs. Ez cannot be measured directly at
the Earth’s surface, because near-surface Ez amplitudes are very small, effectively going
to zero at the air-ground interface. However, Ez amplitudes rapidly increase with depth,
such that measuring Ez should be possible at shallow depths below the surface. Numer-
ical computations indicate that measuring Ez to depths of roughly 100 m is sufficient
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to get high amplitudes, but clearly, logistically more difficult and more expensive than
using surface instruments. Although the proposed Ez sensors in boreholes up to 100 m
depth are not significantly closer to the reservoir in order to allow for an additional ad-
vantage, this non-standard configuration may lessen the influence of man-made near-
surface EM noise and noise levels should be lower in Ez than in the horizontal electric-
field components, because the receivers are planted in boreholes, slightly further from
most electric infrastructure (e.g., power lines and pipelines buried horizontally or in-
stalled at a constant height above the surface) than horizontal electric-dipole receivers.
Measuring Ez in shallow boreholes may thus be advantageous for noisy areas.

For CSEM sources, similar considerations apply, as a consequence of source-receiver
reciprocity. In CSEM surveys nowadays, electric current sources (horizontal dipoles)
with a length of the order of 1 km are commonly being used (Streich and Becken, 2011).
Vertical electric sources would provide higher sensitivity to resistive reservoirs than hori-
zontal ones, but again require a borehole, which makes them expensive because of bore-
hole costs and accessibility constraints. Still, Tietze et al. (2015b) suggest using existing
infrastructure such as metal borehole casings as an active source. Vilamajó et al. (2015)
used a deep vertical electric dipole installed at reservoir depth below the steel casing of
an injector well and recorded data with low experimental errors and good repeatability
at 55 permanent surface electrodes. From an economic point of view, making boreholes
for Ez measurements for exploration purposes seems excessively expensive. However,
for monitoring purposes, a more permanent setup is often desired to facilitate repeat
measurements over time. Also, in monitoring applications, the changes in the subsur-
face to be detected are more subtle than the structures to be detected in exploration ap-
plications. If the target region that requires monitoring is sufficiently well-known, survey
geometries can be optimized.

A recent surface-to-borehole CSEM modeling study on monitoring of waterflooding
operations (Colombo and McNeice, 2013) indicates that the vertical component of the
electric field shows the largest sensitivity to reservoir changes and obtains the best spa-
tial resolution after inversion. Further, this study concludes that surface-to-surface elec-
tromagnetic measurements (i.e., surface CSEM or controlled-source audio-frequency
magnetotellurics) are not capable of time-lapse monitoring in carbonate reservoir set-
tings whereas the vertical electric field measured in a surface-to-borehole electromag-
netic setting might have the potential to detect small changes. Therefore, Ez sensors at
carefully chosen locations may be well-suited for monitoring purposes. In those cases,
installing Ez sensors in shallow boreholes also becomes economically feasible.

5.1.2. OBJECTIVES

We investigated the suitability of the vertical electric field for detecting resistivity
changes related to steam injection. A synthetic study was performed to optimize the
survey layout with plausible receiver locations and depths and source locations. Other
requirements for receiver installation such as borehole verticality, i.e. required accuracy
for determining the accurate well trajectory of the shallow boreholes, were defined. Ad-
ditional tests were carried out, e.g., to determine the sensitivities of the vertical electric-
field component for the site where monitoring was envisaged. Tolerable noise levels
were investigated taking into account expected strong noise levels at these sites due to,
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Figure 5.1: Layer model and conductivity profile (in S/m) of Schoonebeek area derived from logging data. The
source represented by the black arrow is placed at the surface, and receivers are placed at a depth of 100 m.
The conductivity profile is plotted in linear scale to better indicate the conductivity changes of the layers above
the strongly resistive reservoir layer.

e.g., producing oil fields, pipelines, power supply for pumps, and various metallic instal-
lations that all contribute in creating strong EM noise. The repeatability of Ez measure-
ments in the presence of such noise was studied.

CSEM field experiments were carried out during steam injection that was taking
place at the Schoonebeek onshore oil field, using Ez sensors installed in shallow bore-
holes. The acquired data were processed and will be analyzed for signal-to-noise ratios,
repeatability, and the capability of resolving changes at reservoir depth. We investigate
the potential of Ez for detecting small resistivity changes, useful for monitoring appli-
cations. Finally, inversions for the resistivity distribution will be performed by using the
vertical data in addition to horizontal data, aiming to get an improved image of the re-
sistivity distribution inside the reservoir and its changes.

5.2. MODELING STUDY
Prior to the field survey, a comprehensive modeling study was performed. For this study,
we assume a horizontally layered model. Such a model is a reasonable zero-order es-
timate for representing the subsurface structure at the site of our field survey and un-
derstanding major effects on EM fields. Because of these assumptions, we used the fast
reflectivity forward modeling code EMmod (Hunziker et al., 2014). Figure 5.1 shows the
1D model of the Schoonebeek region derived from averaging regional logging data ob-
tained from older well logs (TNO, 2017). The resistivity values of the top 150 m were
taken from a recent well log that was taken prior to the survey in the vicinity of the re-
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ceiver line. The model consists of multiple layers with different conductivities, and a
resistive reservoir at a depth of 685 – 700 m. Strong electric fields develop inside a resis-
tive reservoir that diffuse faster than through a conductive background and the degree
of attenuation through a resistive reservoir is smaller compared to that through a con-
ductive background. We simulate an x-directed HED source. Ez receivers are modeled
as vertical electric point devices located 100 m below the surface.

Further, we quantify the sensitivity of the vertical electric-field component and com-
pare it to the sensitivities of the horizontal electric-field component. We investigate how
to optimize survey layout, for the choice of source locations and receiver locations and
depths with respect to resolving the target reservoir. The effects of expected subsurface
changes were quantified, i.e., time-lapse effects due to steam injection via varying the
thickness of the steam. Since Ez measurements can be strongly affected by a deviation
from verticality, the sensitivity of borehole tilt on the measurement was tested.

In the following computations, use is made of either a point dipole or a dipole source
of 1 km length, a typical length for land electric-field sources. A point dipole source
can be assumed because synthetic tests with reduced source lengths have shown that
the sensitivity range does not depend strongly on the source size for 1D targets. The
sensitivity to 3D targets, however, decreases somewhat with source length. Since the
signal-to-noise ratio is proportional to the source size, its dipole length should be chosen
as large as economically feasible.

5.2.1. COMPARISON OF ELECTRIC-FIELD COMPONENTS

For the model defined in Figure 5.1, an HED point source and a 20 x 20 km area of re-
ceivers oriented in the x, y and z directions were considered. As source frequency 0.5
Hz is used, and the source current is 1 A. For the steam-injection scenario, an increased
conductivity value of 0.05 S/m is assumed representing the displacement of highly re-
sistive oil by more conductive condensed steam mixed with saline formation water. The
modeled associated electric-field amplitudes are shown in Figure 5.2. Figure 5.2a, d and
g show the electric-field amplitudes for a model into which a steam layer was included at
depth 685 – 690 m. Figure 5.2b, e and h show the electric-field amplitudes for the back-
ground model without any injected steam. Figure 5.2c, f and i show the ratios between
the pre- and post-injection electric-field data and indicate the sensitivity to changes in
the reservoir. The white area at large source-receiver offsets represents regions in which
field amplitudes are smaller than 10−14 V/m and thus not expected to be measurable.
The value of the noise floor is more conservative than commonly used for marine sur-
veys because higher levels of cultural noise are expected on land. However, noise as
measured at a later stage in the field as well as recent studies (Tietze et al., 2015b) sug-
gest that a noise floor on the order of 10−10 V/m is more realistic for very noisy land data
although this value may be significantly lowered by long-time stacking or may be lower
in less severely noise-affected data.

The corresponding phases of the electric fields are shown in Figure 5.3. They indicate
that phase differences, especially for the Ez component, are larger than 20° for all offsets
larger than 1 km. From night-time noise records at the field site, overall amplitudes from
(slightly tilted) near-vertical measurements are roughly 5 – 8 times smaller than the ones
of the horizontal components at the same location (Streich, 2016). Although the noise
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Figure 5.2: Amplitude of electric-field components for the model from Figure 5.1 with a 5 m thick steam layer
of 0.05 S/m inside the reservoir (left column) and without steam layer (central column), and corresponding
electric-field ratios (right column), for a frequency of 0.5 Hz. Ratios are not shown where amplitudes are below
10−14 V/m. Ex (a – c), Ey (d – f) and Ez (g – i) are computed at a depth of 100 m, and an x-directed point dipole
HED source is assumed.

level for the vertical component is nearly an order of magnitude smaller, we find it rea-
sonable to assume the same noise level as for the horizontal components, due to a larger
decrease in signal levels and additional challenges in measuring the vertical electric field
as described below.

As expected, the electric-field amplitudes for vertical receivers are much smaller
than for horizontal receivers and decay more rapidly with distance from the source
(Figure 5.2g, h). The amplitudes of the horizontal field components due to horizontal
sources are above the assumed noise floor for offsets exceeding 10 km (Figure 5.2a, b, d,
e). However, the vertical component is much more sensitive to changes in the reservoir.
Figure 5.2i shows that the amplitude response of the model including a steam layer dif-
fers from the background model response by up to 25% (obviously, short-term changes
and thus changes restricted to the vicinity of the steam injection site with a laterally lim-
ited steam volume would be significantly smaller). For the horizontal components, the
relative changes due to steam injection are minor, except for small areas near the local
minima of Ex (Fig. 5.2c), in which reliable measurements would not be possible.

5.2.2. OPTIMIZATION OF SURVEY LAYOUT

In our field study, the target region is confined to the area in about 700 meters depth.
A first issue is the minimum source-receiver offset. Previous surveys acquired at Ket-
zin in Germany (Grayver et al., 2014) stated that receivers placed too close to the source
could not be used for inversion due to complex near-source characteristics and due to
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Figure 5.3: Phase of electric-field components for the model from Figure 5.1 with a 5 m thick steam layer inside
the reservoir (left column) and without steam layer (central column), and corresponding phase differences
(right column), for a frequency of 0.5 Hz. Phase differences are not shown where amplitudes are below 10−14

V/m. Ex (a – c), Ey (d – f) and Ez (g – i) are computed at a depth of 100 m, and an x-directed point dipole HED
source is assumed.

the strong direct source field that masks subsurface information. Therefore, we suggest
that receivers should be placed at least 1 km away from the source. Another issue is
the maximum source-receiver offset. At large source-receiver offsets, the data will suffer
from low signal-to-noise ratios. The optimal offset range between source and receivers
was thus studied considering both electric-field amplitudes and the sensitivity to resis-
tivity changes in the target region assuming a minimal offset of at least 1 km. The same
model as defined above (Figure 5.1) was used. To study the influence of variations inside
the reservoir, data were created for a model with and without a reservoir layer. This was
done for two frequencies, namely 0.1 and 1 Hz.

Figure 5.4 shows the ratio of the response of the model in Figure 5.1 with the reservoir
to the response of the same model without the reservoir layer, for the frequencies of 0.1
Hz and 1 Hz. The figure shows at which offsets the reservoir response is the strongest.
Data with amplitudes smaller than 10−14 V/m have been blanked, as these would likely
have an insufficient signal-to-noise ratio to be measured in the field. The dark-red area
expresses the area where the response of the model including the reservoir is at least 4
times stronger (ratio cut at that value) compared to the response of the model without
the reservoir.

Generally, the reservoir response is clearer and the noise level is reduced when the re-
ceivers are deeper and thus closer to the reservoir. Vilamajó et al. (2013) confirmed that
placing an electric source at reservoir depth leads to better detectability of time-lapse
resistivity changes inside a reservoir. Based on reciprocity, placing a receiver at reser-
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voir depth would lead to the same conclusion. Therefore, the goal is to find a compro-
mise between placing the receivers as deep as possible and being economically feasible.
Commonly in The Netherlands, the drilling of shallow boreholes up to some 150 meters
can be done rather cheaply while drilling deeper boreholes becomes substantially more
expensive. So for the modeling study, the following receiver depths were used: 5, 50,
100 and 150 m. Figure 5.4 shows, for a receiver depth of 5 m, that the sensitivity for the
near offsets smaller than 2 km is very low. The best sensitivity to reservoir changes is for
source-receiver offsets between 3 to 5 km for 1 Hz and 4 to 9 km for 0.1 Hz. For larger
offsets the sensitivity is still good, however, in our model, the signal amplitude is below
our assumed noise floor and assumed not to be useful.

5.2.3. SENSITIVITY OF NEAR-SURFACE Ez FOR STEAM-INJECTION SCE-
NARIO

While injecting steam, the size of the steam body increases laterally and vertically over
time. To roughly assess the effect of growing steam volume in 1D, we let the thickness of
the steam layer increase from 0 to 15 m from the top of the reservoir, assuming a steam
conductivity of 0.05 S/m. Correspondingly, the thickness of the remaining reservoir is
reduced from 15 to 0 m. For this effect, we determined the amplitude of the horizontal
and vertical electric fields which are shown in Figure 5.5. It can be observed that both
the Ex and Ez amplitudes depend on the thickness of the steam layer. Whereas relative
changes in Ex are minor, changes in Ez are clearly recognizable. Absolute changes of the
horizontal electric-field components are larger than for Ez such that for high-fidelity,
low-noise data these absolute changes are likely to be measurable as well. The figure
thus suggests that resistivity variations due to steam injection should be sufficient to
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be detectable and Ez amplitude differences, as well as overall amplitude levels, should
be sufficiently large to be measurable. Note that 3D reservoir-modeling results (Streich,
2016), however, suggested that resistivity variations are much more complex and lead to
areas of increased and areas of reduced resistivity so considering complex 3D variations
would give less optimistic feasibility results.

In addition, we tested the sensitivity of Ez by placing three receivers in a homoge-
neous model. The results are shown in Figure 5.6. It shows that the sensitivity is par-
ticularly high in the layers where receivers are located, demonstrating that the strength
of the measured vertical electric field is largely controlled by the resistivity of those lay-
ers. Also, the electromagnetic boundary condition for vertically propagating currents,
which imposes continuity of the normal current density results in sharp electric-field
changes where resistivity values vary rapidly. Due to this property, the Ez field might be
more sensitive to resistivity anomalies occurring near the receiver (e.g., casing, variable
well fluids) or to improperly modeled electrical overburden anisotropy. However, if these
near receiver effects can be limited, Ez data might have the power to accurately diagnose
3D resistivity variations inside the reservoir. Also, Ez shows the strongest variability rel-
ative to the position of the receivers in a well (Colombo and McNeice, 2013). According
to Colombo and McNeice (2013), the Ez component is the most sensitive to the verti-
cal resistivity structure in the overburden and thus must be accurately modeled before
attempting any interpretation of Ez field measurements. Therefore, they have numer-
ically tested a surface-to-borehole acquisition geometry using electromagnetic sources
located on the surface and receivers located at the reservoir level to avoid sensitivity is-
sues of the vertical electric-field measurements due to the overburden.

Numerous synthetic 1D inversions were executed on modeled Ez data obtained from
the model in Figure 5.1. Since Ez is very sensitive to resistivity changes in the vicinity
of the receivers, it is necessary to have detailed knowledge about the near-surface, so
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Figure 5.6: Cumulative sensitivity for a 1Ωm homogeneous half-space model and for receivers placed at depths
of z = 60, 260, 460 m. Note the high-sensitivity peaks of the vertical electric field for the layers where receivers
are located.

including the electrical anisotropy where the receivers are placed. As a starting model,
a homogeneous 1 Ωm halfspace model with accurate near-surface information of the
first 150 m from the model from Figure 5.1, was used. To focus an inversion on the depth
range of interest, the near-surface layers are kept fixed during the inversion, and updates
are only allowed in layers below 150 m depth, assuming that the resistivity distribution
in the near-surface is known. Figure 5.7 shows three 1D inversion results:

1. the entire depth range was inverted;

2. the near-surface layers were fixed and kept out of the inversion;

3. the near-surface layers were fixed but chosen to be wrong and kept out of the in-
version.

It can be seen from the figure that the vertical resolution of the vertical data is not much
different than for previously inverted horizontal data (e.g., Chapter 3, Figure 3.13.). How-
ever, in contrast to the horizontal data, inversion parameters for the vertical data needed
to be properly tuned to get this image. Fixing the near surface where the sensitivity to
changes in these layers is high improves the inversion result. Assuming wrong near-
surface resistivities lead to poor inversion results and large data misfits. However, the
inversion trials showed that the inversion consistently tends to put the resistor at some-
what shallower depths than the actual reservoir suggesting that Ez inversion should be
combined with other data to image subsurface features at correct depths. Inversion re-
sults from the horizontal electric-field components can be directly used as initial model
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for the Ez inversion or obtained reservoir depth and resistivity information of the sub-
surface can be used to improve the starting model. Combined inversion of Ez with the
horizontal components could be beneficial but was not taken into account in this study.
Low-frequency and single-receiver inversions were tested but gave no improvement so
therefore are not shown here.

Hunziker et al. (2016) inverted TE and TM reflection responses for the subsurface
conductivity distribution. The TM-mode reflection response is almost equal to the ver-
tical electric field apart from the fact that there is a horizontal derivative in Ez that is
not contained in the TM-mode reflection coefficient. They concluded, in accordance
with our findings, that the TM-mode reflection response shows much higher sensitivity
to a resistive reservoir than the TE-mode reflection response and that the inversion of
the TE-mode reflection response produces a better estimate of the subsurface includ-
ing a resistive reservoir. Um et al. (2012) showed for a marine example using a Vertical
Electric-Dipole (VED) source that 1D inversion of short-offset Ez measurements over
complex 3D offshore models can provide useful insights into the lateral extent of a hy-
drocarbon reservoir, although the measurements lack thickness and resistivity resolu-
tion of the hydrocarbon reservoir. Despite the fact that Ez is much more sensitive to
a resistive reservoir than the horizontal electric-field components, it was already con-
firmed by Key (2009) in a marine setting that the resolving power of a resistive reservoir
for the vertical electric field is much weaker. The sensitivity of Ez should not be confused
with resolution as Constable (2013) stated in his ASEG keynote speech.

Again, as a final remark with our 1D modeling approach: Since the vertical electric
field is expected to be more sensitive to 3D structures and 3D effects, the assumption
of a 1D subsurface model may be too inaccurate for fitting Ez data at all, and only a 3D
inversion might be beneficial.

5.2.4. EFFECTS OF BOREHOLE DEVIATIONS FROM THE VERTICAL

Another crucial issue is the effect when electrodes are installed in slightly tilted bore-
holes which in reality will always be the case, unless drilling technology is used which
is much more expensive than what was available for our field trial. Using numerically
modeled data for a marine environment, Hunziker et al. (2011) showed that for a slightly
dipping vertical source of 0.05°, the air-wave contribution to the full electric field is about
20%. Because Ez commonly is more than an order of magnitude smaller than the hori-
zontal electric field, not knowing the borehole tilt and thus not accounting for it, would
result in wrong interpretation. Our measurements of borehole deviation have shown
that shallow boreholes drilled using conventional flushing techniques can deviate from
the vertical by more than 3 m (>1.7°) at a depth of 100 m. Figure 5.8 shows, for the ex-
ample of a 1-km long source and point dipole receivers, that this tilt strongly influences
the data. The top row in Figure 5.8 shows vertical electric-field amplitudes for a model
with and without steam and their relative difference for a perfectly vertical borehole. Fig-
ure 5.8d, e and f show data for a borehole tilted by 3 m per 100 m depth. The electric-field
loses its symmetric shape to the y axis and looks more similar to the Ex component rather
than the Ez component suggesting that even a relatively small deviation influences the
reservoir response significantly. In Figure 5.9 the effect of a borehole tilted by 0.5 m at
100 m depth is given for two different reservoir conductivities of 0.05 and 0.005 S/m for
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Figure 5.8: Comparison of amplitudes of electric fields that would be measured in a perfectly vertical borehole
(a-c) and a borehole tilted by 3 m at a depth of 100 m (d–f), for a frequency of 0.5 Hz and a 1-km long source
for a source current of 1 A. Amplitudes normalized by source length are shown for a model with a 5 m thick
steam layer (a and d) and without steam (b and e). Relative differences of responses with and without steam
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Figure 5.9: Comparison of a perfectly vertical borehole and a borehole tilted by 0.5 m. The source is a 1 km
long horizontal dipole (1 A current) and positioned 3 km away from the receiver which is a 95 m long (near-)
vertical dipole (5 m to 100 m depth). Electric-field values are converted to voltage as measured in the field.
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the model shown in Figure 5.1. The simulated changes show an appreciable 4D effect
(Figs. 5.9c and 5.9d) and suggest that borehole tilt may have a strong influence on the
measured voltage especially in the frequency range of interest between 0.1 and 10 Hz.

Since the tilt of the receiver borehole has significant consequences on the measure-
ment it is necessary to include borehole deviations in modeling for obtaining reliable
results. In case of a borehole equipped with only two electrodes, a shallow and a deep
one, the information about the location of the deep electrode could be used to put the
surface (shallow) electrode right above the deep electrode and thus avoid the issue of a
tilting borehole presuming that the location of the borehole electrodes can be accurately
determined.

5.3. FIELD SURVEY
CSEM measurements at Schoonebeek were carried out subsequent to this study (see
Chapters 3 and 4). Measurements of the vertical electric field via shallow boreholes, how-
ever, are a novelty, and deployment of these electrodes, as well as proper field setup, is
challenging.

5.3.1. FIELD SETUP
Three field survey CSEM experiments were carried out at the Schoonebeek field in the
Netherlands between 2014 and 2015. The Schoonebeek field is a producing oil field in
which steam is injected into a reservoir for enhanced oil recovery. A simplified model
of the subsurface derived from logging data was shown previously in Figure 5.1. Source
and receiver positions were chosen such that sensitivity to the target area, the reservoir
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at about 700 m depth in the area of the vertical electric-field receivers, and the signal-to-
noise ratio, were optimized (Figure 5.10). Receivers were placed in boreholes 3 – 5 km
away from the two source positions and placed at depths of about 5, 50, 100 and 125 m
(Figure 5.11). The exact depth of each receiver achieved, is mentioned in Figure 5.12. The
surface receivers to measure the horizontal electric-field components were kept at the
locations as described in Chapter 2. The vertical receivers remained stationary through-
out the first and the two repeat surveys (except for electrode 11 which was replaced by a
new electrode at 2 m depth during the first survey as it appeared to be broken). For more
details about the Schoonebeek field, survey acquisition, source locations and character-
istics, the reader is referred to Chapter 2 and Chapter 3.

As stated in the previous section, reliable Ez measurements require the electrode
dipole in the boreholes to be as close as possible to the vertical. As an alternative to
non-metallic casing and to avoid introducing conductive features near the electrodes,
downhole electrode deployment was attempted using rotary flush drilling without cas-
ing. After placing the electrodes, the unsupported boreholes naturally collapse and bury
the electrodes while preserving the earth structure, with only minor modifications along
the borehole path due to the drilling mud. The electrodes used were chosen due to their
shape (thin with large contact surface) and manufacturer’s specifications (long-term us-
ability and stability). Six of the boreholes were equipped with Ag/AgCl WE200 elec-
trodes (from Silvion Ltd.) and two boreholes were equipped with Ag/AgCl LD25 elec-
trodes (from Castle Electrodes Ltd.) to additionally compare the quality of both elec-
trode types. Small-scale field testing of the Ag/AgCl Silvion WE200 electrodes prior to
deployment at Schoonebeek had confirmed their ability to record consistent EM sig-
nals under Northern Netherlands’ field conditions. However, longer-term observations
later revealed that contact resistances increased more rapidly than anticipated. During
the ∼2.5-year period of time-lapse experiments, we observed a rise from about 500Ω to
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Figure 5.12: Contact resistances of WE200 electrodes from Silvion Ltd. in boreholes BH1, BH3 and BH4, and of
LD25 electrodes from Castle Electrodes Ltd. in BH2. Day 0 is 25 July 2013.
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(a)

 

(b)

Figure 5.13: Deviation measurements at Schoonebeek. Plan view of the deviation of the (a) old less vertical
and (b) new more vertical borehole 5. Mark ’+’ in (a) gives 10-meter increment.

roughly 3.5 kΩ for most of the shallow and mid-depth electrodes, and somewhat smaller
rise for the deepest electrodes (Figure 5.12). Also, the large tip making ground contact
consisting of porous material that proved to be quite fragile. Several electrodes broke
during preparation for deployment and temporary burial at Schoonebeek while contact
resistance measurements suggest a failure of one electrode after deployment. Different
electrodes would, therefore, be needed for future surveys although off-the-shelf elec-
trodes that function properly for a longer time in a saline sedimentary environment did
not seem to exist at the time of the studies. Recently, a prototype of a borehole sensor for
measuring Ez in a borehole was developed by GFZ Potsdam (Tietze et al., 2015a).

Borehole 5 had a deviation of 3 m from verticality for the first 100 m. An additional
more vertical borehole was drilled at a later stage 10 m away from this existing borehole
to allow comparison between these two boreholes. The new borehole was drilled with
improved drilling technology, taking learnings from the drilling of the previous bore-
holes into account, to achieve a more vertical borehole than the seven older ones. The
new borehole was about one order of magnitude more vertical than the other boreholes
(deviation 0.21 m at 100 m depth compared to previous deviations between 0.8 and 3
m at that same depth). The new borehole was equipped with Castle LD25 electrodes,
which are more robust against mechanical damage and had been observed, up until the
second field survey (i.e. day 475 in Figure 5.12), to have somewhat more stable contact
resistances than the Silvion WE200 electrodes used in most of the previous boreholes.

To precisely determine the inclination of the borehole and to further correct for the
receiver dipole tilt in modeling, inversion and interpretation of the data, borehole de-
viation measurements were conducted separately at each borehole location. This was
achieved by lowering a logging tool into the borehole prior to placing the receivers in-
side the borehole. An example of such a measurement indicating the direction of the
deviation and the deviation as a function of depth is shown in Figure 5.13 for the old and
the new borehole 5. In borehole 1, the maximum deviation of 3.4 m was measured at a
depth of 148.32 m.
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Figure 5.14: Amplitude of response functions of all vertical receivers after notch filtering (50 Hz and harmonics)

component T Ez
1,3 obtained for first (blue dots), second (green dots) and third (red dots) survey for transmitter

location 1 (base frequencies of 1/16 and 1/4 Hz only).

For all surface stations, the entire receivers were re-installed for each survey. The
S.P.A.M. Mk.IV systems of GFZ Potsdam were used. At most of the borehole stations,
Metronix ADU 07e recorders were used.

5.3.2. RESULTS

The vertical electric-field data of the three surveys were processed following the proce-
dure described in Chapter 2 and 3. Figures 5.14- 5.17 show response function amplitudes
and phases for the Ez field component for two chosen polarizations for transmitter loca-
tion T1. The response functions were processed for the vertical electric field Ez and two
source current combinations (I1, I3) and (I2, I3) using base frequencies of 1/16 and 1/4
Hz for best comparability between all three surveys following the procedure in Chapter 3.
The numbers on the top of each figure indicate the electrode combination according to
Figure 5.11. For the majority of the dipole combinations, amplitudes and phases were
repeatable although variations between the surveys were found to be larger than for the
horizontal components (see Chapter 4).

Figure 5.18 shows a comparison of response functions from horizontal and vertical
data from two locations close to each other (see locations in Figure 5.10). The overall
amplitude behavior is similar, although the vertical field amplitudes are about one order
of magnitude lower. Phase differences are 20 – 30°. Overall, the vertical data are noisier
(see error bars) compared to horizontal data.

The influence of borehole tilt on amplitude and phase was tested in the field by com-
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location 1 (base frequencies of 1/16 and 1/4 Hz only).
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paring the two closely-spaced boreholes at borehole location 5 (Figure 5.13). Figure 5.19
compares time series for the two boreholes. Amplitudes are strongly reduced especially
for the shorter electrode dipole (50 m – 100 m) when the borehole is more vertical. The
corresponding amplitude and phase responses of the two boreholes are shown in Fig-
ure 5.20. The amplitudes of the new and more vertical borehole are approximately half
the magnitude for the short dipole. The phase behavior, however, is similar and depends
only infinitesimally on the verticality of the borehole. This may be different for sources
further from the boreholes, though.

5.4. REAL DATA RESULTS AND INTERPRETATION
Inversion of the horizontal electric-field data was done in the previous chapters 2 – 4.
In order to invert for the vertical electric field, understanding of the field data, i.e. their
amplitude and phase behavior, is essential. Figure 5.21 shows a comparison of real data
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response functions to modeled response functions before and after 1D inversion with
12 iterations for the horizontal electric-field data. As a starting model, the model of Fig-
ure 5.1 was assumed. For a detailed description of the inversion algorithm and used
parameters, the reader is referred to Chapter 3. The modeled data in Figure 5.21 is close
to the real data and the 1D inversion is able to improve the misfits between the data and
the model for all receiver positions.

This model as obtained for the horizontal data was used as the starting model for in-
verting the vertical electric-field data. The obtained forward-modeled vertical electric-
field data have lower amplitudes than the observed field data for most of the vertical
dipoles even though the borehole tilt was properly accounted for in the forward model-
ing (Figure 5.22). The electrode dipoles show unexpectedly high amplitudes that cannot
be explained by a simple 1D model. Tests on 3D modeling have shown that even more
complex 3D structures failed to model these high amplitudes. Since a good guess of
the subsurface resistivity distribution can be made due to available well-log data, the
high amplitudes are likely a result of nearby metal structures such as well casings and
pipelines.

In order to investigate the effect of well casings, seven highly conductive steel casings
close to the receiver line were incorporated into a 3D model (Figure 5.23). In the forward
modeling, an effective-medium approximation was used since the size of the steel cas-
ing is much smaller than the grid size used. For the steel casing, a conductivity of 2 ·10−7

Ωm, a well casing radius of 10 cm and a casing thickness of 1 cm, were assumed. Well
locations and casing depth were obtained from Shell’s well database but to our knowl-
edge are also publicly available online from the Netherlands Oil and Gas Portal (TNO,
2017). For simplicity, all casings were assumed to be perfectly vertical. The model grid
around the well locations was locally refined to lateral cell dimensions of 10 m×10 m.
The effective-medium approximation is used to assign well resistivities for each depth
level to the entire grid cell. The well casing’s vertical resistivity per grid cell is determined
by three resistors acting in parallel

A

ρv
=

3∑
i=1

Ai

ρi
, (5.1)

where Ai and ρi are the areas and resistivities of mud, steel and background, respec-
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Figure 5.24: Influence of well casings on horizontal electric-field component Ey from 3D modeling for stations
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Figure 5.25: Influence of well casings on vertical electric-field component Ez from 3D modeling for boreholes
(a) BH5, (b) BH6 and (c) BH7. Amplitude and phase differences for both short (blue) and long (red) dipole are
plotted.
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tively, and A is the area of the entire model grid cell. Assuming an average background
resistivity of 10Ωm (0.1 S/m), we obtain a vertical resistivity of ρv ≈ 1/300Ωm. The hor-
izontal resistivity is determined by three resistors acting in series. Since the calculated
horizontal resistivity does not differ much from the background horizontal resistivity, it
is assumed to be not affected by the well casings. The effective-medium approach is
simple, but possibly very inaccurate such that further studies should use a more sophis-
ticated approach.

The influence of the seven well casings on the electric-field components Ey and Ez is
shown in Figures 5.24 and 5.25. Figure 5.24 shows, within the approximations made for
modeling (true casing effects can be different), that models including well casings lead
to changes in E-field amplitudes and phases of up to 10% for the horizontal electric-field
component Ey , specifically in the frequency range of 0.1 to 2 – 3 Hz. While E-field am-
plitudes for receiver R5 increase for lower frequencies, they decrease for lower frequen-
cies for receiver R7 when incorporating the casings into the model. The influence of the
seven casings to the vertical electric field is shown in Figure 5.25 for the three boreholes
closest to the three surface stations R5, R6 and R7. The influence of the well casings on Ez

is large and the E-field amplitudes generally increase. Borehole 7 closest to a well casing
(SCH-253) shows the strongest amplitude change, of up to 200%. This is in agreement
with the large amplitudes observed in the real data for borehole 7 (Figure 5.22). However,
the different amplitude levels of the real and modeled data cannot be explained solely
by the influence of the well casings. Tests have shown that the influence of the borehole
casings on overall amplitude is too low and can even lead to a slight decrease in the ob-
served amplitudes. However, the effective medium approximation cannot be expected
to model well casing effects accurately. Additional modeling studies, not shown here,
using the COMSOL Multiphysics®Modeling Software have supported the observation
that the influence of well casings near the receiver and source side are present but are
not in the magnitude range of the field data deviation. Ongoing studies indicate that a
horizontal pipeline that is crossing the vertical array influences the measurements by an
amount similar to the amount observed in the field data. Therefore, for proper inversion
studies, pipeline structure and well casings, as well as other conductive bodies, have to
be considered and accurately modeled.

It has not (yet) been possible to fit the borehole receiver stations during a 1D or 3D
inversion and large misfits remained after inverting the data. A proper starting model
with all conductive bodies that affect the measurements still has to be found.

Further, we tested the effect of the near surface on the inversion results. Figure 5.26
shows 1D inversion results of field data for a source polarization of 100°. The red dashed
line indicates the inversion result after inverting the entire depth range whereas the blue
solid line indicates the inversion result after inverting only the depth range below 150
m. The reservoir can be seen at a shallower depth (around 500 m instead of ∼780 m),
demonstrating again that resolving the location of the reservoir in depth and amplitude
is challenging. The inversion trials on real data contrasts the findings of the modeled
example shown in Figure 5.7. Even if we fix the resistivity values in the first 150 m, the
inversion is not capable of resolving the reservoir at its true depth.
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5.5. DISCUSSION ON FIELD CHALLENGES OF Ez MEASURE-
MENTS

In contrast to conventional surface-based horizontal electric-field measurements, the
non-standard measurement of the vertical electric-field component via shallow bore-
holes led to additional challenges to field acquisition and processing. Assessment of the
active CSEM data has revealed that the observed amplitudes of the vertical electric-field
were higher than predicted from modeling studies even when the exact borehole tilt was
incorporated into modeling. Modeling studies indicated that the Ez component is more
influenced by metal structures such as pipelines and well casings than the horizontal
electric-field components. Vertical dipoles should be either positioned as far away from
metal bodies as possible or the metal bodies have to be accurately incorporated into the
modeling.

The Ez data were found to be noisier than expected, most likely due to man-made
EM noise. In addition, the contact resistances of the borehole electrodes linearly rose
over time and are expected to increase further. Although this increase most likely is not
a serious problem in the short term, the trend of the linear increase, however, might be
problematic for future surveys since higher contact resistances will lead to noisier data.
Possible reasons of rising contact resistance include: (1) the erosion of the contact sur-
face of the electrode, (2) drying out of the contact/electrode or (3) contamination of the
electrode by dirt. Nevertheless, the three surveys gave similar responses, but repeatabil-
ity was not good in view of the 1% target error required for time-lapse imaging.

For the first survey, signal-to-noise ratios of Ez for the second transmitter T2 were
such that the signal was barely visible at the most distant vertical receiver dipoles sug-
gesting that the second transmitter was too far from the electrode array to make inter-
pretable Ez recordings. As a consequence, transmitter location 2 was relocated toward
the receiver array for the repeat surveys. The source-receiver offset range usable for Ez -
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based imaging was thus more limited than predicted from the initial modeling.

Initially, a setup was planned in which the signal was transmitted through long cables
(up to nearly 1 km) to a single recording unit placed in a cabin at one end of the electrode
array (Figure 5.27). This simple setup proved impossible, because the cables picked up
strong noise that completely masked the CSEM signal. An ad-hoc solution of installing
recording equipment next to the electrode holes was thus implemented resulting in data
of much better quality when compared to the initial setup (Figure 5.11). Although this
worked, it is impractical for time-lapse measurements since this would require main-
taining and powering expensive acquisition units in the field. Data transmission to a
single recording unit as shown in Figure 5.27 would allow for real-time quality control
and for more flexible receiver geometries. In principle, such a layout would allow us to
form receiver dipoles between any two of the buried electrodes and would lead to the
possibility of measuring horizontal dipoles in depth. The measured horizontal electric
field may be of better signal quality than the electric field measured at the surface, since
the receivers are located slightly closer to the area of interest and slightly further away
from the surface where man-made noise sources are expected to be the strongest. Tietze
et al. (2015b) showed that although field amplitudes are close to the smallest resolvable
signal levels, resistivity changes can be observed if receivers are deployed close to the
reservoir. Active amplifier electronics for transmitting the signal to a central recording
location were therefore developed and tested in order to be operational for future sur-
veys (but are not discussed in this thesis).

5.6. CONCLUSIONS
Due to the much larger resistivity time-lapse signature compared to the associated
acoustic property changes, CSEM methods and especially the more sensitive vertical
electric-field component Ez , in theory, has a good potential for monitoring applications
in detecting small changes in the reservoir. Therefore, the advantages and challenges of
measuring Ez via shallow boreholes in addition to surface-measured horizontal electric-
field components was investigated. Sensitivity analyses have shown that Ez is very sen-
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sitive to reservoir changes. It also shows that the influence of borehole deviation has
to be taken into account. Vertical electric-field data are much more difficult to fit via
modeling than horizontal field data; Ez inversions are less stable, returning a reservoir
at its known depth only after careful tuning of inversion parameters. Synthetic studies
revealed that cumulative sensitivity to the depth range containing the receivers is 1-2
orders of magnitude higher than to other depths, resulting in decreased vertical reso-
lution of Ez . A-priori knowledge, such as resistivity distribution obtained after 1D and
3D inversion of horizontal electric-field data and additional near-surface resistivity in-
formation, should be included for a better constraint. Nevertheless, Ez has the ability to
detect resistive changes at reservoir level, i.e. the ability to distinguish between reservoir
and no-reservoir cases.

The analysis of the real Ez data has shown that recording the vertical electric field
accurately and reliably is challenging. Apart from the expected lower signal amplitudes
compared to the horizontal electric-field components, relative noise levels were higher
indicating that more attention on minimizing noise sources is necessary in order to im-
prove the signal-to-noise ratio. Real Ez data measurements were fairly repeatable be-
tween the three surveys but could not (yet) be fitted to an acceptable level and con-
sequently a reliable subsurface model from Ez data is still missing. Synthetic data for
models that include the exact position of nearby well casings show large differences in
Ez amplitude and phase compared to data for a metal-free subsurface, suggesting that
(1) accurate inclusion of position and trajectories of well casings and pipelines into the
initial model for inversion along with (2) accurate modeling, using more accurate ap-
proaches than effective-medium averaging in future studies may lead to better data fits.
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6
CONCLUSION

The work described in this thesis explores various aspects of land CSEM exploration and
monitoring. The use of the CSEM method for monitoring applications was discussed as
a complement to other geophysical methods, primarily to the seismic method. Beside
the rather standard measurements of the horizontal electric-field components discussed
in Chapters 3 and 4, the vertical electric-field component was measured by employing
shallow boreholes in Chapter 5. To this end, one base survey and two repeat surveys
were carried out at the Schoonebeek oil field in the Netherlands. The work especially
focused on issues related to time-lapse measurements such as repeatability and on the
vertical electric-field component.

Therefore, the advantages and challenges of measuring Ez via shallow boreholes in
addition to surface-measured horizontal electric-field components was investigated. In
the following, the major conclusions from this work are presented and the scientific and
technical implications for monitoring applications are explained in the order of appear-
ance in the previous chapters. In the end, I will give some recommendations for further
studies in order to allow for improved data quality and time-lapse measurements in sub-
sequent CSEM monitoring surveys.

6.1. OVERALL CONCLUSIONS
Three separate land CSEM surveys with the same survey geometry were conducted dur-
ing this study. The main aim of the surveys was to test the feasibility of vertical electric-
field measurements in shallow boreholes. Different geometries were studied to define a
layout that provides background information/models to that data. As a result, cross-line
sources were found to increase (in-line) resolution, whereas cross-line receivers hardly
helped to increase (in-line) resolution.

Using the chosen survey geometry and the background geology from the Schoone-
beek area, the research focus was placed on different simulation scenarios by conducting
a resolution analysis and by assessing the performance of 1D and 3D inversions. Based
on the simulations, it was found that small resistive anomalies can be recognized, but

137



6

138 6. CONCLUSION

their size and resistivity are hardly recoverable. Complex structures such as small-scale
resistivity variations due to steam injection, however, were not resolvable assuming real-
data uncertainties. Based on processing and inverting of real data from the baseline
survey, it was shown that the highly-resistive Schoonebeek reservoir can be clearly iden-
tified just by using a simple line survey geometry and horizontal electric-field data. Un-
constrained 1D inversion has approximately recovered the correct reservoir depth. The
introduction of fine layering around the predicted reservoir depth has resulted in a more
geologically plausible 1D model that could be used as input for 3D inversion. Lateral
variations and small resistive or conductive bodies inside the reservoir, however, could
not be resolved as well as anticipated from synthetic studies. Subsequently carried out
3D inversions resulted in a more complex 3D structure indicating resistivity variation
within the reservoir. Unaccounted features such as metal infrastructure may have lim-
ited the ability of the inversions to fit the data and resolve detailed reservoir structure
making interpretation difficult without further constraints. The results show most likely
actual reservoir structure with an imprint of acquisition geometry and distorted by the
influence of unaccounted conductive (or resistive) bodies. Although reservoir depth and
large bodies inside the reservoir are detectable, small-scale resistivity structures due to
steam injection that are estimated from reservoir simulation data and petrophysical re-
lations cannot be resolved by the CSEM method with the used surface-based survey ge-
ometry. However, the general large-scale resistivity structure is possible to detect.

After studying the base survey in detail, I looked at time-lapse changes by comparing
the response functions and the inversion results of the base survey to the ones from the
two repeat surveys. Small-scale resistivity variations, or time-lapse changes induced by
hydrocarbon production and steam injection over the short time period of our measure-
ments, are not detectable on the horizontal electric-field components. Subtle resistivity
changes inside the reservoir are only recognizable in highly repeatable time-lapse CSEM
data and thus efforts toward minimizing the errors due to inaccurate surface geometry
and noise sources were taken. Based on synthetic studies, I found that the resistivity
changes inside the reservoir during the short time period of nearly two years between
the three acquired surveys were expected to be minor and relative changes between the
data were expected to be no more than ∼1% at most locations, and thus too low to be de-
tectable. To assure high-quality data sets for future monitoring applications and to en-
hance data quality and subsequently decrease repeatability errors, more attention needs
to be focused on accurate source and receiver positioning. Imprecise layout together
with technical challenges such as high-cultural EM noise, near-surface heterogeneities
and metallic objects near the measurement equipment showed that slight changes in
receiver location may lead to relative changes between the different data sets multiple
times larger than changes of interest, i.e. due to steam injection. Therefore, proce-
dures used for one-time CSEM surveys such as measuring receiver midpoints and dipole
length only, have to be adjusted to achieve the necessary repeatability. Measuring each
receiver electrode location by differential GPS and GPS-based layout of the source cables
should be done for each survey to minimize discrepancies between the survey layouts.
On the source side, it was found that the source base frequencies of the source signals
should be identical for all surveys in order to avoid inaccuracies during data processing.
Throughout the three surveys, data quality slightly increased, most likely related to up-
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dated source-signal periods and transmission times. Repeatability errors were about 2 –
3% for shorter-offset data (up to ∼6 km), but increased to 5 – 10% for the longest offsets
in the survey. Separate 1D inversions for the three surveys show a good match whereas
resistivity updates as a result of 3D inversions show no clear trend of resistivity change
between the three surveys. Using previous-survey inversion results as the starting model
of the subsequent survey and thus simulating time-lapse inversions led to only minor
inversion updates that could not be associated with changes due to steam injection and
oil production. This is a direct cause of the similarity of the three data sets. Using the
suggested improvements to achieve higher-accuracy and higher-quality measurements,
repeatability errors might be lowered by another ∼1%, thus suggesting that land CSEM
reservoir monitoring has a potential to add additional information to reservoir monitor-
ing.

Time-lapse changes of the horizontal electric-field data were too small to be de-
tectable in the conducted surveys. Further studies were conducted on the vertical
electric-field component Ez that, in theory, is more sensitive to resistivity changes in-
side the reservoir. Therefore, I have studied the advantages and challenges of using this
component. Sensitivity analyses confirmed that Ez is the most sensitive component to
reservoir changes. However, I found that vertical electric-field data are much more dif-
ficult to fit via modeling than horizontal electric-field data. The Ez inversions were less
stable and returned a reservoir at its known depth only after careful tuning of inversion
parameters. Synthetic studies revealed that cumulative sensitivity to the depth range
containing the receivers is 1 – 2 orders of magnitude higher than to other depths re-
sulting in decreased vertical resolution of Ez . The inversion benefited from including
a-priori knowledge as a constraint, such as resistivity distribution obtained after 1D and
3D inversion of horizontal electric-field data and additional near-surface resistivity in-
formation. Further, the influence of borehole deviation has to be taken into account pre-
cisely. The analysis of real Ez data has shown that recording this component accurately
and reliably is challenging. Apart from the expected lower signal amplitudes compared
to the horizontal electric-field components, relative noise levels were higher (i.e., signal-
to-noise ratios were lower) indicating that more attention on minimizing noise sources
is necessary in order to improve the signal-to-noise ratio. Between the three surveys, the
Ez measurements were similar and moderately repeatable, but could not be fitted to an
acceptable level. Consequently, a reliable subsurface model from Ez data still needs to be
obtained. Modeling that includes the exact position of nearby well casings has revealed
that casings can cause large changes in amplitude and phase. It suggests that accurate
inclusion of position and trajectories of well casings into the initial model for inversion
may lead to improved data fits.

6.2. OUTLOOK AND FURTHER STUDIES
In this section, recommendations for further studies and an outlook on using the land
CSEM method for reservoir monitoring is given. The findings of this thesis are used to
discuss improvements for future land CSEM surveys.

For future monitoring surveys, more focus should be placed on minimizing inaccura-
cies in source and receiver positioning. Apart from the discussed efforts to use differen-
tial GPS measurements on all electrode locations to more accurately measure the exact
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positions, a more permanent set-up may be beneficial to further reduce repeatability er-
rors. By burying both receivers and source cables, noise picked up by weather conditions
(e.g., rain and wind) can be possibly reduced. On the receiver side, a buried grid of elec-
trodes has the added advantage that in principle, different electrode combinations may
be usable, subject to further equipment development, and optimized for 3D monitoring.
This is similar in concept to what is used in DC-resistivity imaging, although forming ar-
bitrary electrode pairs from an electrode array is not as straightforward as in DC surveys,
due to the additional electromagnetic interaction that needs to be considered. Different
electrode combinations were studied, but were not discussed in the main body of the
thesis. An issue that came up is that signals are small in amplitude such that amplifiers
are needed to transport the signal over to a central recording unit. Also, the long-term
stability of the electrodes is an issue and needs to be studied and improved in the future.
On the long-term, subsurface array measurements may replace surface measurements
for monitoring purposes. One initial surface-based survey may then be followed by sub-
sequent surveys using subsurface sensors only. More studies are needed to investigate
the Ez component. Since the Ez data could not be properly modeled during the time of
this work, inversion of the Ez data was only slightly discussed here although more provi-
sional inversion trials were executed. The complexity of the starting model may need to
be increased and reasons for the observed unexpectedly high Ez amplitudes need to be
investigated further.

One issue that emerged during the study of Ez and was not studied in detail, is the
influence of steel casings and pipelines on the data. Steel is a very good conductor and
thus can create a strong secondary electromagnetic field that contaminates the data. Re-
cent studies in the literature show the importance of including metal casings into mod-
eling. Swidinsky et al. (2013) have studied the influence of borehole casings in a marine
setting and concluded that boreholes must be at least 200 m away from the CSEM array
in order to minimize the effects of the casings. The electromagnetic response of conduc-
tive steel borehole casings was analytically and numerically modeled by several research
groups, primarily to investigate the possibility to enable steel-cased wells in or near a
hydrocarbon reservoir as galvanic sources for time-lapse monitoring (Yang et al., 2009;
Kong et al., 2009; Cuevas, 2012, 2014; Tang et al., 2015; Commer et al., 2015; Um et al.,
2015). In most of the approaches, the casing is considered as a secondary source, thus al-
lowing to model well casing effects (approximately) while avoiding explicit, numerically
very expensive discretization of the casing. The effect of steel-cased wells on collected
data for electromagnetic surveys was studied by Kohnke et al. (2017).

The Schoonebeek oilfield is perforated with many steel-cased wells and many
pipelines are present at the surface. Since wells and pipelines are all over the place, it was
impossible to define source and receiver locations such that they were not in the vicin-
ity of these wells and metal body locations were thus hardly considered before defin-
ing the survey geometry; only the immediate vicinity to wells was avoided. Accordingly,
the recorded data showed significant indications of metal interferences. Therefore, it
was also necessary to model the effect of these steel objects on the collected data. The
tests in this thesis suggest that the influence of the well casings is not big enough to ex-
plain observed amplitudes, yet more accurate modeling techniques than the effective
medium approach used here would have to be used to verify this. Recent studies con-
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ducted by Shell researchers indicated that a horizontal pipeline close to receiver location
R6 is likely to be the primary source of metal interference (private communications). De-
tailed studies that include both steel casings and pipelines are still needed to be able to
better understand the data. In contrast to inverting the horizontal electric-field com-
ponents, it was found that for inverting the vertical data conductive steel bodies in the
vicinity of the sources and receivers need to be incorporated into the starting model.

The data in this thesis were entirely processed in the frequency domain and the entire
acquisition was designed for that purpose. Since the strong air-wave signal is usually
easier to separate in the time domain, time-domain processing of the data or part of the
data may give additional insight that might help in data interpretation. Further studies
should therefore also consider time domain interpretation.

Due to the generally low resolution, EM data is often interpreted together with other
available data. The capability of the EM method to recognize resistivity changes can be
combined with detailed local information that may be gathered from well-logs, geologi-
cal information, different EM data such as the vertical electric field Ez or from other geo-
physical data (e.g., seismic) and may be used for joint data interpretation. Since EM data
are lacking the resolution that other geophysical methods such as the seismic method
are likely to provide, combining time-lapse measurements of the vertical (and horizon-
tal) electric field with seismic data is deemed to be beneficial and may potentially be an
economically viable alternative to high-resolution 4D seismic. Joint data interpretation
or even joint inversion of CSEM and seismic data acquired at the site may further reduce
the uncertainty in our interpretation. At Schoonebeek, high-resolution seismic data us-
ing the so-called SeisMovie system are available and exist at the central position of our
survey. Combining these data with our measured data may be the next step for a better
image of the subsurface changes. One of the challenges that need to be handled, is how
to combine data with significantly different resolution possibilities.
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SUMMARY

Geophysical methods are widely used for hydrocarbon exploration and time-lapse mea-
surements. One method that can be applied in place of or in addition to the routinely
used seismic method, is the Controlled-Source ElectroMagnetic (CSEM) method. The
work described in this thesis explores various aspects to improve the land CSEM method
for exploration and monitoring purposes. Therefore, three separate active land CSEM
field experiments, a baseline and two repeat surveys, were carried out over a period of
nearly two years at the Dutch Schoonebeek oil field, where heavy oil is produced by in-
jecting steam to reduce the viscosity of the oil. Steam injection and oil production have
to be closely monitored to prevent breakthrough of steam to production wells and to
detect possible unwanted leakage or contamination of groundwater such that further
measures can be taken.

First, the use of the CSEM method for oil and gas exploration is discussed. This is
done by focusing on different simulation scenarios, by conducting resolution analysis
and by assessing the performance of 1D and 3D inversions using the survey geometry
applied in the field and the background geology from the Schoonebeek area. It was
shown that small resistive anomalies can be recognized but their size and resistivity are
hardly recoverable. Complex structures such as small-scale resistivity variations due to
steam injection, however, were not resolvable assuming real-data uncertainties. Real-
data results from the base survey were processed and inverted. It was shown that the
highly-resistive Schoonebeek reservoir can be clearly identified by using a simple line
survey geometry and horizontal electric-field data. Unconstrained 1D inversion has ap-
proximately recovered the correct reservoir depth. Introduction of fine layering around
the predicted reservoir depth has resulted in a more geologically plausible 1D model
that could be used as input for 3D inversion. From the results of the 3D inversion, a
more complex 3D structure indicating resistivity variation within the reservoir was ob-
tained. Unaccounted features such as metal infrastructure may have limited the ability
of the inversions to fit the data and resolve detailed reservoir structure such that the
results show most likely actual reservoir structure with an imprint of acquisition geom-
etry and distorted by the influence of unaccounted conductive (or resistive) bodies. Al-
though reservoir depth and large bodies inside the reservoir are detectable, small-scale
resistivity structures due to steam injection that are estimated from reservoir simulation
data and petrophysical relations cannot be resolved by the CSEM method with the used
surface-based survey geometry.

Second, after studying the base survey in detail, I looked at time-lapse changes by
comparing the base survey with the two repeat surveys. According to literature and
from early simulation studies, time-lapse resistivity changes inside the reservoir due
to steam injection are likely too small to be detectable on the horizontal electric-field
components. This was confirmed after evaluating the field tests. Small-scale resistiv-
ity variations or time-lapse changes induced by hydrocarbon production and steam in-
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jection over the time period of our measurements are not detectable. Subtle resistiv-
ity changes inside the reservoir are only recognizable in highly-repeatable time-lapse
CSEM data and thus efforts in minimizing the errors due to inaccurate surface geom-
etry and noise sources were taken. Therefore, I focused on the issue of repeatability
of the CSEM measurements to assure high-quality data sets for future monitoring ap-
plications. I have shown that to enhance data quality and subsequently decrease re-
peatability errors, more attention needs to be focused on accurate source and receiver
positions. Procedures that are used for one-time CSEM surveys have to be adjusted to
achieve the necessary repeatability. Imprecise layout together with technical challenges
such as high-cultural EM noise, near-surface heterogeneities and metallic objects near
the measurement equipment showed that slight changes in receiver location may lead to
relative changes between the different data sets of >10%, which is an order of magnitude
larger than changes of interest, i.e. due to steam injection. On the source side, it was
found that the source signals should be exactly identical for all surveys in order to avoid
inaccuracies during data processing. During the three surveys, data quality slightly in-
creased most likely linked to updated source signal periods and transmission times. The
better data quality of the third survey is also the result of less man-made EM-noise due
to the stoppage of steam injection and oil production before the beginning of the third
survey.

Repeatability errors were about 2 – 3% for shorter-offset data (up to ∼6 km), but in-
creased to ∼5 – 10% for the longest offsets in the survey. Signal-to-noise ratios at large
offsets can, in principle, be improved by longer recordings and/or stronger source cur-
rents. The latter, however, is not possible with the source used. Separate 1D inversions
for the three surveys showed a good match whereas resistivity updates as a result of 3D
inversions showed no clear pattern between the three surveys. Using previous survey in-
version results as the starting model of the subsequent survey and thus simulating time-
lapse inversions led to only minor inversion updates that could not be associated with
changes due to steam injection and oil production. This is a direct cause of the similarity
of the three data sets. Using the suggested improvements to achieve higher-accuracy and
higher-quality measurements, repeatability errors might be lowered by another ∼1%. If
that can be achieved, land CSEM reservoir monitoring has a potential to add additional
information to reservoir monitoring.

I have shown that time-lapse changes of the horizontal electric-field data are too
small to be detectable assuming a monitoring period of less than two years. Another
component, that is more sensitive to resistivity changes inside the reservoir, is the verti-
cal electric-field component Ez . This component can be measured by employing shal-
low boreholes, but accurate and reliable recording via boreholes is more challenging
than recording surface measurements. I studied the advantages and challenges of us-
ing the Ez component. Sensitivity analyses showed that the Ez component, in theory, is
very sensitive to reservoir changes and more sensitive than the horizontal electric-field
components. The analysis of the vertical electric-field data has shown that the data are
much more difficult to fit via modeling than horizontal electric-field data. Ez measure-
ments were fairly repeatable between the three surveys but could not (yet) be fitted to an
acceptable level and consequently a reliable subsurface model from Ez data is still miss-
ing. The Ez inversions were less stable and returned a reservoir at its known depth only
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after careful tuning of inversion parameters. Synthetic studies revealed that cumulative
sensitivity to the depth range containing the receivers is 1 – 2 orders of magnitude higher
than to other depths resulting in decreased vertical resolution of Ez . The inversion can
benefit when including a-priori knowledge as a constraint, such as resistivity distribu-
tion obtained after 1D and 3D inversion of horizontal electric-field data and additional
near-surface resistivity information. Apart from the expected lower signal amplitudes
compared to the horizontal electric-field components, relative noise levels were higher
indicating that more attention on minimizing noise sources is necessary in order to im-
prove the signal-to-noise ratio. Further, the influence of borehole deviation has to be
taken into account in modeling, inversion and interpretation of the data. Modeling that
includes the exact position of nearby well casings has indicated strong dependency of
amplitude and phase on well casings, suggesting that accurate inclusion of position and
trajectories of well casings and pipelines into the initial model for inversion in future
studies may lead to much better data fits. Although there are many challenges that need
to be overcome, theoretical studies provide abundant indication that Ez should be able
to detect resistivity changes at reservoir level that might not be detectable by the hori-
zontal electric-field components. Further work is required to be able to use Ez to its full
potential.





SAMENVATTING

Geofysische methodes worden breed gebruikt voor het vinden van grondstoffen en voor
time-lapse metingen. Een methode die gebruikt kan worden samen met of in plaats
van de gebruikelijke seismische methode, is de Gecontroleerde-Bron ElektroMagneti-
sche methode, of Controlled-Source ElectroMagnetic (CSEM) method in het Engels. Het
werk dat is beschreven in deze thesis behandelt verscheidene manieren om de CSEM-
methode op land te verbeteren voor onderzoek en monitoring. Voor dit onderzoek zijn
er drie aparte metingen gedaan op land, een basislijn en twee herhaalmetingen, gedu-
rende een periode van bijna twee jaar, bij het Nederlandse olieveld in Schoonebeek, waar
zware olie wordt gewonnen met de hulp van stoominjecties, die de viscositeit van olie
verminderen. De stoominjectie en winning van olie zijn scherp in de gaten gehouden
om te voorkomen dat stoom in de olieputten terecht kwam en om mogelijke ongewenste
lekken of het vervuilen van grondwater bijtijds op te merken zodat maatregelen getrof-
fen kunnen worden.

Ten eerste wordt de CSEM-methode voor olie en gas detectie behandeld. Dit is ge-
daan door verschillende scenario’s te simuleren, waarbij analyse is gedaan over de re-
solutie en de kwaliteit van de 1D en 3D inversies is beoordeeld die zijn gedaan met de
meting geometrie in het veld en de geologie van het omliggende gebied in Schoonebeek.
Het is aangetoond dat kleine anomalieën met hoge weerstand gedetecteerd kunnen wor-
den, maar dat hun grootte en weerstand moeilijk te bepalen zijn. Complexe structuren
zoals weerstand variaties op kleine schaal die veroorzaakt worden door de stoominjectie
zijn echter niet te detecteren als er uitgegaan wordt van de onzekerheid van echte data.
De metingen van echte data van de basislijn meting zijn verwerkt en geïnverteerd. Het
is aangetoond dat het Schoonebeek reservoir, dat een hoge weerstand heeft, duidelijk
herkend kan worden als de geometrie van de meting bestaat uit een simpele lijn en het
horizontale deel van het Elektrische veld worden gebruikt. 1D inversies zonder beper-
kingen hebben redelijk nauwkeurig de correcte diepte van het reservoir geproduceerd.
Door het 1D model te verbeteren met behulp van de toevoeging van dunne laagjes rond
de voorspelde reservoir diepte, is het model geologisch gezien meer aannemelijk gewor-
den en kan daardoor gebruikt worden als invoer voor de 3D inversie. Met behulp van
de resultaten van de 3D inversie is er een meer complexe 3D structuur verkregen die
weerstand variatie in het reservoir kan aanduiden. Factoren waar geen rekening mee is
gehouden, zoals metalen infrastructuur, hebben het mogelijk moeilijker voor de inversie
gemaakt om de data correct te passen en de gedetailleerde reservoir structuur te achter-
halen, waardoor de resultaten waarschijnlijk een combinatie laten zien van de daadwer-
kelijke structuur van het reservoir met een afdruk van de geometrie van de acquisitie en
een vervorming door de invloed van onverwachte geleidende (of slecht geleidende) li-
chamen. Hoewel het mogelijk is om de diepte van het reservoir en grote lichamen met
hoge weerstand te detecteren, is de CSEM-methode niet in staat om de hoge weerstand
structuren als gevolg van de stoominjectie, die geschat zijn uit de simulatie van het reser-
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voir en Petro fysische relaties, te detecteren als er gebruik gemaakt wordt van een meting
aan het aardoppervlak.

Ten tweede heb ik, nadat ik de basislijn meting in detail heb bestudeerd, de time-
lapse veranderingen bekeken en vergeleken wat het verschil was tussen de basislijn me-
ting en de twee herhaalmetingen. Volgens de literatuur en de resultaten van eerdere
simulaties, zijn de veranderingen van weerstand in het reservoir over tijd als gevolg van
de stoominjecties waarschijnlijk te klein om te detecteren als er gemeten wordt met de
horizontale component van het Elektrische veld. Dit is bevestigd door testen in het veld.
Kleinschalige variaties in de weerstand of veranderingen over tijd van de weerstand die
zijn ontstaan door de stoominjectie of winning van olie zijn niet te detecteren binnen de
tijdperiode waarin onze metingen zijn gedaan. Subtiele verschillen van de weerstand in
het reservoir zijn alleen te herkennen als de time-lapse data van de CSEM-methode zeer
vergelijkbaar is per meting en daarom is er extra moeite gedaan om ervoor te zorgen dat
de geometrie van de meting en de aanwezigheid van bronnen van ruis een zo klein mo-
gelijke foutmarge hadden. Ik heb me daarom gericht op het onderwerp van het zo verge-
lijkbaar mogelijk houden van de CSEM-metingen zodat de datasets die gebruikt kunnen
worden voor metingen in de toekomst een hoge kwaliteit hebben. Ik heb aangetoond
dat als men de kwaliteit van de data wil verbeteren en als gevolg daarvan de foutmarge
van de vergelijkbaarheid tussen datasets wil vermijden, er meer aandacht moet worden
besteed aan de nauwkeurigheid van het plaatsen van de bronnen en ontvangers. Pro-
cedures die gebruikt worden voor een enkele CSEM-meting moeten worden aangepast
zodat toekomstige metingen vergelijkbaar kunnen blijven. Als de lay-out van de meting
onnauwkeurig is en andere technische problemen zich voordoen, zoals de aanwezigheid
van een hoog omgeving ruis gehalte, heterogeniteit bij het aardoppervlak en de metalen
objecten die zich dichtbij de meetinstrumenten bevinden, dan kan een klein verschil in
de plaatsing van de ontvanger locatie leiden tot een verschil in de data van de metingen
van meer dan tien procent, wat een orde van grootte hoger is dan de verandering die we
hopen te meten als gevolg van de stoominjectie. Het signaal dat per verschillende me-
ting door de bron wordt uitgezonden moet zo identiek mogelijk zijn voor alle metingen
om onnauwkeurigheden tijdens het verwerken van de data te vermijden. De kwaliteit
van de data is gedurende de drie metingen lichtelijk verbeterd, wat waarschijnlijk komt
door de verbeterde signaal periodes en de lengte van het uitzenden van het signaal bij de
bron. De kwaliteit van de data van de derde meting is ook hoger doordat er minder ruis
aanwezig was omdat de stoominjectie en oliewinning gestopt was voordat de meting
werd gedaan.

De foutmarges van de vergelijkbaarheid van de data van de metingen waren onge-
veer 2 – 3% voor een kleine afstand tussen bronnen en ontvangers (tot ongeveer ∼6 km
afstand), maar groeiden tot 5 – 10% voor grotere afstanden. De signaal-tot-ruis ratio zou-
den verbeterd kunnen worden door langere opnames van de data or sterkere elektrische
stromen bij de bron te gebruiken. Dit laatste is echter niet mogelijk met de bron die ge-
bruikt is tijdens de metingen. De 1D inversies per meting leken veel op elkaar, maar de
resultaten van de 3D inversies die verschillen in de weerstand aangaven lieten geen dui-
delijk patroon tussen de metingen zien. Door gebruik te maken van de resultaten van
inversie van de eerdere metingen als invoer voor latere inversies waardoor time-lapse
inversie werd gesimuleerd, kon ik alleen kleine verschillen in de inversie detecteren die



SAMENVATTING

6

149

niet te verbinden zijn met veranderingen door stoominjectie of oliewinning. Dit is een
directe reden dat de drie datasets veel op elkaar lijken. Als er gebruik wordt gemaakt van
de verbeteringen die zijn gesuggereerd dan kan een hogere nauwkeurigheid en hogere
kwaliteit van de data worden bereikt, waardoor de foutmarge van de vergelijkbaarheid
van de data verkleind kan worden met ∼1%. Als dat kan worden bereikt dan kunnen land
CSEM-metingen van het reservoir mogelijk extra informatie toevoegen bij het monito-
ren van het reservoir. Ik heb aangetoond dat veranderingen over tijd te klein zijn om te
detecteren met de horizontale component van het Elektrische veld als de tijdsperiode
van de metingen minder is dan twee jaar. Een andere component van het Elektrische
veld die gevoeliger is voor veranderingen van de weerstand in het reservoir, is de verti-
cale component van het Elektrische veld Ez . Deze component kan gemeten worden door
gebruik te maken van ondiepe boorgaten, maar nauwkeurige en betrouwbare metingen
in deze boorgaten is moeilijker dan metingen aan het aardoppervlak. Ik heb de voorde-
len en uitdagingen bestudeerd die aanwezig zijn als er gebruikt gemaakt wordt van de
Ez component. Analyses van de gevoeligheid van de Ez component hebben aangetoond
dat de component, in theorie, veel gevoeliger is voor veranderingen in het reservoir dan
de horizontale component. De analyse van de data van de verticale component van het
Elektrische veld heeft aangetoond dat het moeilijker is om de data te passen met een
model dan als er gebruik gemaakt wordt van de horizontale component. De data van
de Ez metingen zijn redelijk vergelijkbaar voor de drie metingen, maar konden (nog)
niet gepast worden met een acceptabele foutmarge en als gevolg is de nauwkeurigheid
van het model van de ondergrond dat uit deze data wordt geïnterpreteerd nog steeds te
laag. De inversies van de Ez data waren minder stabiel en de schatting van de diepte
van het reservoir was pas nauwkeurig nadat de inversie parameters uitgebreid waren af-
gesteld. Synthetische experimenten toonden aan dat de cumulatieve gevoeligheid van
het diepte bereik van de ontvangers 1 tot 2 orde van grootte hoger is dan die van andere
dieptes en als gevolg daarvan wordt de verticale resolutie van Ez lager. De inversie kan
profiteren van het gebruik van a-priorische kennis als limitatie, zoals de verdeling van de
weerstand die is verkregen door het 1D en 3D inverteren van de data van de horizontale
component van het Elektrische veld en overige informatie over de weerstand dichtbij het
aardoppervlak. Naast het feit dat de verwachte amplitude van het signaal van de verti-
cale component lager is dan de horizontale component, waren de relatieve ruisgehaltes
van de verticale component ook hoger, wat aangaf dat er extra aandacht moet worden
besteed om de aanwezige ruisbronnen zoveel mogelijk te verkleinen om de signaal-tot-
ruis ratio zo hoog mogelijk te maken. Daarnaast moet er tijdens het modeleren, inver-
teren en interpreteren van de data rekening gehouden worden met de afwijkingen van
de boorgaten. Modeleringen hebben aangetoond dat de exacte positie van de omhul-
ling van putten een hoge invloed hebben op de amplitude en fase van het signaal, wat
suggereert dat als er gebruikt gemaakt wordt van de nauwkeurige locatie en traject van
de omhulling van putten en pijpleidingen, de data beter geïnverteerd kan worden. The-
oretische studies geven aan dat hoewel er vele uitdagingen opgelost moeten worden er
ruimschoots bewijs is dat Ez in staat zou kunnen zijn om verschillen in de weerstand
van het reservoir te detecteren die mogelijk niet te detecteren zijn als er gebruik wordt
gemaakt van de horizontale component. Er is meer onderzoek naar Ez nodig voordat
het component voor zijn volle potentieel gebruikt kan worden.


	Preface
	Introduction
	The use of CSEM for exploration and reservoir monitoring
	Research objectives and thesis outline
	titleReferences

	Survey design of a time-lapse land CSEM survey
	Introduction
	Schoonebeek oilfield
	Discovery and production
	Redevelopment of Schoonebeek oil field via SAGD

	Seismic
	CSEM data acquisition and processing
	Instrumentation
	Data processing

	Survey-related modeling studies
	Main goals
	Sensitivity comparison of 2D versus 3D geometry

	Conclusions
	titleReferences

	3D Inversion of land-based CSEM survey
	Introduction
	Inversion algorithms
	1D Inversion
	3D Inversion

	Synthetic 3D resolution tests
	Resolution and sensitivity analysis
	Choice of source polarization
	Influence of noise on 3D inversion
	Summary

	Field example at Schoonebeek
	Survey design
	Data processing
	1D inversion
	3D inversion

	Conclusions
	Appendices
	Transmitter specifications
	Response function calculation

	titleReferences

	Repeatability analysis
	Introduction
	Modeling CSEM time-lapse potential
	Results from repeatability measurements
	Base and monitoring field surveys
	Processing

	Repeatability of inversion results
	Repeatability of 1D-inversion results
	Repeatability of 3D-inversion results
	Challenges and discussion

	Conclusions
	Appendices
	TF amplitudes and phases for Ex and Ey for T1
	TF amplitudes and phases for Ex and Ey for T3

	titleReferences

	Advantages and challenges of Ez
	Introduction
	Ez measurements on land
	Objectives

	Modeling study
	Comparison of electric-field components
	Optimization of survey layout
	Sensitivity of near-surface Ez for steam-injection scenario
	Effects of borehole deviations from the vertical

	Field survey
	Field setup
	Results

	Real data results and interpretation
	Discussion on field challenges of Ez measurements
	Conclusions
	titleReferences

	Conclusion
	Overall conclusions
	Outlook and further studies
	titleReferences

	Summary
	Samenvatting

