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Introduction

“A picture is worth a thousand words.” This simple truth has been
known to mankind from the time of prehistoric cave drawings. Since then,
techniques for creating images have continuously been refined over the
ages, with the most recent step being the replacement of film-based
cameras by digital cameras. The heart of a digital camera is an electronic
device that converts optical information into electronic signals. Such an
‘electronic eye’ is called an image sensor or imager. These sensors have a
large number of elements that convert light into electrical signals, which
are subsequently processed by electronic readout circuits. The main goal
of this thesis is to improve the quality of the image sensor by improving
the readout circuitry.

In this introductionary chapter, a short overview of the history of
electronic image sensors is given. The first section provides a short
historical overview of the two main types of sensors, which are the CMOS
imager and the CCD imager. Next, the challenges in designing CMOS
imagers are discussed. Based on these challenges, the motivation and
goals of this thesis are presented. It is shown that in order to improve the
quality of CMOS imagers, system-level changes to the read-out circuitry
are necessary. Such a system-level approach forms the core of this thesis.
Finally, the structure of the thesis is presented.
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1.1 History of Electronic Image Sensors

The ability to electronically record images, transport them over long
distances, and then instantly display them by means of the television is
clearly one of the most important inventions of the twentieth century. The
development of the television was partly made possible by the
development of electronic devices that could process information in the
form of electric signals. However, before information can be processed, it
has to be acquired; therefore, a sensor that converts light into an electrical
signal is necessary.

The first practical electronic image sensor was the Vidicon or imaging
tube. As their name implies, these early sensors were based on vacuum
tube technology. The resulting cameras had the same drawbacks as
vacuum tube radios: they were bulky, heavy, and consumed a lot of power
(Figure 1-1a).

With the invention of the transistor in 1947, a new class of solid-state
electronic devices was born. The invention of the integrated circuit in
1958 by Jack Kilby [1.1] and Robert Noyce [1.2] was the decisive
breakthrough for solid-state electronics. The ability to put a multitude of
transistors together on a tiny silicon chip meant that more and more
complex signal processing functions could be realized in a very small
device. Not long after the demonstration of the first integrated circuit,
several research groups realized that it was also possible to integrate
light-sensitive elements onto a chip.

The first publication of such an attempt was in 1963 by Morrison of
Honeywell [1.3], followed Horton of IBM in 1964 [1.4] and Schuster of
Westinghouse in 1966 [1.5]. All these early devices used the
semiconductor processes available at the time to create image sensors,
which were bipolar, NMOS or PMOS processes. The photosensitive
elements used in these early imagers were photodiodes or
phototransistors. Although some improvements were made throughout the
1960’s, these early solid-state imagers exhibited two major problems that
impeded their commercial use. First of all, the limited lithographic
resolution available in the semiconductor processes of that time severely
limited the resolution of the resulting imagers. Secondly, other
technology-related limitations led to large non-uniformity between
different pixels, a phenomenon usually called fixed-pattern noise (FPN).

In 1969, a different solid-state imaging device, called the
Bucket-Brigade Device, was invented by Sangster and Teer of Philips
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b)

Figure 1-1: @) Assembly line of the first color TV camera,
1954 (courtesy of RCA) b) Single-chip camera
modules with the same functionality, 2004 (courtesy of
Philips Semiconductors)

Research [1.6]. The original application for this device was an analog
delay line, but the inventors soon realized it could also be used as an
imager. In 1970, Boyle and Smith of Bell Labs made an improved device
which they called a Charge-Coupled Device or CCD. This name has
become nearly synonymous with a solid-state imager, although, in theory,
a CCD can be used for many different applications. Compared to the early
imagers that were made in MOS or bipolar processes, the CCD had the
advantage of being a relatively simple device, making it easier to realize
an imager with a sufficiently high resolution on a chip. Moreover, CCDs
were relatively free of FPN.

Despite these advantages, it took more than a decade before the first
commercial CCD imager came on the market, mainly because of
fabrication and reliability problems. The first major application of CCDs
was in consumer video cameras, where their smaller size and power
consumption, compared to imaging tubes, were key advantages. After
application in consumer application, CCDs were quickly adopted in the
professional TV broadcasting scene, and the classical imaging tube
disappeared completely.

The success of the CCD imager led to a near abandonment of research
into MOS-based image sensors. In the early 1990’s however, several
groups led a resurgence in MOS imager research and development.
Among these groups were the University of Edinburgh, Linkdping
University in Sweden and NASA’s Jet Propulsion Laboratory (JPL). The
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motivation for this research was that while CCDs had excellent
performance, the specialized semiconductor process with which CCDs are
fabricated made it very difficult to co-integrate large circuit blocks onto
the same chip. Therefore, in order to create a complete camera system, at
least two chips were necessary. However, if it were possible to realize an
imager in a standard CMOS process, the signal processing could be
integrated on a single chip, creating a camera-on-a-chip. Apart from the
obvious benefit of creating smaller cameras, such miniaturization could
also lead to lower cost and lower power consumption.

In the late 1990’s, mobile telephony found very rapid adoption among
consumers, creating a new high-volume market for portable electronic
devices, where low power consumption and small system sizes are key
requirements. Around 2000, the first mobile phones equipped with
cameras became available. For this application, CMOS imagers are very
well suited. Firstly, their power consumption is much lower compared to
CCDs. Secondly, the complete camera can have smaller physical
dimensions because the signal processing can be integrated on the same
chip as the sensor (Figure 1-1b). This high-volume market has fuelled the
rapid development of CMOS imagers.

Today, CMOS imaging is emerging as a mature technology alongside
CCDs. Camera-equipped cell phones have more or less become a
standard. The focus of CMOS imager development for this application is
now on improving (perceived) image quality, and in particular, increasing
the pixel count.

1.2 Challenges

Having discussed the history of CMOS imagers in the previous
section, this section will take a brief look into the future. In particular, the
challenges in designing future imagers will be discussed. Such a design is
typically a system effort, where it is not possible to identify a single
performance constraint or physical limit. Instead, a set of constraints,
comprising both physical limits as well as customer requirements, has to
be met. Since it is difficult to mathematically define the relation between
these design constraints, no widely accepted figure-of-merit has been
defined for CMOS imagers. However, it is possible to identify a number
of parameters that are defining CMOS imager performance. Three of these
parameters have a significant impact on the requirements for the analog
readout circuitry:
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e Signal-to-noise ratio and dynamic range
e Number of pixels / ‘resolution’

e Power consumption
In the following sections, each of these performance parameters will
be discussed.

Signal-to-Noise Ratio and Dynamic Range

In many sensor interface systems, the maximum signal-to-noise ratio
and dynamic range are nearly equal to each other. This is because the
amount of noise in many systems can be considered constant, and
therefore, the dynamic range, i.e. the ratio of the maximum over the
minimum signal that the system can process, becomes equal to the
maximum signal over the noise (since the noise limits the minimum signal
that can be processed). However, the amount of noise in an image sensor
is signal dependent because of the presence of photon shot noise, as will
be explained in section 3.2.1. This noise source typically dominates at
higher input signals, and therefore, the maximum signal-to-noise ratio will
be less than the dynamic range.

In order to increase overall image quality, it is desirable to increase
both dynamic range and signal-to-noise ratio. A lot of work has been done
on increasing the dynamic range by increasing the maximum amount of
input signal an imager can handle, for instance by using pixels with a
logarithmic response [1.12], or using multiple capture [1.13]. A brief
overview of these techniques will be given in sub-section 2.5.3. However,
all these techniques only increase the dynamic range at the expense of
signal-to-noise ratio. Moreover, other problems (fixed-pattern noise, extra
in-pixel circuitry) make the adoption of these techniques in mainstream
applications unattractive. Therefore, it would be more beneficial if the
dynamic range can be increased by reducing the noise in the imager signal
as much as possible.

The amount of noise on the imager’s output signal depends on a
number of noise sources. Some of these are fundamental in nature (such as
photon shot noise), others are technology dependent (such as dark
current), and yet others are circuit related (thermal noise, 1/f noise). An
excellent performance analysis paper can be found in [1.14], where it is
shown that the amount of circuit noise actually exceeds the technology
related noise sources. However, at the start of this thesis work, it was
unclear which circuit noise source was dominant, and if such noise could
be reduced using circuit techniques.
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Number of Pixels / ‘Resolution’

The number of (mega)pixels an imager has is perhaps one of its most
‘visible’ performance parameters. Quite often, this number is assumed to
be synonymous with the imager’s resolution, i.e. its ability to resolve light
variations in the spatial domain. However, this assumption is incorrect;
apart from the amount of pixels, two other parameters are of key
importance to the resolution of CMOS imagers. First of all, some of the
charge carriers generated in the silicon due to incident light can diffuse
from underneath one pixel to the other. The smaller the pixel size, the
worse this effect becomes. Second, the optical system in front of the
imager will also have a limited spatial resolution. Therefore, instead of the
number of pixels, the so-called Modulation Transfer Function (MTF) is a
correct measure of imager resolution. More information on how to
determine MTF can, for instance, be found in [1.7].

In spite of being an incorrect performance parameter, the number of
pixels is universally marketed as the sole performance parameter for
imagers, in particular in consumer applications. As a result, customers are
nowadays convinced that an 8 megapixel camera is 4 times better than a 2
megapixel camera. This market force has led to an interesting situation in
imaging design, in particular for low-cost sensors for mobile applications.

In order to increase the number of pixels, either the chip size has to
increase, or the pixel size should shrink. It is very unattractive to increase
the chip size, not only because a larger chip is more expensive, but also
since it would require a larger optical format, and therefore, the camera as
a whole would be larger, which is not acceptable in a mobile application.
Therefore, shrinking the pixel size is the only way to produce an imager
with a higher pixel count at the same cost. In his 1997 overview paper
[1.8], Fossum predicted that pixel size would stabilize in the year 2000 at
about Sum, due to practical limitations of the optics (Figure 1-2a). Since
the minimum process feature size would continue to shrink after 2000, this
would mean that more transistors could be integrated on the same pixel for
added functionality. However, rather the opposite happened, as is
illustrated in Figure 1-2b. For this graph, an average pixel size of imagers
published at the International Solid-State Circuits Conference (ISSCC)
and the International Electron Devices Meeting (IEDM) was computed for
each year between 1998 and 2007. It is clear that pixel sizes have
continued to drop well below Sum. In order to enable this decrease in
pixel size, the number of transistors was actually reduced, by sharing
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read-out transistors between several pixels [1.9-1.10]. Using this transistor
sharing method, pixel sizes as small as 1.75um have recently been
reported [1.11]. Although the optics of cameras in mobile applications
have improved, it is still doubtful if the use of such small pixels will
increase the imager performance further.

Nevertheless, the marketing forces that drive increasing pixel count
have not changed, and therefore, it can be expected that the pixel count
will keep increasing as long as it does not result in significantly lower
imager performance.

Power consumption

100
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Figure 1-2: @) Graph taken from Fossum [1.8], predicting
a minimum pixel size of Sum in 2000 b) Graph
showing the average of published pixel sizes for each
year from 1998-2007
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Although the power consumption of the first generation of CMOS
image sensors was already about an order of magnitude lower than CCDs,
the recent focus on mobile, battery-powered applications has provided a
strong motivation to further decrease power consumption. In a CMOS
imager, the pixel array itself has a very low power consumption compared
to that in a CCD imager, as there are no large CCD gates to charge and
discharge during the readout process. In conventional CMOS imagers,
most of the power is therefore consumed by the readout circuitry, in
particular the analog-to-digital converter and digital circuitry [1.15].

1.3 Motivation and Objectives

As shown in the last section, the challenges in designing CMOS
image sensors involve the improvement of three key performance
parameters: the number of pixels, the signal-to-noise ratio and the power
consumption. In improving each of these parameters, analog signal
processing plays an important role.

Although the signal-to-noise ratio of a CMOS imager is partly defined
by the properties of the light sensitive element, it is usually the front-end
analog circuit that determines the noise floor of the image sensor.
Therefore, any noise reduction in the analog readout circuit would directly
lead to a better CMOS imager. While this challenge might seem simple,
the fact that analog readout circuit has to be partially implemented inside
the pixel itself leads to severe design constraints, as the amount of
available chip area is minimal.

While the increase in pixel count does not directly require an
improvement of the analog readout circuit, it does have an important
indirect impact. A higher pixel count requires an increase in the bandwidth
of the signal processing chain, since more pixels need to be read out in the
same amount of time. This higher bandwidth requirement can have two
negative effects on the performance of the imager. Firstly, it can increase
the total amount of noise in the analog signal processing chain. Since the
CMOS imager readout structure requires the sampling of data, the total
amount of in-band noise usually determines the noise performance.
Therefore, if the signal bandwidth increases, it typically results in a higher
total in-band noise, unless the noise density of the circuit can be lowered,
which requires more power.

8 ANALOG SIGNAL PROCESSING FOR CMOS IMAGE SENSORS
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A second consequence of the higher pixel count is that, if no
system-level changes are made to the analog readout circuit, its power
consumption will have to be increased in order to increase the bandwidth.
This is very undesirable, since, as mentioned, a third challenge in CMOS
imager design is actually to lower power consumption. Therefore, because
of the requirement, on the one hand, to increase pixel count and thus
signal bandwidth, and, on the other hand, the requirement to lower power
consumption, system-level improvements to the analog readout circuit are
imperative. Such improvements should lead to a better power efficiency of
the circuit, i.e. less power consumption per readout operation. As
mentioned in the previous section, the A/D converter is consuming most
of the power in the analog readout circuit, and therefore, efforts to
increase the power efficiency of the analog signal processing chain should
be focused on the ADC.

In conclusion, the focus of this thesis can be summarized in two goals:

¢ Reduce the noise of the analog readout circuit as much as possible
to increase the overall noise performance of a CMOS imager.

e Significantly improve the power efficiency of the analog signal
processing chain as much as possible, in order to enable
low-power high-resolution CMOS imagers.

1.4 Organization of the Thesis

The remainder of this thesis consists of six chapters. Chapter 2
provides an overview of the analog signal processing chain in
conventional, commercially-available CMOS imagers. First of all, the
different photo-sensitive elements that form the input to the analog signal
chain are briefly discussed. This is followed by a discussion of the analog
signal processing chain itself, which will be divided into two parts. Firstly,
the analog front-end, consisting of in-pixel circuitry and column-level
circuitry, is discussed. Second, the analog back-end, consisting of variable
gain amplification and A/D conversion is discussed. Finally, a brief
overview of advanced readout circuit techniques is provided.

In chapter 3, the performance of the analog front-end is analyzed in
detail. It is shown that its noise performance is the most important
parameter of the front-end. An overview of front-end noise sources is
given and their relative importance is discussed. It will be shown that 1/f
noise is the limiting noise source in current CMOS imagers. A relatively
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unknown 1/f noise reduction technique, called switched-biasing or large
signal excitation (LSE), is introduced and its applicability to CMOS
imagers is explored. Measurement results on this 1/f noise reduction
technique are presented. Finally, at the end of the chapter, a preliminary
conclusion on CMOS imager noise performance is presented.

The main function of the back-end analog signal chain is
analog-to-digital conversion, which is described in chapter 4. First of all,
the conventional approach of a single chip-level ADC is compared to a
massively-parallel, column-level ADC, and the advantages of the latter
will be shown. Next, the existing column-level ADC architectures will be
briefly discussed, in particular the column-parallel single-slope ADC.
Furthermore, a new architecture, the multiple-ramp single-slope ADC will
be proposed. Finally, two circuit techniques are introduced that can
improve ADC performance. Firstly, it will be shown that the presence of
photon shot noise in an imager can be used to significantly decrease ADC
power consumption. Secondly, an column FPN reduction technique,
called Dynamic Column Switching (DCS) is introduced.

Chapter 5 and 6 present two realisations of imagers with column-level
ADC:s. In chapter 5, a CMOS imager with single-slope ADC is presented
that consumes only 3.2uW per column. The circuit details of the
comparator achieving this low power consumption are described, as well
as the digital column circuitry. The ADC uses the dynamic column
switching technique introduced in chapter 4 to reduce the perceptional
effects of column FPN. Chapter 6 presents an imager with a multiple-ramp
single-slope architecture, which was proposed in chapter 4. The column
comparator used in this design is taken from a commercially available
CMOS imager. The multiple ramps are generated on chip with a low
power ladder DAC structure. The ADC uses an auto-calibration scheme to
compensate for offset and delay of the ramp drivers.

Finally, chapter 7 presents the main conclusions of this thesis and
gives suggestions for future work.
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CMOS Imager
Analog Signal
Processing at a
Glance

This chapter gives an overview of the analog signal processing chain
of a CMOS image sensor. It follows the signal path from input to output or
‘from photons to bits’. The purpose of this chapter is to introduce the topic
to the analog circuit designer who is not familiar with CMOS imagers. As
such, it does not intend to give a complete overview of all the readout
structures that have been published over the years, but rather introduces
the reader to a typical structure as a basis for the rest of the thesis. The
chapter starts with a brief architectural overview of a typical image sensor
in section 2.1. Next, a typical analog signal processing chain is described
from input to output. In section 2.2, the photosensitive elements are
discussed. Section 2.3 details the function of the front-end readout
circuitry, while section 2.4 describes the back-end readout circuitry.
Finally, section 2.5 provides a brief overview of improvements and or
alternative readout structures that have been proposed in recent years.

2.1 Architectural Overview of CMOS Image Sensors

CMOS image sensors are possibly one of the most complex
mixed-signal integrated circuits on the market today. They routinely
contain several million transistors, and have a large quantity of both

ANALOG SIGNAL PROCESSING FOR CMOS IMAGE SENSORS 13



CMOS Imager Analog Signal Processing at a Glance

analog and digital circuitry. While there are a large number of variations
possible in terms of resolution, frame-rate, readout features, etc., most
analog signal processing chains follow a similar architecture, as is
depicted in Figure 2-1. In this simplified block diagram, only analog
circuit blocks are shown, while digital driver/control blocks are omitted
for clarity. As can be seen in the figure, the analog signal processing chain
can be divided into five main blocks.

The first block consists of the photosensitive pixel array itself. Apart
from photosensitive elements, this block also contains some analog
readout circuits implemented into each pixel. The second block consists of
a set of column circuits that are located outside the pixel array. As its name
implies, each column circuit is connected to a single column of the pixel
array. The combination of in-pixel circuitry and column circuitry
concurrently reads out a row of the pixel array. To this end, the row
decoder outputs a control signal, which ensures that a single row of the
pixel array is connected to the column circuits. The results of this readout
operation are stored on capacitors in each column circuit.

pixel array

row decoder

EEEEEEEEEEEEEEE)

chip-level digital
circuit = out

\E

column circuits

EEEEEEEEEEEEEEEEEEE)

column decoder

Figure 2-1: Block diagram of the analog signal
processing chain in a CMOS image sensor
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The third block is the chip level circuit. Here, “chip-level” implies
that only a single circuit is used to read out all signals of the chip, rather
than having a row of identical circuits (the column circuits) or an array of
identical circuits (the pixel array). The chip-level circuit is consecutively
connected to each column circuit and reads out the result of the front-end
readout operation stored in the column circuit. To this end, the column
decoder outputs a control signal, which connects one column circuit to the
chip level circuit. In the latter, an A/D converter digitizes the results, after
which further digital processing can be performed.

While the analog readout system is physically separated into three
blocks, the actual readout operation is a two-step process, as described
above: First, the concurrent readout of a row of pixels and storage in the
column circuits, and second, a consecutive readout of the column circuits.
Since such a division into two parts is more convenient to describe the
analog circuitry, it will be used throughout this thesis. To this end, the
circuitry that performs the first readout operation will be called the
front-end readout circuitry; it consists of both in-pixel electronics and a
part of the column circuits up to the capacitors that store the results of the
first readout. The circuitry that performs the second readout operation will

| frame 1 | frame 2 |frame3 |frame4 |

- -l t —
:;’ frame time B N
|r0W1|row2|row3} ------------------------- |rowm|
[ T | | I T
i line time T
front-end back-end
readout ‘ readout
| ! T
digital | o ereeeemeennennas !
out — O IARLOL LA
>
pixel
clock period

Figure 2-2:  Typical timing diagram of the readout of a
CMOS imager with a resolution of m x n pixels

ANALOG SIGNAL PROCESSING FOR CMOS IMAGE SENSORS 15



CMOS Imager Analog Signal Processing at a Glance

be called the backend readout circuitry; it consists of remaining part of the
column circuitry and the chip level circuitry.

Although CMOS image sensors can theoretically have a
random-access readout mode, in which each pixel can be individually
accessed, in most cases, a full image or frame is read out serially, as is
illustrated in Figure 2-2. This can be done at a typical rate of about 30-50
frames/second, which means that the frame time is about 33-20ms. As
described above, the imager is read out on a row-by-row basis; to this end,
each frame time is divided into a number of line times. The amount of
time available to read out a row of the imager equals the frame time
divided by the number of rows. For a moderate resolution of about 500
rows or lines, this results in a line time of about 40-60ys.

During each line time, the two distinct readout steps are performed, as
depicted in Figure 2-2. First, a front-end readout operation is performed,
storing the outputs of a row of pixels into the column circuits. This
operation can usually be performed within 3-5ps. The rest of the line time
is used for the back-end readout. During this period, the chip-level circuit
reads out the column circuits one by one. Assuming a moderate resolution
of about 500 columns, the readout of each column circuit should be done
in about 100ns. The chip-level circuit therefore needs to be able to operate
at about 10MHz. This frequency is usually called the pixel clock, and is
often also the clock frequency at which most of the imager operates.

2.2 Photosensitive Elements

As with all interface electronics, knowledge of the sensor itself is vital
to be able to design a read-out front-end. Therefore, a brief overview of
the photosensitive elements used in CMOS imagers will be given, aimed
at explaining the requirements on the readout circuitry. The basic concepts
will be explained for the simplest photosensitive device, the photodiode.
After this, the added functionality provided by the photogate and pinned
photodiode will be explained.

2.2.1 Photodiodes

The basis of solid-state imaging is the photo-electric effect [2.1],
which describes the interaction of electromagnetic radiation with matter.
In the case of a solid-state imager, the electromagnetic radiation will be
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photon

depletion
layer

p substrate

Figure 2-3:  Generation of photocurrent in a p-n junction

visible light and the matter will be a semiconductor. When a
semiconductor is exposed to light, the incident photons can transfer part of
their energy to individual silicon atoms, resulting in the generation of
electron-hole pairs. The main condition is that the wavelength of the light,
and thus the energy of the photons, should be higher than the bandgap of
the semiconductor, as the photon should have enough energy to lift an
electron from the valence band into the conduction band. Luckily for
solid-state imaging, the most widely used semiconductor material, silicon,
has a bandgap low enough (1.1eV) to allow visible light to generate
electron-hole pairs.

In order to detect the generated electron-hole pairs, the next step is to
quickly separate the electrons from the holes, which would otherwise
recombine within a short time. The simplest mechanism for separation is
the electric field present inside the depletion region of a p-n junction of a
diode (Figure 2-3). The electric field will cause the electrons to drift
towards the n-doped silicon, while the holes drift towards the p-doped
region. This results in a current across the p-n junction which flows in the
reverse direction of the diode. In conclusion, a photodiode is an ordinary
p-n junction that is exposed to light; this incident light results in a reverse
current, often called photocurrent, through the diode.

While some of the earliest solid-state imagers attempted to measure
the photocurrent directly, all modern solid-state imagers work in
integrating mode [2.2]: the photocurrent is integrated onto a capacitance,
and the voltage change across the capacitance is read out. There are two
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reasons for this. First, in a typical imager, the number of generated
electron-hole pairs will be very small, resulting in a current of less than
IpA. It is very difficult to design simple interface electronics that can
accurately measure such a small current. Second, an imager needs an array
of photodiodes, which all have to be read out by analog circuitry. It is
quite difficult to read out all these photodiodes concurrently; instead,
read-out is usually done on a row-by-row basis, as will be shown later.
This implies that the readout circuit has to be time-shared among the
photodiodes, and as a result, each photodiode has to be read out in a short
time. Therefore, reading out the integrated photocurrent is easier, as the
energy stored in the integrating capacitor is larger than the instantaneous
energy generated by the photodiode. Moreover, in photography
applications where a flash gun is used, a direct readout of photocurrent
would imply that all pixels have to be read out during the ‘flash’, which is
impractical.

Integrating the photocurrent can be done by using the photodiode’s
own capacitance. When the diode is reverse-biased, the p and n regions
effectively function as the isolated plates of a capacitor. The photodiode
can therefore be operated as follows (Figure 2-4). First, a voltage is
applied to reverse bias the diode using the reset switch shown in the
figure. This reset operation effectively samples the voltage V,,, onto the
parasitic capacitance of the diode, and therefore, the diode will stay in
reverse bias when the external voltage source is removed. After the reset
switch is opened at #), the biasing voltage will decrease if the diode is

Vyh
Viias
Vbias : E
: 1V, (low light
Reset ' ' a gho
Light —Vy E !
> 1 : :
A —cy i ! Vy (high light)
tO tint t
a) b)

Figure 2-4: a) Schematic of a photodiode in integrating
mode. b) Plot of the voltage on the photodiode vs. time
as photocurrent is integrated.
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exposed to light, as this generates a photocurrent that is integrated onto the
capacitor. Since the photocurrent is directly proportional to the amount of
light, the resulting voltage decrease across the photodiode is, to first order,
directly proportional to the amount of light and to the integration time.
Therefore, by measuring the voltage over the diode after a certain
integration time a measure of light intensity is acquired.

A number of noise sources limit the dynamic range and
signal-to-noise ratio of a photodiode. While all of them will be discussed
in chapter 3, one dominant noise source will be described here to explain
the need for more complex photosensitive elements. As explained, the
reset operation effectively samples the voltage V,,, onto the photodiode
capacitance C,;. Just as any other switched-capacitor circuit, this
sampling operation exhibits sampling noise. As is well known, this
sampling noise equals:

C - [iT

n
de

<
I

(2-1)

While this noise source is usually referred to as k7/C noise in the analog
circuit design community, in the CMOS imager literature, it is mostly
referred to as reset noise, as the noise is introduced onto the photodiode
when it is reset. In image sensor design, in order to allow for comparisons
between imagers, all noise sources are referred to the physical input of the
sensor, which is the charge stored in the photodiode capacitance, usually
expressed in a number of electrons. This charge is related to the voltage
over the photodiode as follows:

-4
Vd_ - e

P pd

(2-2)

de

where v,; is the voltage over the photodiode, e,; number of electrons
stored into the photodiode capacitance, ¢ the charge of an electron, and
G, the capacity of the photodiode. The ratio of q and C,,; is usually called
the conversion gain, since it determines the ‘gain’ of the charge-to-voltage
conversion that effectively takes place at the photodiode capacitance. By
combining Eq. (2-1) with Eq. (2-2), the sampling noise can be expressed
as a number of noise electrons rms e, :
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a

(2-3)
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At first glance, this can look paradoxical to a circuit designer, as it seems
now that, instead of decreasing, the sampling noise is increasing with the
capacitance. However, the key insight is that the capacitance not only
determines the noise level expressed in terms of charge, but also
determines how this noise charge is converted into a noise voltage
according to Eq. (2-2). As the charge-to-voltage conversion is inversely
proportional to the capacitance, while the noise expressed in charge is
only proportional to the square root of the capacitance, the noise voltage
decreases with the square root of the capacitance. However, as in any
other analog circuit, the choice of capacitance is a trade-off between noise
performance and other parameters. In CMOS imagers, the required
(small) pixel size usually constitutes an upper limit to the capacitance. In a
typical imager, the photodiode capacitance is in the order of 1-10fF,
leading to a noise voltage of 1-3mV rms (or 18-40 electrons rms). This is
usually the dominant noise source, which can considerably limit the
dynamic range of the photodiode-based imager.

There is however a conceptual solution for the reset noise. By
sampling the voltage across the photodiode immediately after it is reset,
the reset noise can be measured. Next, photocurrent is integrated onto the
photodiode’s capacitance for certain period, after which the voltage across
the photodiode is sampled again. This second sample then contains the
signal voltage (i.e. the decrease in photodiode voltage that is proportional
to light) and the reset voltage. By subtracting the first sample from the
second, the reset noise is removed from the second sample. However, this
solution is not practical for most imagers, as each pixel’s reset voltage
would have to be sampled before integrating its photocurrent, and this
sample would need to be stored until after the integration period.
Therefore, an analog or digital memory would be required that can store a
full frame, which would consume a very large amount of chip area. To
solve this problem, alternative photosensitive elements have been
developed, which can read out the reset noise affer the integration of
photocurrent is completed.

2.2.2 Photogates

The problem of reset noise, as described in the previous section, can
be solved by using a photogate as photosensitive element [2.3][2.10].
Figure 2-5 shows a cross-section of such a device. In a photogate, the
electrical field that separates photon-generated electron-hole pairs is
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Figure 2-5: Cross-section of a photogate including
floating diffusion read-out.

established by biasing the photogate at a positive voltage relative to the
substrate. As a result, photon-generated electrons are attracted towards the
photogate during charge integration, while the holes are pushed away.
This creates a pocket of negative charge underneath the photogate. This
charge is read out using a separate structure, consisting of a transfer gate
and a so-called floating diffusion that are connected to the photogate.

The readout operation is performed as follows: Firstly, the floating
diffusion is reset to a biasing voltage. As with the photodiode, the floating
diffusion can be considered to be a capacitance onto which a voltage is
sampled, and therefore, reset noise is generated. This reset noise is
sampled by the readout circuit for compensation. Next, the
photon-generated charge is transferred from underneath the photogate into
the floating diffusion by pulsing the photogate. This transfer of charge is
very similar to what is done in a charge-coupled device (CCD) and can be
done in a fast (< 2us) and nearly lossless fashion. As a result, the voltage
across the floating diffusion is proportional to the amount of
photon-generated charge plus the amount of sampling noise. By sampling
this value and subtracting the first sample containing only reset noise from
it, an output value can be acquired that is free from reset noise.

In conclusion, the photogate solves the reset noise problem because it
has a floating diffusion capacitance onto which the photon-generated
charge can be transported quickly. As a result, the reset voltage and the
signal voltage on the floating diffusion capacitance can be sampled in
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quick succession, and therefore, no frame memory is required as would be
the case with a photodiode readout. However, photogates have one distinct
disadvantage. The presence of a gate on top of the photosensitive silicon
significantly decreases the light sensitivity of the device.

2.2.3 Pinned Photodiodes

The above-mentioned problem of photogates, i.e. their decreased light
sensitivity compared to photodiodes, was solved with the development of
the pinned photodiode [2.4-2.5]. Figure 2-6 depicts a cross section of a
pinned photodiode. Compared to a normal photodiode, a very shallow p+
layer has been implanted near the silicon surface, thereby connecting (i.e.
”pinning”) the cathode of the photodiode to the substrate. The resulting
structure is read out in the same way as a photogate, by transferring the
photon-generated charge from the pinned photodiode to the floating
diffusion. As is obvious from the figure, the pinned photodiode solves the
photogate’s problem of lower optical sensitivity. The pinned photodiode
has some other advantages over both photodiodes and photogates, in
particular a lower dark current. The main drawback is that it is more
difficult to fabricate. In a pinned photodiode, the depletion region from the
n-/p substrate junction should extend into the depletion layer of the p+/n-
junction in order for the device to work properly, i.e. the n- region must be
fully depleted. In order for this to happen, both the p+ and n- doping levels
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Figure 2-6: Cross-section of a pinned photodiode with
floating diffusion readout structure
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have to be accurately controlled. In spite of this process control difficulty,
the pinned photodiode has become the most popular photosensitive
elements for high-quality CMOS imagers [2.6].

2.3 Front-End Analog Signal Processing

In this section, the front-end part of the analog signal processing chain
will be discussed. This front-end consists of the in-pixel circuitry, as well
as a set of column circuits that are implemented outside the pixel array.
The function of the front-end is to read out the voltage generated by the
photosensitive element used in the pixel, and store this output voltage in
the column, where it can be read out by the analog back-end. This process
will first be explained for a typical front-end circuit used for a photodiode.
After that, the front-end for a photogate or pinned photodiode will be
discussed.

2.3.1 Photodiode Front-End Readout Structure

Figure 2-7a shows a circuit diagram of a typical analog front-end for a
photodiode [2.7-2.9]. Here, a single pixel from the pixel array and a single
column circuit from the row of column circuits are depicted. The pixel
uses a photodiode as described in sub-section 2.2.1. Transistor M1 resets
the photodiode, and precharges it to V;,.. After this reset, any light on
the pixel will generate a current in the photodiode that will decrease its
precharged voltage, thus integrating the current. At the end of each
integration period, the voltage decrease is read out and the photodiode is
again reset to V), as indicated in Figure 2-7b.

In Figure 2-7c, the timing of the readout operation is shown in more
detail. For this readout, two transistors M2 and M3 are integrated into the
pixel. Because three transistors are used, a pixel with a photodiode is often
called a 3T pixel. Transistor M3 is used as a switch that connects the pixel
circuit to the column circuit via control line row select. This control line
connects not one, but a full row of pixels to the set of column circuits, as
the readout is performed on a row-by-row basis. When a pixel is
connected to a column circuit, transistor M2 inside the pixel is biased with
current source Iy, inside the column circuit and functions as a source
follower. The resulting single transistor amplifier outputs the voltage
across the photodiode onto the column bus with a gain close to unity.
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Figure 2-7:  a) Analog front-end circuit of a CMOS Imager
using a photodiode b) Timing diagram of the
integration of photocurrent c¢) Detailed timing
diagram of the front-end readout operation
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An important problem of the front-end is that transistor M2 has to be
small enough to fit inside a pixel, which means that its parameters will
spread a lot, resulting in a large pixel-to-pixel mismatch. If uncorrected,
such mismatch would lead to large offsets that would be visible in the
image. Moreover, transistor M2 will also have a relatively high 1/f noise
because of its small size. To correct for this problem, a double sampling is
applied, which is implemented using capacitors C1 and C2 and switches
S1 and S2 located inside the column circuit. Firstly, the light-dependent
photodiode voltage is sampled using C1 and S1. This voltage contains
both signal and offset and 1/f noise. Next, the photodiode is reset using
transistor M1 and the resulting reset voltage is sampled onto capacitor C2
using switch S2. This reset voltage contains the offset and 1/ noise of the
transistor; therefore by subtracting this sample from the signal sample, the
offset and 1/fnoise is cancelled out.

It is crucial to understand that the above-described double sampling
that corrects for offset and 1/f noise does not correct for kT/C noise
generated when the pixel is reset. As discussed in sub-section 2.2.1, each
photodiode reset samples kT/C noise onto the photodiode capacitance.
Therefore, in our example, both the signal and the reset sample contain
reset noise, and therefore it is often assumed that the subtraction of these
samples cancels the reset noise. However, the subtraction of the samples
does not cancel reset noise, as the reset noise in the two samples is not
correlated. This can be understood by realizing that a reset operation is
performed between the two sampling instances. With this reset operation,
a new reset noise sample is taken, and therefore, the second sample has a
different reset noise sample from the first sample. As a result, uncorrelated
kT/C noise is subtracted, which actually leads to an increase of this reset
noise with a square root of two. In order to distinguish the
double-sampling operation described in a 3T pixel structure described
above from a ‘true’ correlated double-sampling, where reset noise is
compensated as well, the double sampling operation is usually called
double-delta sampling (DDS).

2.3.2 Photogate/Pinned Photodiode Front-End Readout
Structure

The front-end readout of imagers equipped with photogates
[2.10-2.12] or pinned photodiodes is very similar to the readout operation
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Figure 2-8: a) Analog front-end circuit of a CMOS imager
using a pinned photodiode. b) corresponding timing
diagram of the readout operation

described above. Figure 2-8a depicts the front-end circuit with a pinned
photodiode and Figure 2-8b shows the corresponding timing diagram. As
can be seen from the figure, the readout circuit itself is identical to the
photodiode readout. Because of the addition of the transfer gate, photogate
or pinned photodiode pixels are often called a 4T pixels. The difference
with a 3T pixel front-end is in the timing of the readout. As explained in
sub-section 2.2.2, the floating diffusion is reset immediately before the
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readout operation. In practice, it is advantageous to keep resetting the
floating diffusion when it is not read out, as illustrated in the figure. This
continuous reset can prevent an artefact called blooming when the sensor
is exposed to a large amount of light. After the reset signal is made low, a
first sample is taken using switch S1 and capacitor C1. This sample
contains the kT/C noise generated with the reset of the floating diffusion,
as well as offset and 1/f noise of the source follower transistor M2. Next,
the transfer gate is pulsed, which quickly transfers the integrated
photo-charge from the pinned photodiode to the floating diffusion. After
this transfer is complete, a second sample is taken using switch S2 and
capacitor C2. The second sample contains the signal, plus kT/C noise
from the floating diffusion as well as offset and 1/fnoise from M2.

As was explained in sub-section 2.2.2, the crucial advantage of
photogates and pinned photodiode is the quick transfer of charge from the
photosensitive element itself onto the floating diffusion. This allows the
reset of the floating diffusion to be performed before the reading out the
first of the two samples. As a result, the kT/C noise generated with the
reset is correlated between the two subsequent readout samples, and is
therefore cancelled together with the offset and 1/f noise of source
follower M2. This results in a significantly lower noise level compared to
a readout operation with a 3T pixel structure. Nonetheless, there are
several noise sources and other non-idealities in a 4T pixel front-end that
limit the performance of the sensor. These front-end performance
limitation will be discussed in detail in chapter 3.

2.4 Back-End Analog Signal Processing

As described in the architectural overview of section 2.1, the function
of the back-end of the analog signal processing chain is to read out the
sampled signals inside the column and convert them in the digital domain.
In this section, both sub functions will be discussed. In sub-section 2.4.1,
the analog readout of the column will be detailed. Subsequently, the A/D
conversion will be briefly discussed in sub-section 2.4.2.

2.4.1 Column Circuit Readout

As described in section 2.3, the front-end readout circuit reads-out the
pixel on a row-by row basis, reading out two samples per pixel that are
stored on capacitors in each column circuit. These sampled voltages have
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to be read-out from the column circuits and subtracted from each other to
cancel offset, 1/f noise, and (when a 4T pixel is used) reset noise.
Figure 2-9a depicts a simplified block diagram of the column and
chip-level circuits. Each column circuit is consecutively connected to a
common two-wire analog bus that connects it to the chip-level circuit. As
discussed in section 2.2, the column decoder (not shown in the figure for
clarity) outputs control signals to this end. In Figure 2-9b, detailed column
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Figure 2-9: a) Block diagram showing the consecutive
readout of columns b) Detailed column and chip-level
readout circuit ¢) Corresponding timing diagram
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and chip-level circuits are shown that perform the column readout
[2.11][2.13]. As explained in the previous section, switches S1 and S2 and
capacitors C1 and C2 are used to sample the front-end outputs, while
current source I,; biases the front-end of the readout circuit. The
remainder of the column circuit, consisting of transistors M4 and M5, and
switches S3-S5 are used for reading out the column. The column circuit is
connected to the common output rail using switches S3 and S4 that are
controlled by the column select N input, which is output by the column
decoder (not shown). This connects bias currents I, and Ij,3 located inside
the chip-level circuit to transistors M4 and M5 that operate as source
followers. These output the sampled voltage stored on C1 and C2 onto the
common output rail. Differential amplifier Al inside the chip-level reads
out the common output rail and subtracts both outputted voltages. The
output of amplifier Al is sampled on sample-and-hold circuit S/H1. As
explained in the previous section, the subtraction performed by amplifier
A1 cancels the offset, 1/ noise and (in case of a 4T pixel front-end) reset
noise of the front-end. Unfortunately, there is another source of offset in
the circuit, caused by mismatch between source followers M4 and MS5.
This still leads to an offset error in the output sample sampled on S/H1. To
correct for this offset, another readout is performed with switch S5 closed.
Since this switch shorts the source follower inputs together, only the
differential offset voltage caused by the source followers’ mismatch is
output. This offset is stored on sample-and-hold circuit S/H2. Finally,
amplifier A2 subtracts the voltage stored in S/H1 and S/H2, thereby
cancelling out the offset voltage of the source followers M1 and M2. This
final output can be fed into the A/D converter, which will be discussed in
the next section.

2.4.2 Chip-Level A/D Conversion

Since the analog chip-level readout circuit presented in the previous
section condenses the parallel column-level front-end contain double
samples into a single analog output, a chip-level A/D converter used in
CMOS imagers is not different from standard ADC architectures that are
known in literature. Therefore, the A/D converter itself will not be
discussed in detail here. The main requirements for the A/D converter are
a resolution of about 10-12 bits, depending on the sensor and interface
electronic performance. As noted in the previous section, if a modest
imager resolution of 500 x 500 pixels operating at 30 frames/second is
considered, the column circuit read-out circuit that is connected to the
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ADC input should read out each column within 100ns. This means that the
ADC should have a sampling speed of at least IOMSPS.

The combination of modest resolution and relatively high speed
favors the application of a Nyquist-rate ADC. In particular, the pipeline
ADC architecture is very well suited for the application, as it enables a
power efficient readout while requiring relatively little chip area.

As discussed in section 2.1, the back-end readout circuit described
here has to work at a relatively high speed. For a modest imager resolution
of about 500 x 500 pixels at a frame rate of 30 images per second, the time
available to read out all column circuits is roughly 50pus. Therefore, each
column needs to be read-out in 100ns, during which two sampling
operations have to be performed, of which the result has to be digitized
within the next 100ns. While this is easily possible with the number of
pixels mentioned, the rapid development of ever-higher resolution
imagers in recent years have made the chip-level readout structure more
and more difficult. Therefore, in chapter 4, an alternative readout structure
will be discussed, where an A/D converter is located inside every column.
This eliminates the need for a high-speed analog readout by a chip-level
circuit and is one of the main focus points of this thesis.

2.5 Advanced Analog Signal Processing Techniques

In the previous two sections, an overview was given of a typical
analog signal processing chain. While this structure forms a basis for
understanding analog signal processing in CMOS imagers, many
refinements and/or alternatives to the typical solution were published over
the years. In this section, a brief overview is provided of alternative and
advanced analog signal processing techniques.

2.5.1 Sharing of Readout Circuitry Among Pixels

While the pixel circuit with a pinned photodiode features an excellent
performance, it requires 4 transistors in each pixel. These transistors
decrease the amount of pixel area available for the light sensitive part, and
therefore reduce the fill factor of the pixel, i.e. the ratio of photosensitive
area to total pixel area. In order to enable CMOS imagers with a higher
resolution, the pixel size has been steadily decreasing to accommodate
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Figure 2-10: Shared pixel circuitry concept: a) 1.75
transistor/pixel concept published by Matsushita b)
1.5 transistor/pixel concept by Canon

more pixels on the same chip area. This reduces the fill factor, and
therefore reduces the sensitivity and dynamic range of the pixels.

In 2004, Matshushita [2.14] and Canon [2.15] both presented a
solution for this problem. In both cases, some of the transistors that are
required for readout are shared among several pixels. This is illustrated in
Figure 2-10. As can be seen from the figure, 4 pixels share some of the
readout circuitry with one another. Each pixel has a pinned photodiode
PD1..PD4 with a transfer gate M1..M4 similar to the structure shown in
Figure 2-6. In contrast to a 4-transistor pixel however, the 4 pixels share
one common floating diffusion (marked “FD” in the figure). This floating
diffusion is reset with transistor M5 and read out with source follower M7.
In the solution proposed by Matsushita [2.14], the source follower is
connected to the column bus with another transistor M6 controlled by a
row-select signal as discussed in section 2.3, Therefore, as shown in
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Figure 2-10a, 7 transistors are required to read out 4 pixels, which means
that only 1.75 transistors/pixel are necessary. In the Canon publication
[2.15], the row select transistor M6 is removed (Figure 2-10b). In order to
disconnect the source follower M7 from the column bus, the floating
diffusion is discharged to a low voltage after each read out operation. This
is done by making V),;..; low and closing transistor M6 via the reset signal.
The low voltage on the floating diffusion switches the source follower M7
off and thereby allows for another pixel to be connected to the column
bus. The same method is also described in [2.16]. By removing the row
select transistor, only 1.5 transistors/pixel are required.

The reduced amount of circuitry per pixel allows for a higher fill
factor and/or a smaller pixel size for a given processing technology. This
advantage comes at the price of two potential disadvantages. Firstly, the
pixel circuit sharing concept implies that not every pixel layout will be
exactly the same. Instead, a block of 4 pixels will be repeated to create the
pixel array. This can lead to mismatch between the pixels inside each
block. In a color imager, this problem can be partially solved by matching
the 4-pixel block to the color filters, thereby ensuring that each distinct
pixel layout corresponds to a certain color. In this way, mismatch will
mainly exists between different colors, which is not a problem as the
digital color post-processing that is usually performed will balance out
such mismatches. A shortcoming of this approach is that a conventional
color filter pattern consists of only 3 colors (red, green and blue) while a
4-pixel block is used. This can be solved by treating the two green pixels
in a pixel block as separate colors by the digital post-processing. A second
potential disadvantage is that the floating diffusion will be larger
compared to a normal 4T pixel, since it is common to 4 pixels. This means
that the associated capacitance (Crp in the figure) will be larger, which in
turn reduces the conversion gain of the pixel. As a result, the voltage
swing at the source follower will be lower, and therefore, the performance
of the readout circuit, in particular the noise performance, is more critical.

1. Note that although transistor M6 is connected to the other side of the
source-follower as in the conventional 4T readout structure of Figure 2-8,
its function is exactly the same
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2.5.2 KkT/C Noise Reduction through Soft and Active Reset

As was mentioned in sub-section 2.2.1, the reset of the photodiode
parasitic capacitance leads to a large amount of k7/C noise. This noise
problem was one of the motivations for the development of photogates
and pinned photodiode in CMOS technology, as these allow for an easy
compensation of reset noise through CDS. However, it is possible to
reduce the amount of £7/C noise without the use of CDS, through the use
of the soft reset or active reset techniques.

The soft reset method was more or less accidentally found in ordinary
CMOS imagers with 3T pixels [2.17-2.18], of which the readout noise
(expressed as rms voltage) was found to be less than .(k7)/C. An
explanation for this lower than expected noise was given later, for instance
in [2.19]. The phenomenon can be intuitively understood by examining
the voltages operating on the reset transistor in a pixel in detail. As
indicated in Figure 2-11a , the reset transistor is usually nmos, since the
use of a pmos transistor would require a separate n-well inside each pixel,
which would cost a lot of pixel area. In order to use the nmos reset
transistor M1 as a switch, it needs to operate in triode region, which means
that the gate-drain voltage Vy,; needs to be higher than the threshold
voltage of M1. Whether this requirement is met, depends on the voltages
Vieser and Vo In order to allow the imager to operate at a low supply
voltage while keeping the signal swing of the pixel high, V), is often
chosen too high to keep transistor M1 in triode region. As a results,
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Figure 2-11: @) Limited voltage swing causing soft reset
operation b) Active reset principle
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transistor M1 will operate in its weak inversion region, where its noise
spectral density is different from triode region. As is well known, the
physical source of kT/C noise is noise generated by the on-resistance of
the switch; since this switch has now different noise properties, a lower
amount of k7/C noise results. A much more thorough analysis in [2.19]
shows that for typical cases the voltage noise will be about J/(kT)/(2C).

A further noise reduction can be obtained by using the active reset
technique [2.20-2.21]. A conceptual diagram of this technique is depicted
in Figure 2-11b. In order to force a low-noise reset voltage onto the
photodiode, a negative feedback loop is used that senses the voltage across
the photodiode ¥, and adjusts the voltage at the gate of reset transistor M1
accordingly. A careful design of this feedback loop ensures that no excess
noise is added to V. In [2.21], a voltage noise of /5 to /6 times lower
than £7/Cis reported. The design features column-based amplifiers, which
allows for an implementation of the active reset loop that only requires
one extra transistor inside each pixel.

While the soft and active reset can be valuable techniques to improve
the performance of photodiode-based CMOS imagers, there are some
obvious limitations. Most importantly, even a /5 -./6 fold reduction in k7/
C voltage noise still leaves a considerable amount of reset noise.
Moreover, apart from the lower reset noise, imagers based on pinned
photodiodes have other advantages, in particular a lower dark current. As
a result, pinned photodiodes have become the most popular light sensitive
device in recent years.

2.5.3 High Dynamic Range Readout

In a typical CMOS imager, the dynamic range of each pixel output is
limited to about 60-70dB. This is due to limitations to both noise and
signal swing of the photosensitive element and front-end circuit, which
will be discussed in detail in chapter 3. There are imager applications
where a much higher dynamic range is required. In order to use CMOS
image sensors in such applications, several methods were found that can
increase the dynamic range. In this sub-section, the three most important
categories of such techniques will be discussed.

A first method to increase the dynamic range is to create a pixel with a
logarithmic response to light. In [2.22], this is done by connecting a load
transistor to the photodiode as illustrated in Figure 2-12a. The
photo-current i,, generated by the photodiode is not integrated, but
directly converted to a voltage via the diode-connected load transistor M1.

34 ANALOG SIGNAL PROCESSING FOR CMOS IMAGE SENSORS



Advanced Analog Signal Processing Techniques

As this current is very small, the transistor operates in weak inversion, and
therefore, the voltage V; depends logarithmically on the photocurrent. A
disadvantage of this approach is that the sensitivity of the sensor is
relatively low, as the sensor signal is not integrated.

Another approach to realize a logarithmic sensor response is depicted
in Figure 2-12b [2.23]. Here, the photo current is integrated onto a
capacitor formed by a charge sense diffusion via charge spill transistor
M2. While the photo-current will decrease the voltage across the
integration capacitor, the gate level V,(?) is increased, generating an extra
current that partly compensates for the photo-current. As a result of this
so-called well capacity adjusting, the output voltage V. depends
logarithmically on the light intensity.

A disadvantage of all sensors with a logarithmic response to light is
that some signal processing steps that are routinely performed in imagers
are not effective. In particular, correlated double sampling (CDS) cannot
be used, which can lead to high FPN. This problem is addressed in [2.24],
where an imager is presented that features a pixel that can have both a
linear and a logarithmic response. These responses can be combined into a
single image with a high dynamic range. In [2.25], this concept is further
refined with a pixel requiring fewer transistors.

A second dynamic range enhancement method uses a system-level
approach that is usually called multiple capture [2.26-2.29]. As the name
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Figure 2-12: a) photodiode with transistor load for direct
photocurrent-to-voltage conversion b) integrating
current approach using well-capacity adjusting
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implies, instead of one, several images are captured with a different
integration time. As a result, the information about high light intensity
regions of the captured scene is stored in an image with a short integration
time, while the darker portions of the captured scene are stored in an
image with long integration time. These images are later combined to
form a single, high-dynamic range image. The advantages of this
approach are that no extra in-pixel circuitry is required, and, in contrast to
the previously mentioned logarithmic sensors, CDS can be applied to
compensate for FPN. The main problem of the multiple capture method is
that much more information needs to be processed. Since there is a
maximum time available to capture all images, this usually means that the
analog signal processing chain needs to be faster than in an ordinary
imager. This higher readout speed requirement is often realized by using
an analog signal path with a parallelized ADC, such as a pixel-level ADC
[2.27-2.28] or high-speed column-level ADC [2.29].

If an ordinary CMOS image sensor would be used to capture a high
dynamic range image, some of its pixels would saturate due to a very high
light input. Instead of preventing this saturation from happening, such as
with a logarithmic sensor, or with multiple capture, the time required for
the pixel to saturate can also be measured, as it is inversely proportional to
light intensity. The main problem of this approach is to design an efficient
readout circuit that can detect pixel saturation and convert the
corresponding time information into the digital domain. In [2.30], each
pixels detects saturation and subsequently signals this event to circuitry
outside the pixel array. Therefore, the pixel readout is not in a fixed order
and at a fixed time as in a typical image sensor, but instead, the readout is
random and event based. A problem of this approach is that if a large
number of pixels detects saturation in a short period of time, a proper
time-to-digital conversion cannot be guaranteed. In [2.31], this is
elegantly solved by converting the time of saturation to an analog voltage
in each pixel. This is done by a sample-and-hold capacitor that samples a
ramp voltage at the moment pixel saturation is read out. The final image is
composed of the voltage on the capacitor combined with an ordinary pixel
voltage readout, resulting in an impressive dynamic range of 138dB.

In conclusion, several methods exists to increase the dynamic range of
CMOS imagers beyond the typical 60-70dB. However, implementation of
any of these techniques has a significant cost in terms of increased circuit
complexity, increased chip area, increased power consumption, and/or
decreased image quality. In particular, it is important to note that while the
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mentioned techniques increase the dynamic range, this usually does not
increase the signal-to-noise-ratio compared to the typical imagers. As a
result, the application of dynamic range enhancement techniques is so far
limited to application areas were a high dynamic range is imperative, such
as automotive or machine vision applications.

2.5.4 Column-Level and Pixel-Level A/D Conversion

The typical readout structure introduced in sections 2.3 and 2.4 uses a
single, chip-level A/D converter. As a result, a 2-step analog readout
process is required to feed the analog signals into the A/D converter.
While this approach was mostly used at the time this thesis work was
started, there are alternative solutions. Firstly, it is possible to implement
an A/D converter in each column circuit. This results in a shortening of the
analog readout chain and a parallelization of the ADC, which can result in
a higher overall readout speed. This increased speed comes at the cost of
more chip area and a design problem of having to ensure uniformity
between the parallel ADCs. A further parallelization can be realized by
realizing an ADC in each pixel.

In chapter 4, the issue of parallelization through column-level or
pixel-level A/D conversion in a CMOS imager will be discussed in detail.
It will be shown that for high-resolution mainstream applications,
column-level A/D conversion is a good trade-off between increased
read-out speed and lower power consumption on the one hand, and
increased chip area and design complexity on the other.
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Front-End Readout
Circuitry

In this chapter, the front-end readout circuitry of a CMOS imager will
be studied in detail. The front-end is defined as the in-pixel readout
circuit, together with the in-column biasing and sample and hold circuitry.
It is the most critical analog circuit of the CMOS imager, as it limits the
overall performance of the sensor. Moreover, the amount of chip area
available for the front-end is severely limited, since it is located both
inside the pixel and column of the imager. This forms a major design
constraint, as will be shown in this chapter. In section 3.1, a number of
performance aspects of the front-end circuitry will be discussed. By
excluding other performance parameters, it will be shown that noise is its
most important issue. In section 3.2, the noise in the front-end will be
discussed in detail, and the different noise sources that are present in a
CMOS imager front-end will be compared. It will be shown that because
of the limited chip area available, 1/f noise is the dominant noise source.
Section 3.3 describes a new and relatively unknown technique to reduce 1/
f noise, called Large-Signal Excitation or Switched-Biasing. To evaluate
the effectiveness of this technique in an imager, a custom measurement IC
was made. Section 3.4 describes this chip and presents the measurement
results. Finally, in section 3.5, conclusions will be drawn on the
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performance of the front-end that have an important impact on the
remainder of the thesis.

3.1 Front-End Readout Circuit Performance

In this section, the signal swing, linearity, offset and power
consumption of the front-end circuit will be discussed. By discussing
these important performance aspects, it will become clear that none of
them forms an essential limit on the performance of the front-end circuit.
This leaves out the last and most important performance parameter of
noise, which will be discussed in more detail in section 3.2.

3.1.1 Signal Swing

In order to determine the dynamic range of any analog circuit, two
parameters are of importance: its noise floor and its maximum signal
swing. While the noise floor of the front-end requires a more detailed
study (section 3.2), the maximum signal swing of the image sensor will be
discussed here. In Figure 3-1, the 3T pixel front-end circuit is shown
detailing the biasing voltages that limit the signal swing. In such a
front-end, the maximum signal swing can be defined as the difference
between the reset voltage and the maximum signal voltage. Note that a
high light intensity on the sensor corresponds to a low output voltage, as
the photon-generated current will decrease the voltage V4 over the diode.

In a conventional imager design, a so-called ‘hard’ reset is performed,
which means that the reset switch M1 has a sufficiently low on-resistance
to ensure that the voltage on the photodiode equals the pixel supply
voltage V),; ;. However, this means that NMOS transistor M1 must be in
the triode region during the reset operation, which is not a trivial
requirement since it has to switch a high voltage. While it might seem
better to use a PMOS transistor as a reset switch, this is usually not done
for a simple reason: a PMOS transistor would require an n-well inside
each pixel, which would require too much chip area. As a result, V,; has to
be increased above the pixel supply voltage V), to ensure that M1
properly operates as a switch. Usually, V,,; is increased as much as
possible, taking into account the gate-oxide breakdown voltage of the

process. After this, V.. is chosen such that V; is high enough to ensure
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Figure 3-1:  Circuit diagram of a 3T pixel front-end
detailing the bias voltages limiting the signal swing

a proper switch function of MI1. Therefore, V), can be expressed as
follows:

Vpixel = Vgl - (Vthl + Vuvd) (3_1)
where V,;,; is the threshold voltage of M1 (including body-effect), and
V,,q 1s the overdrive voltage necessary to ensure that M1 is properly
switched on. After the photodiode is reset, the voltage V; is read out via
source follower M2, which means that the reset voltage at the output of the
front-end can be expressed as:

v V

outyreset U pixel

Vgs2 (3 _2)

In a typical 0.18um process that has thick-oxide transistors capable of
handling 3.3V, V,; would be about 3.5V, (V,,,+V,,,) would be about
1.5V, resulting in a V), of about 2.0V, and V', would be about 0.8V. As
a result, the reset voltage at the output would be about 1.2V. The lowest
possible output voltage is determined by the signal swing of source

ANALOG SIGNAL PROCESSING FOR CMOS IMAGE SENSORS 43



Front-End Readout Circuitry

follower M2. This source follower is biased by transistor M4, which
functions as a current source. Therefore, the output voltage should remain
at least a saturation voltage V,,, above the ground in order for the source
follower to operate properly. The maximum signal swing can therefore be
written to be:

v, 4 4

out,yreset aut,signallmax — Vpixel ™ VgsZ

- Vsat4 (3_3)

Therefore, if a typical value for V., of 0.2V is assumed, the maximum
signal swing at the output of the source follower is roughly 1V.

In order to calculate the maximum voltage swing at the photodiode
node, the voltage gain of the source follower needs to be taken into
account. Even if the effects of limited output resistance of both the source
follower M2 and the current source M4 are neglected, the gain is less than
unity, because of the body effect. The voltage gain 4, can be expressed as
[3.1]:

Em
Ay = S (3-4)
Em2 T mb2

where g,,, is the transconductance of M2 and g,,;, is the back gate
transconductance. This typically results in a gain of about 0.8, and
therefore, for an output voltage swing of 1V, the voltage swing at the
photodiode node will typically be about 1.25V.

In deep-submicron processes, the drop of two threshold voltages in
the front-end leads to a problem. Since the maximum supply voltage is
below 2V, the signal swing will be zero if normal transistors are be used.
This is routinely solved by using high-voltage transistors, which are
usually available in such processes to enable 3.3V digital I/0. Moreover,
some CMOS processes that are optimized for imaging include a
processing step to lower the threshold voltage of the in-pixel NMOS
transistors.

Since 4T pixel front-ends have essentially the same readout circuit as
the 3T pixel circuit shown in Figure 3-1, the maximum signal swing is
essentially the same. In some cases, the limited charge transfer efficiency
of pinned photodiodes can lead to a further limitation of the signal swing.

In conclusion, the signal swing in the imager front-end is limited by
the use of NMOS transistors. This limits the swing to a typical value of
about 1V. While an increase in this swing could lead to a higher dynamic
range, supply voltages in the order of 2-3V would limit the maximum
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dynamic range increase to a few dB. Therefore, in current CMOS
processes, the voltage swing should not be considered to be the most
significant performance limitation of the front-end readout circuit.

3.1.2 Linearity

As the front-end readout is performed with a simple source follower,
its linearity performance is relatively poor compared to most other sensor
interface circuits. As was shown in the previous sub-section, the body
effect has an effect on the gain of the source follower. More precisely
expressed, the body effect causes the threshold voltage of an MOS
transistor to vary, which can be expressed as [3.1]:

Vi = Viro Y(J1205+ Vgl — J]204) (3-5)

where Vryyy is the threshold voltage for Vgg = 0, y is the body effect
coefficient, ¢,=(kT/q)In(N,,/n;), Ny, is the doping concentration of the
substrate, #; is the intrinsic concentration of electrons in silicon, and Vg is
the source-bulk voltage. In an NMOS source follower, the source-bulk
voltage equals the output voltage and the gate-source voltage equals the
voltage difference between input and output. Therefore, it is obvious from
equation 3-5 that the square root dependency between the source-bulk
voltage and the threshold voltage will cause a non-linearity in the gain of
the source follower. By numerically evaluating the equation for some
typical semiconductor parameters, the non-linearity was found to be
0.35% for an input voltage swing of 1V.

In order to keep the required chip area to the minimum, the in-pixel
transistor that is used as a source-follower will have a minimum length
and a near-minimum width. As a result, several short-channel effects will
have an effect on the linearity of the source follower. A simulation of a
transistor with a W/L of 1um/0.18um in a typical 0.18um process shows a
non-linearity of about 0.5% for an input swing of 1V.

While such non-linearity would be considered to be too bad in some
applications, in the context of a CMOS imager it is not an issue. This is
because the sensor itself exhibits significant non-linearity. As explained in
sub-section 2.2.1, the photodiode will be operated in integrating mode: the
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photo-generated current is stored onto the parasitic capacitance of the
photodiode itself. Therefore, the photocurrent i,j, can be expressed as:

pp = _CDW (3-6)
where V;, is the reverse bias voltage across the photodiode and C,, is its
capacitance. In order to have a linear relation between photocurrent and
voltage drop across the photosensitive element, the capacitance C,, should
be independent of ¥, . However, this is not the case, as can be understood
intuitively by considering the fact that in a reverse biased p-n junction, the
distance between the ‘plates’ of the capacitor is determined by the width
of the depletion layer. This width is obviously dependent on the reverse
bias voltage, and therefore the capacitance changes with voltage.

In order to quantify the non-linearity caused by the voltage-dependent
capacitance, the photodiode can be approximated as a one-sided p-n
junction. Therefore, the capacitance C, depends on the reverse bias
voltage as follows [3.2]:

Ap [2qe, ;N
CoVn) = 5 |55 (3-7)
R bi

where 4, is the area of the device, ¢ is the charge of an electron, ¢; is the
dielectric constant for silicon and V7, is the built-in potential of the p-n
junction. By combining eq. 3-6 and 3-7, and solving the resulting
differential equation, an expression for the voltage over the photodiode as
a function of time is obtained:

. 2
T Lok
VR(t) = |: Vres + Vbii ’ {| - Vb[ (3-8)
Apy2qesiNy
where the reset voltage V,

o5 €quals 7(0). It is obvious from equation 3-8
that the voltage across the photodiode does not depend linearly on the
photocurrent. For photogates or pinned photodiodes, the capacitance of
the floating diffusion is determining the linearity; since the floating
diffusion can also be considered as a one-sided p-n junction, the same
equations apply.

Figure 3-2 shows a plot of V.(f), which was acquired by applying
some typical process parameters in Eq. (3-8). In this graph, the maximum
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Figure 3-2: Reverse bias voltage accross the photodiode

Vy vs. time according to Eq. (3-8)

non-linearity is 9% for a voltage swing of about 1V (based on a line fitted
to the curve). It should be noted that the approximation of the photodiode
as a one-sided junction might not be accurate for some doping
concentrations, but it is nonetheless clear that the non-linearity is at least
1%. In [3.3], a measured non-linearity of 1% is reported. Therefore, as
long as the linearity of the readout circuit remains below 1%, it can be
considered of little importance to the overall performance.

3.1.3 Fixed Pattern Noise

In imaging, the term Fixed Pattern Noise refers to static
non-uniformities between different pixels or columns of the imaging
array. Therefore, “noise” in this context does not relate to random
fluctuations in time domain, but rather to random fluctuations in the
spatial domain, resulting in a ‘fixed-pattern’ that is visible regardless of
the image captured. These spatial variations can be divided into two
components: an offset and a gain variation. The main problem with fixed
pattern noise is that it creates artifacts in the image that are highly visible
to the human eye. This is illustrated in Figure 3-3. Here, pixel as well as
column-level FPN was simulated by adding random offsets to portions of

ANALOG SIGNAL PROCESSING FOR CMOS IMAGE SENSORS 47



Front-End Readout Circuitry

no FPN 5% pixel FPN 5% column FPN
Figure 3-3:  Simulated effects of pixel and column FPN.

a test image with a resolution of 510 x 409 pixels. For both pixel and
column FPN, a gaussian-distributed offset with a ¢ of 5% of full-scale was
added. As can be seen in the image, pixel FPN results in a granular,
‘snow’ effect, while column FPN results in clearly visible stripes.
Moreover, while the amount of pixel and column FPN is equal the column
FPN is much more visible than the pixel FPN. This is an important
observation that will be the basis of the dynamic column switching
technique introduced in section 4.4. While it is hard to quantify the
uniformity requirements based on perceptual observations, a generally
accepted specification is about 0.5% of full scale for pixel FPN and 0.1%
of full scale for column FPN [3.4].

The main source of pixel-level non-uniformities in the analog
front-end is offset of the source follower (transistor M2 in Figure 3-3).
However, as explained in section 2.3, a double sampling scheme is applied
to correct for this offset. The residual offset is negligible: for instance, in
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[3.5] a residual pixel offset of 0.09% has been reported. The residual
offset of the double sampling is caused by charge injection mismatch of
the sampling switches. As these switches are implemented inside the
column, their charge injection mismatch actually results in column offsets.
However, by minimizing the switch size, it is not a problem to reduce the
required mismatch to less than 0.1% of full scale (this is equivalent to
about ImV).

Apart from offset, gain mismatch between the pixels also leads to
FPN. However, FPN effects caused by gain variations are not as visible as
offset variations. In [3.5], a pixel gain mismatch of 0.36% has been
reported, which is well below visible levels. Finally, it should be noted
that apart from the front-end readout circuit, there are other factors that
can also cause FPN, in particular dark current. However, since such effects
do not relate to the readout circuit, their discussion is outside of the scope
of this work.

In conclusion, the use of double sampling in the pixel front-end
effectively compensates for non-uniformities that can cause FPN, and
therefore, FPN is not a critical performance parameter of the front-end
circuit.

3.1.4 Power Consumption

While the front-end readout circuit has a very large transistor count
compared to other parts of the analog signal processing chain, its power
consumption is nonetheless insignificant compared to the back-end
readout circuit. There are two reasons for this. Firstly, the read-out
operation is performed on a row-by-row basis, which means that at any
given time the vast majority of pixels do not consume any power.
Secondly, even the active row of front-end readout circuits is switched on
for less than 10% of the time, as most time is used to read out the columns
one-by-one (see section 2.1).

The bias current source in the column (transistor M4 in Figure 3-1)
defines the power consumption of the front-end circuit. This power
consumption is set such that the voltage across the sampling capacitors
settles within the required time. Since the output resistance of the source
follower is roughly equal to the inverse of its transconductance, the time
constant T with which the output settles can be expressed as:

=L (3-9)
Em
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where C is the total capacitance at the output node and g, is the
transconductance of the source follower. In a typical case, the sampling
time available would be about 1us, which means that t should be about
0.2ps for proper settling, while C would equal to about 3pF (1pF sampling
capacitance + 2pF parasitic capacitance of the column bus). This means
that the required g,,, would be 15uS. As this value is quite low, it can be
assumed that the source follower transistor is in weak inversion, and
therefore g, is roughly equal to 20 times the bias current. As a result, a
minimum bias current of 0.75pA is needed per column. For an imager
with a resolution of 500 columns where the front-end is operational for
10% of the time, the total average current consumption equals 37.5uA,
which is negligible compared to that of the back-end readout circuit.
Therefore, power consumption is not a critical performance parameter of
the front-end readout circuit.

3.2 Front-End Temporal Noise Sources

In the previous section, signal swing, linearity, fixed-pattern noise and
power consumption of the front-end circuit were discussed, and it was
shown that none of these parameters constitute a practical limit on the
front-end circuit’s performance. This leaves noise as the defining
performance parameter of the front-end circuit. In this section, the
different physical noise sources present in the front-end circuit will be
described. In addition, noise generated inside the photosensitive element
itself will also be discussed, defines a practical upper limit to the noise
performance of the front-end. At the end of the section, the noise sources
will be compared and a dominant noise source will be identified.

3.2.1 Photon Shot Noise

Photon shot noise is the most fundamental of all the noise sources in
imagers, as it relates to fundamental physical laws, rather than to IC
technology or circuit design. It is caused by the fact that energy and matter
have a fundamentally discrete nature, as described by the theory of
quantum mechanics. In an imager, the quantized nature of energy
manifests itself in the form of discrete photons that interact with the
silicon lattice to create discrete electrons. Even when the light intensity
incident on the imager is perfectly constant, the number of incident
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photons, and thus the number of generated electrons inside a
photosensitive element is a random variable. Therefore, if an array of
photosensitive elements is exposed to a perfectly uniform light source, the
amount of charge integrated in each photosensitive element will have a
random Poisson distribution [3.6]. The magnitude of the noise that is thus
generated is equal to the square root of the mean number of electrons
stored in the photodiode. Therefore, the rms noise voltage at the sensor
node equals:

Vpsn = = leye (3-10)

Where V), is the photon shot noise expressed in volts rms, g is the
charge of an electron, C,, is the capacitance associated with the
photosensitive element (i.e. either the photodiode capacitance or floating
diffusion capacitance) and e, is the mean amount of photo-generated
electrons inside the photosensitive element. The ratio of ¢ and C,, is
usually called the conversion gain, as it defines the gain of the conversion
from charge into voltage at the input of the readout circuit.

While equation 3-10 seems to suggest that an increase in the
capacitance C,, would improve the sensor performance, this is not true.
Note that the capacity of the photosensitive element C,,, does not only
determine the noise, but also the signal voltage at the sensor node, as
expressed in equation 2-2:

v, =1 . (3-11)

Therefore, increasing C,, will also decrease the sensitivity (expressed in
voltage) of the sensor, thus exactly cancelling out the reduction in voltage
noise. Therefore, in order to understand how to minimize the effect of
photon shot noise, the signal-to-noise ratio should be calculated. Since the
sensor output signal is directly proportional to the number of captured

electrons e, the signal-to-noise ratio can be expressed as:

noise /epe

Since all photosensitive elements have a maximum amount of charge at
which the photosensitive element will saturate, the maximum
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signal-to-noise ratio attainable equals the square root of the saturation
charge. Therefore, the maximum signal-to-noise ratio of the sensor can be
increased by increasing the saturation charge of the sensor. Unfortunately,
such increase is in contradiction with the desire to make smaller pixels, as
a smaller photosensitive element can usually store less charge.

An important and unusual property of photon shot noise is its
dependence on signal level. Most noise sources have a constant magnitude
independent of signal, thereby constituting a minimum level the signal
should have to be detectable, often called a ‘noise floor’. However, photon
shot noise increases with the square root of the signal level. This is an
important property that can be exploited in A/D converters, as will be
discussed in section 4.3.

3.2.2 Reset Noise

As already discussed in sub-section 2.2.1, the operation of
photosensitive elements in integrating mode requires a periodic reset
operation, which leads to reset noise. As explained in chapter 2, the reset
noise can be cancelled if the front-end readout circuit is able to take two
correlated samples of the reset noise, where one sample also contains the
signal. Since this requires a frame memory in a photodiode-based imager,
photogate and pinned photodiodes were developed, where a floating
diffusion capacitance is reset before taking both readout samples. In this
case, the correlated double sampling is effective in reducing the reset
noise to negligible levels along with pixel-level offsets, as reported in
[3.5]. In a photodiode-based front-end however, the double sampling
operation required to correct for pixel offsets actually increases the reset
noise: since two uncorrelated noise samples are subtracted, the noise
voltage increases with the square root of two. Unless soft or active reset
methods are used, as explained in sub-section 2.5.2, the reset noise equals
J(2kT)/C (in rms voltage). For a typical photodiode capacitance of 10fF,
this results in a reset noise of 910uV rms.

3.2.3 Thermal Noise

Thermal noise, also known as ‘white’ noise or Johnson noise, is
caused by the random thermal motion of charge carriers in a conductor. In
the front-end of an imager, this noise source is generated inside the
channel of the source follower transistor. As is well known in analog
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CMOS design literature [3.1], the thermal noise in the drain current of a
MOS transistor in saturation can be written as:

1,7 = 4kTyg, (3-13)

where g, is the transconductance of the transistor and y is a scaling factor
depending on transistor length and technology. For transistors with a long
channel, y is equal to 2/3, while for short-channel length transistors in
modern CMOS processes it can be as high as 2.5. As can be seen from the
formula, for noise calculations a MOS transistor can be regarded as a
resistor with resistance equal to //(g,,) that has a noise density that is a
factor of y different from a normal resistor. Furthermore, according to
Eq. (3-9), the bandwidth of the front-end is determined by a first-order
filter formed by g, and the load capacitance C. Therefore, the total
thermal noise contribution of the front-end only depends on the load
capacitance, and similar to sampling noise, the voltage noise at the output
can be approximately expressed as:

- kT
Vo~ [LEL 3-14
N c (3-14)

An important observation here is that, unlike the other noise sources
described in this section, the thermal noise of the front-end can be
decreased by modifying the circuit design, i.e. by increasing the sampling
capacitance C.

3.2.4 1/f Noise

Apart from thermal noise, 1/fnoise is the other main source of circuit
noise generated inside a MOS transistor. While thermal noise relates to the
well-understood effect of thermal motion of charge carriers in a conductor,
1/f noise is still subject to active research. There are probably several
distinct physical effects causing 1/f noise. The most important and
generally accepted cause is the presence of lattice defects at the interface
of the silicon channel of the MOS transistor and the gate oxide [3.7].
These defects, or ‘traps’ can capture a charge carrier from the channel, and
release this charge after a while, leading to random channel current
variations. The number of traps is highly dependent on the ‘cleanness’ of
the oxide-silicon interface, and is thus highly dependent on technology.
The amount of 1/f noise generated inside an MOS transistor can be
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Figure 3-4:  Noise power spectrum showing the effect of 1/
[ noise increase due to process scaling

described as a voltage source in series with the channel with a spectral
density of approximately [3.1]:

) K 1
T WL (3-15)
Here, K is a technology dependent parameter, C,, is the gate capacitance
per unit of gate area, W and L the width and length of the transistor, and f
the frequency. Note that the only design variable that is available to the
circuit designer is the gate area WL; unlike thermal noise, 1/f noise
(expressed as a voltage) is in first order not dependent on bias current.

The noise voltage expressed by Eq. (3-15) is only correct for
transistors in saturation region. This is because the physical mechanism
causing 1/f noise is fluctuations in the cannel current. Therefore, if the
transistor is operating in its triode region, the 1/f noise voltage is much
lower, as effective channel resistance is much lower. Because of this, 1/f
noise generated by the in-pixel reset and row-select switches can be
neglected. However, the in-pixel source follower transistor does
contribute a significant amount of 1/f noise. Since it is located inside the
pixel, increasing the gate area WL to reduce 1/f noise is not possible as it
would either increase the pixel size or decrease the light sensitive area. In
section 2.2, the front-end readout operation was described, and it was
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explained how the use of double sampling in this readout can cancel the
offset and 1/f noise of the front-end. However, this double-sampling
operation is only effective when the 1/f noise is correlated between the
samples. In the frequency domain (Figure 3-4), this corresponds to the
double sampling frequency being at least twice as high as the 1/f corner
frequency f.;, i.e. the frequency where 1/fnoise starts to dominate [3.8].

Since 1/f noise is highly technology-dependent, the most important
question is how 1/f noise changes as process feature sizes decrease.
Intuitively, the inversely proportional relation between 1/f noise and gate
area WL in Eq. (3-15) already leads to an expected increase of 1/f noise.
This is of course a very simplistic assumption; even in the approximate
model of Eq. (3-15), both WL, C,, and K can be expected to change with
technology scaling. However, more accurate predictions [3.18] also show
that 1/f noise will increase as process feature sizes decrease. Moreover,
apart from a 1/f noise increase due to downscaling, the introduction of
high-k dielectric materials as gate insulation in deep-submicron processes
is expected to further increase 1/fnoise [3.9][3.18].

Because of the 1/f noise increase, the corresponding 1/f corner
frequency will increase from f; to a higher frequency f.,. On the other
hand, the frequency at which the correlated-double sampling is performed
(fz5) unfortunately does not increase, since a certain minimum amount of
time is required to transfer the signal charge to the floating diffusion. This
charge transfer time unfortunately does not scale down with smaller
device geometries, as it is related to the magnitude of electric fields inside
the photogate or pinned photodiode. As a result, the double sampling
frequency will become lower than the 1/f corner frequency, and therefore
only part of the 1/f noise will be cancelled by the double sampling
operation. The exact amount of residual 1/f noise strongly depends on
process technology and is somewhat difficult to calculate. In [3.10], a
residual 1/fnoise of 3401V was reported.
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3.2.5 Comparison of Noise Sources

To evaluate the relative importance of each noise source, Table 3-1
provides an overview with an estimate of the magnitude of all noise
sources.

Table 3-1. Estimated magnitude of 3T and 4T pixel noise sources

Photogate/pinned
Photodiode photodiode
front-end (3T) front-end (4T)
photon shot noise 0-3.5mV 0-7mV
reset noise 800pv -
thermal noise 150pvV 150pvV
1/f noise 350pvV 350pvV

For the noise figures in this table, the following estimates were used:
for photon shot noise, the saturation charge was estimated to be 80,000
electrons for a photodiode and 20,000 for a photogate or pinned
photodiode. For both cases, the maximum pixel voltage swing was
estimated to be 1V, the column sampling capacitors were estimated to be
1pF and the y (Eq. (3-13)) scaling factor was estimated to be 2.5.

As can be seen in the table, the lower saturation charge of 4T pixels
leads to a higher maximum photon shot noise voltage, as can be
understood from Eq. (3-12). However, this higher amount of photon shot
noise only occurs at maximum light intensity. The higher noise floor of the
photodiode front-end on the other hand results in a lower dynamic range,
which, for imagers, is usually defined as the ratio between the maximum
signal level and noise level in the absence of a signal. This means that the
photon shot noise is not taken into account when calculating the dynamic
range. With the noise figures in Table 3-1, the dynamic range of the
photodiode front-end would be 61dB, while the dynamic range of the
pinned photodiode would be 68dB. As can be seen from the table, reset
noise is the dominant noise source in photodiode front-ends, while 1/f
noise generated by the source follower is the dominant noise source in 4T
pixel front-ends [3.10]. The latter is an important observation, as it shows
that when photogates or pinned photodiodes are used, the front-end circuit
noise actually dominates over noise generated by the sensor itself.
Therefore, in the next section of this chapter, 1/f noise will be studied in
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more detail, and a circuit technique will be introduced that can reduce 1/f
noise in imager front-ends. A measurement circuit will be presented that
can evaluate the effectiveness of the proposed 1/f noise reduction
technique, and corresponding measurement results will be shown.

3.3 1/fNoise Reduction Using Large-Signal
Excitation (LSE)

In this section, a new circuit technique to reduce 1/f noise in MOS
transistors will be introduced, called Large-Signal Excitation (LSE).
Before introducing this technique, 1/f noise will be described in more
detail in sub-section 3.3.1. In particular, it will be shown what the main 1/
f noise model, the McWhorter model, predicts for small transistors in
deep-submicron processes, such as the transistors used in CMOS imager
readout front-ends. Next, in sub-section 3.3.2, the LSE technique will be
introduced. Finally, in sub-section 3.3.3, the application of LSE in CMOS
imagers will be discussed.

3.3.1 1/f Noise in Deep-Submicron MOS Transistors

In spite of over 50 years of research into 1/f noise phenomena in
electronic devices, there is still discussion about the exact physical
mechanisms that give rise to 1/f noise in an MOS transistor. However, as
already explained in sub-section 3.2.4, it is generally accepted that lattice
defects in the interface between silicon substrate and gate oxide play the
most important role [3.7]. These defects or so-called ‘traps’ will capture
charge carriers from the channel, and release them into the channel again
after a while. As a result, the channel current fluctuates in a random
fashion.

It was McWhorter [3.11] who first showed that the trapping/
detrapping process can lead to a 1/f type spectrum. To this end, he
described the behavior of each single trap as a so-called random telegraph
signal (RTS), i.e. a signal that is randomly fluctuating between two states.
If the power spectral density (PSD of such a signal is plotted, it yields a
so-called Lorentzian spectrum, as depicted in Figure 3-5a. The corner
frequency that can be seen in this PSD depends on the statistical properties
of the RTS noise, which in turn is related to the physical properties of the
trap. An MOS transistor will usually contain a large number of traps;
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Figure 3-5: @) PSD of a random telegraph signal b) A
combination of a large number of RTS spectra yields a
1/f spectrum, as postulated by McWhorter

assuming that these traps do not interact with one another, the PSDs of the
individual traps can be added to yield the PSD of the noise generated by
the transistor. McWhorter showed that if all traps inside the transistor
generate an RTS with the same amplitude, and the corner frequency of the
corresponding PSDs is exponentially distributed, then a 1/fnoise spectrum
will result. This is intuitively illustrated in Figure 3-5b. The resulting
noise model is called the McWhorter or AN model, where AN symbolizes
the fluctuation of the number of carriers in the channel.

Apart from the AN model, another school of thought considers 1/f
noise to be caused by fluctuations in the mobility of charge carriers in
silicon, which is called the An model. In 1969, Hooge [3.12] showed that
homogenous semiconductor samples suffer from bulk 1/f noise, which
was later related to mobility fluctuations. Whereas p-channel MOSFETs
are reported to show behavior in accordance with the Ap model,
n-channel MOSFETs more often behave according to the AN model. In
1990, Hung [3.13-3.14] proposed a unified model that includes both
mentioned models, as well as the fluctuations in mobility caused by (and
correlated to) fluctuations in the number of charge carriers. This model, if
provided with correct parameters, agrees well with measurement results
on large MOS transistors, and has therefore become the standard for
modern circuit simulators.

The McWhorter model makes an interesting prediction for small area
transistors in deep submicron processes. While the model assumes the
presence of a large number of traps inside each transistor, small transistors
in deep-submicron processes might contain only a few or even only one
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trap per gate. Assuming that the model is correct, this will have two
consequences. First, the effect of a single trap inside a gate will become
visible. As a result, small transistors will no longer exhibit a 1/f noise
spectrum, as such a spectrum is the result of a large number of traps.
Second, if only a few traps inside a transistor determines its behavior, a
large spread in noise magnitude can be expected: some transistors will be
‘lucky’ and have only one, or even no trap in their substrate/gate oxide
interface, others will be ‘unlucky’ to have a lot of traps [3.15-3.16].

Both of these predictions have been confirmed by measurements on
small transistors in deep-submicron processes [3.17-3.18]. An example of
such a measurement is shown in Figure 3-6a, where the current fluctuation
of a transistor with a gate area of 0.1 8urn2 is shown [3.18]. As can be seen
from the figure, the current fluctuation clearly has an RTS fluctuation. The
corresponding power spectral density (PSD) is plotted in Figure 3-6b. As
expected, this is a Lorentzian spectrum. Therefore, small transistors in
deep-submicron processes do not have a real 1/fnoise spectrum. Instead, it
is more correct to refer to this noise as low-frequency (LF) noise
[3.17-3.18], which will be done in the rest of this chapter.
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Figure 3-6: @) Measurement of RTS noise in a transistor
with a gate area of 0.1 8,um2 b) Corresponding PSD
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In conclusion, both the McWhorter model and experimental results
lead to the prediction that the noise generated by small transistors inside
CMOS imager front-end readout circuits will not exactly have a 1/f
spectrum, but rather a Lorentzian-like spectrum. Furthermore, apart from
the expected mean increase of the LF noise predicted by Eq. (3-15), a
considerable spread in LF noise magnitude between transistors can be
expected, as only a few traps determine the noise generation inside each
transistor.

3.3.2 LF Noise Reduction using Large-Signal Excitation (LSE)

Large-Signal Excitation (LSE), also called ‘switched-biasing’ is a
relatively unknown technique to reduce LF noise in MOS transistors. The
effect was first published by Bloom and Nemirovsky in 1991 [3.19].
However, no analog circuit designs using this technique were published
until the effect was independently observed in a ring oscillator at the
University of Twente in the Netherlands in 1998 [3.20]. Further research
lead to measurement results on a variety of processes and greatly added to
the understanding of the phenomenon in deep-submicron transistors
[3.17][3.18][3.20-3.22].

By applying the LSE technique, the LF noise of an MOS transistor
can be reduced by periodically switching it ‘on’ and an ‘off’, as shown in
Figure 3-7. This can be done by manipulating the bias voltage at the gate
of the transistor. Measurement results show that when the transistor is
switched ‘off’, the source gate voltage should be well below threshold in
order for the LF noise reduction to occur. If a duty cycle of 50% between
the ‘on’ and ‘off’ state is assumed, an LF noise reduction of 6dB
compared to steady-state operation would be expected, as the device only
produces noise 50% of the time. However, in [3.20] measurements on
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i
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Figure 3-7:  Principle of the LSE technique
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large NMOS transistors from commercially available HEF4007 logic ICs
showed a total noise reduction of up to 14dB. Therefore, the LSE
technique can reduce the LF noise in a large MOS transistor by up to 8dB.
This was confirmed with measurements on a 0.8um process [3.21]. In
[3.22], measurement results on minimum size transistors in a 0.18um
process were presented. As predicted by the McWhorter model, these
devices exhibit a spread in steady-state LF noise magnitude of nearly two
orders of magnitude. Moreover, a large spread in the effect of LSE was
shown. While LSE did reduce the LF noise on average, there were some
devices where the LF noise was actually increased. This result is of great
importance for the application of LSE in CMOS imagers.

Obviously, the application of LSE is not possible in circuits where the
transistor has to be switched on continuously. However, there are several
applications, such as ring oscillators and sampled data systems, where the
transistors are switched off anyway. Inside the CMOS imager front-end,
this is also the case, as will be shown in the next sub-section.

While the application of LSE is very simple, the explanation of the
phenomenon requires an in-depth study of the semiconductor physics
involved. In [3.19], it was suggested that the noise reduction is caused by
the cycling of the transistor between inversion and accumulation. When
the transistor is in accumulation, the occupancy of the traps changes
significantly, and this change reduces the initial noise when the transistor
is switched on again. However, in [3.18] and [3.23], measurements are
presented where LSE is performed by changing a transistor’s source
voltage, instead of its gate voltage. Therefore, the transistor is not
switched between inversion and accumulation, as accumulation requires
the gate voltage to be low compared to the substrate voltage. These results
are crucial for the application of LSE in CMOS imager front-ends, as will
be shown in the next section.

In [3.18], a more sophisticated model is presented that explains the LF
noise behavior under LSE. It is based on the classical Shockley-Read-Hall
model [3.24], which describes trapping and detrapping of holes and
electrons. The assumptions made to construct the model are supported by
experimental results, and the LF noise magnitudes predicted by the model
correspond well to measurements. However, it should be noted that the
model does require parameters of the traps inside a MOSFET, which are
dependent on process technology. These parameters can be acquired by
measurement results in the particular process that is to be used, as to
enable quantitative predictions for the effectiveness of the LF noise
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reduction. To this end, sub-section 3.4.2 presents measurement results that
provide quantitative predictions of the effectiveness of applying LSE
inside a CMOS imager readout front-end.

3.3.3 Application of LSE inside a CMOS Imager Front-End

As indicated in the last sub-section, there are two requirements for
applying LSE in an analog circuit. First of all, the circuit and its
application should allow the transistor to be switched off for part of the
time. In CMOS imager front-ends, this is not a problem. Here, the MOS
transistor that contributes the performance-limiting LF noise is the
in-pixel source-follower, which is not used while the pixel is integrating
photocurrent. Second, it should be possible to either lower the gate voltage
or increase the source voltage in order to reduce the LF noise. In the
CMOS imager front-end, manipulating the gate is difficult since it is
directly connected to the photosensitive element. Any large-signal
excitation directly at the sensor node would cause large errors on the
signal. However, the source of the source follower can be easily accessed,
as it is connected to the column bus via the row select transistor.

Applying LSE via the source of the source follower results in the
circuit diagram depicted in Figure 3-8a [3.25]. As can be seen in the
figure, no additional in-pixel circuitry is required. The only change to the
front-end circuit is the addition of switch S3 inside the column circuit.
Apart from this, some changes in the timing of the front-end circuit have
to be made, as outlined in Figure 3-8b. Before reading out the pixel, the
source of source follower M2 is connected to the supply voltage VDD via
the column bus. To this end, S3 connects the column bus to VDD while
the in-pixel row-select switch (M3) is closed. This creates a suitable ‘oft”
state for source follower and should therefore lower the LF noise. After
this off-period, switch S3 is opened, and the pixel can be read out in
normal fashion, as explained in sub-section 2.3.2.

While the concept of LSE application in the CMOS imager is quite
simple, at the time this concept was first developed some essential
questions remained unanswered:

e [s the application of LSE via the source of a MOS transistor just as
effective as via the gate? At the time LSE in CMOS imagers was
first considered, all existing publications only provided measure-
ments results on the effect of LSE at the gate of the device.
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e Even though CDS does not properly correct for LF noise in the
CMOS imager front-end, it is obvious that its application is still
essential to correct for offset and reset noise. Therefore, how does
a combination of CDS and LSE perform? Most published LSE
measurement results were done at low frequencies. Such low-fre-
quency LF noise would be corrected by CDS without LSE as well.
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e How large would the spread in LF noise from pixel to pixel be in a
modern CMOS process used for imaging? Few measurement
results existed at the time. A related question would be whether an
average improvement of all pixel front-ends at the cost of a deteri-
oration of some pixels would be acceptable.

To answer the above questions, relevant measurement results were
needed. While the immediate implementation of LSE inside an imager
according to Figure 3-8 might have seemed straightforward, this was not
done, since it is very difficult to distinguish LF noise from other noise
sources in an imager. To prevent this problem, a custom measurement IC
was built that was specifically designed to measure LF noise while
applying LSE. In the next section, this IC and the measurement results
acquired with it will be described.

3.4 LF Noise Measurements under Large Signal
Excitation

3.4.1 Measurement IC

In order to evaluate the noise reduction that Large-Signal Excitation
can achieve inside a CMOS imager front-end, a custom measurement IC
was realized in cooperation with the University of Twente [3.25]. The goal
of this measurement IC was to enable separate measurements of LF noise
while applying LSE and correlated-double sampling. The main design
challenge was therefore to design a circuit such that it is sensitive to LF
noise, but insensitive to other noise sources.

In Figure 3-9a, a simplified circuit diagram of the measurement IC is
depicted. While an imager has a single-ended signal path, the
measurement IC uses a fully differential signal path to decrease the
sensitivity of the measurement circuit to ambient noise sources. Therefore,
two transistors M1 and M2 are used of which the LF noise is measured.
The transistors are biased to operate as source followers via current
sources /; and /,. The noise of the transistors is read-out via switches S3
using a differential amplifier Al. Since the LF noise of M1 and M2 is
uncorrelated, the amplifier will read out a LF noise voltage equal to .2
times the LF noise voltage of a single transistor. Since A has a gain of
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Figure 3-9: @) Simplified circuit diagram of the LF noise
measurement IC b) Corresponding timing diagram

100x, the LF noise is amplified, facilitating further off-chip processing
and measurement. As explained in the previous section, the application of
CDS is essential in CMOS imagers; therefore, a combined measurement
using both CDS and LSE should be performed to predict the effect of LSE
in a CMOS imager. To this end, CDS can be performed off-chip in the
digital domain, which allows for a comparison between the effect of LSE
with and without CDS.

The timing diagram showing the application of LSE in the
measurement circuit is shown in Figure 3-9b. Transistors M1 and M2 are
switched off by connecting their sources to a high voltage V., via
switches S1. This pulls the sources of transistors M1 and M2 to a high
voltage, and therefore should reduce the LF noise once the transistors are
switched on. Since this switching operation is common-mode, any
residual transients at input of the amplifier are attenuated by its
common-mode rejection ratio, which is another advantage of a differential
signal path. Switches S2 are added to speed up the readout speed of
amplifier Al: when the amplifier is not connected to transistors M1 and
M2, it is connected to a common-mode voltage V,,,. This ensures that the
input voltage of amplifier Al remains inside its common-mode range.
Finally, the LF noise can be readout using amplifier Al by closing
switches S3.

The bias voltages Vicns Vadur Vgau are connected off-chip to allow
for flexibility in the bias voltages during measurements. Similarly, bias
current sources /; and /, can be controlled from the outside to allow for
measurements at different currents. The measurement IC was realized in
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differential
amplifier
|

Figure 3-10: Micrograph of the measurement IC

an industrial 0.35um process. In the implemented circuit, an analog
multiplexer (not shown in the figure for clarity) is added that allows
different transistors to be tested. As a result, six different transistors could
be measured, with device sizes ranging from a W/L of 0.5um/0.35um to
Sum/0.35pum. A micrograph of the realized measurement IC is depicted in
Figure 3-10.

3.4.2 Measurement Results

Using the IC described in the last sub-section, LF noise measurements
under LSE conditions were performed at Twente University [3.18][3.25].
For these measurements, the biasing conditions of the CMOS imager
environment were replicated as much as possible. In Figure 3-11, a scatter
plot is depicted that compares LF noise measurements in steady-state
conditions with measurements of LF noise while applying LSE at a
frequency of 100Hz. The transistor is biased at 10pA; when applying
LSE, the noise of the transistor is measured 0.5us after turn-on. In these
measurements, no CDS was applied. Each dot in the figure represents
measurements on one transistor; in total, 41 transistors were measured. On
the horizontal axis, the steady-state LF noise is plotted, while the LF noise
under LSE is plotted on the vertical axis. Therefore, if the steady-state
noise equals the noise under LSE in a transistor, the corresponding dot in
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Figure 3-11: Scatter plot of the measurement results
comparing LF noise under steady-state conditions and
when LSE is applied. No CDS is applied

the scatter plot would lie on the line y=x (the dotted line in the figure). As
can be seen in the figure, this is not the case; most dots are below the line
y=x, indicating that the noise under LSE is lower than the steady-state
noise. Also, it is obvious that there is a large spread of about two orders of
magnitude between the ‘noisiest’ and the ‘quietest’ transistor. Finally,
while most transistors have a lower noise under LSE, some transistors
actually exhibit a higher noise when applying LSE (dots above the line
y=x). On average, the decrease in LF noise is 1.4dB.

As explained in the previous sub-section, the application of CDS is
essential in the CMOS imager front-end to reduce reset noise and offsets.
Therefore, the same transistors were measured while applying CDS and
LSE concurrently according to the timing diagram of Figure 3-8b: the
transistors were switched off via the source before both CDS samples are
taken. The CDS was performed off-chip in the digital domain; the first
CDS sample is taken 0.5us after turning on the transistor, the second
sample is taken 3ps after turn-on.The measurement results are shown in
Figure 3-12. As can be seen in the figure, most dots in the scatter plot are
now located on or above the line y=x, indicating that the LF noise actually
increases when applying LSE. This result is disappointing, as it indicates
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Figure 3-12: Scatter plot similar to Figure 3-11, but CDS
was applied along with LSE in these measurements

that applying LSE in an imager in a manner suggested in sub-section 3.3.3
would not lead to a reduction in LF noise.

In [3.18], the measurement results of concurrent application of LSE
and CDS are explained using the LF noise model proposed in the same
work. It shows that the measurement results are in accordance to the
model. The explanation can be intuitively summarized as follows: For the
application of CDS it is essential that the LF noise in both samples is equal
in order to be cancelled. With the application of LSE as indicated in
Figure 3-8b, this is not the case. While the first sample is taken
immediately after the transistor is switched off, the second sample is taken
after the transistor has been switched on for a longer period. The resulting
inequality in ‘bias history’ for both samples leads to a LF noise that is
unequal between the samples, and is therefore not cancelled out properly
by the CDS.
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3.5 Conclusion

The measurement results presented in the previous section lead to
conclusions that are of importance to the remainder of this thesis. The
following conclusions can be drawn about noise in the CMOS imager
front-end readout circuit:

¢ LF noise measurement results show that the application of LSE in
a CMOS imager front-end, in a manner suggested in sub-section
3.3.3, does not lead to a decrease in LF noise of the front-end. The
reason for this is the unequal ‘bias-history’ of the two CDS sam-
ples. A possible solution to this problem would be to switch off the
source follower between the first and second sample as well. How-
ever, such a switch transient might lead to cross talk onto the float-
ing diffusion, thereby corrupting the signal.

e Even if the problem of LF increase due to the concurrent applica-
tion of LSE and CDS can be solved, the LF noise measurements
without application of CDS show only a modest improvement of
1.4dB on average. As was shown in Table 3-1, the LF noise in the
imager front-end is the dominant noise source, estimated to be
350uV. The biggest noise source after LF noise is thermal noise,
which is estimated to be 150pV. An average noise decrease of
1.4dB would mean that the LF noise is only reduced to 300pV, and
therefore, LF noise would remain the dominant noise source.

e Apart from the little average decrease of LF noise due to LSE, the
large increase in LF noise due to the application of LSE of some
transistors is also a concern. In Figure 3-11, two out of the 41
measured transistor show a LF noise increase in excess of a factor
10. In a CMOS imager, the large number of pixels will certainly
lead to a significant number of pixels that have a similar or worse
noise increase. Such very noisy pixels can lead to visible artifacts
in an image, since the human visual system is very sensitive to
individual pixels that ‘stand out’ in an area with uniform lighting
(e.g. a picture with a white wall in the background, on which some
pixels are darker than the rest).

Based on the points mentioned above, it can be concluded that LF
noise remains a major performance limiter in the CMOS imager front-end.
While large signal excitation is an interesting technique worthy of further
investigation, it does not lead to a significant LF noise decrease in CMOS
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imager front-ends. Because of this noise limitation, it does not seem
possible to further improve the performance of the analog front-end
readout circuit of a CMOS imager through the use of circuit or
system-level techniques. Therefore, in the next chapters, the focus will be
on the second goal of this thesis of increasing the power efficiency of the
analog signal processing chain, and in particular, the A/D converter.
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Column-Level
Analog-to-Digital
Conversion

Analog-to-digital conversion is one of the essential functions of any
modern sensor interface circuit. This is because nearly all modern
electronic devices perform data processing, transportation and/or data
storage in the digital domain, since it is more reliable and more robust
than in the analog domain. This digitization is taken so much for granted
that consumers are nowadays told that electronic devices are digital, e.g.
the term “digital camera”. However, this classification is incorrect, as the
output signal of an imager is still an analog signal.

In the context of A/D conversion, a CMOS imager has two main
properties that differentiate it from other sensors. Firstly, it consists of a
large array of light-sensitive pixels, which allows for a parallelized
analog-to-digital conversion. Secondly, due to this large sensor array, the
total data rate is much higher (> IMSPS) than most other sensors. These
two properties have a profound impact on A/D converter design. As
explained in chapter 2, most of the early CMOS imagers contain only a
single, chip-level ADC. However, it is possible to use a large number of
parallel A/D converter channels, leading to column-level or even
pixel-level ADCs. This will be discussed in section 4.1. It will be shown
that for most mainstream imagers with a high pixel count (>3Megapixel),
the column-level ADC is preferable, as it provides a good compromise

ANALOG SIGNAL PROCESSING FOR CMOS IMAGE SENSORS 73



Column-Level Analog-to-Digital Conversion

between chip area and power consumption. In section 4.2, the
architectures suitable for use as a column-level ADC will be discussed.
The often-used column-level single-slope architecture will be described,
and a new architecture will be introduced: the multiple-ramp single-slope
(MRSS) ADC. In section 4.3, it will be shown that the presence of photon
shot noise in imaging signals can be advantageously used to increase the
speed and/or reduce the power consumption of the ADC. The
implementation of this technique in column-level single-slope or MRSS
ADCs will be described. Finally, in section 4.4, a circuit technique will be
introduced that reduces the perceptual effect of column FPN in CMOS
imagers. This can facilitate the application of column-level ADCs
considerably, as their main drawback is the potential for column
non-uniformities.

4.1 Why Column-Level A/D Conversion?

4.1.1 Chip-Level, Column-Level and Pixel-Level A/D
Conversion

In chapter 2, an overview of a conventional CMOS image sensor was
given. This section will give a more detailed overview of the system-level
design of the analog signal processing chain of CMOS imagers. As will be
shown, the main choices involve the location of the A/D converter in the
readout chain, and, related to this, to what extent (if any) the A/D
conversion should be performed in parallel.

Figure 4-1 depicts a block diagram of a CMOS imager equipped with
a single, chip-level, ADC. As explained in chapter 2, this conventional
readout structure uses 3 stages of analog signal processing: in-pixel
amplification, biasing and analog storage in the column circuits, and
chip-level amplification and A/D conversion. Most of the early
camera-on-a-chip products made in CMOS [4.1-4.2] were equipped with
chip-level ADCs. One reason for this approach might be that they evolved
naturally out of the first CMOS imager prototypes that had only a single,
serial analog output [4.3-4.5]. However, the main reason is probably the
relative simplicity of the architecture.

One of the problems in the design of the analog readout circuitry is the
perceptual effect of non-uniformities between pixels or columns of the
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Figure 4-1: Block diagram of a CMOS imager equipped
with a single chip-level ADC

image, as already illustrated in Figure 3-3 in chapter 3. This implies that
any analog functionality implemented in a pixel or column circuit should
be designed such that uniformity between pixels or column circuits is
ensured. In the ADC architecture of Figure 4-1, the more complex analog
blocks, i.e. the CDS (correlated double-sampling) amplifier and A/D
converter, are implemented at the chip-level. As a result, the uniformity of
these analog functions is automatically ensured.

The chip-level ADC architecture has two potential drawbacks. Firstly,
the chip-level CDS amplifier and ADC have to operate at a high speed to
be able to readout the complete imaging array. As the resolution of CMOS
imagers increases into the megapixel range, such circuits must operate at
speeds in the hundreds of megasamples/second. As will be explained later,
this high speed can have a negative effect on power consumption.
Secondly, this read-out approach has a longer analog signal chain
compared to the column-level or pixel-level A/D conversion approach.
Since the gain in each of the analog circuits is typically limited to one,
each sub-circuit will significantly contribute to the overall noise of the
analog signal chain. Therefore, a shorter analog signal path might well
improve the noise performance of an imager.

In order to cope with the increasing readout bandwidth, the A/D
conversion function can be moved into the column circuits, resulting in a
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Figure 4-2:  Block diagram of a CMOS imager equipped
with column-level ADCs

readout architecture with a column-level ADC [4.6-4.14]. This is
illustrated in Figure 4-2. As can be seen in the figure, both correlated
double-sampling and A/D conversion are now performed at the column
level. As a result, a full row of pixel outputs can be digitized concurrently.
The results of this parallel A/D conversion are stored in a digital column
memory.

The integration of the A/D conversion at the column level results in
several hundreds to a few thousands of parallel ADCs. This can drastically
increase the total readout bandwidth, even though each column-level ADC
will usually be much slower than a chip-level ADC. Furthermore, since
the CDS operation can typically be combined with the column A/D
converter itself , the analog signal processing chain is shorter than that of
an imager with a chip-level ADC. Finally, while the analog signal path is
parallelized at the column level, in practice some supporting ADC
circuitry can still be implemented centrally and shared among the column
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ADC:s. [4.8]. This can decrease power consumption and make it easier to
ensure uniformity between the column ADCs.

There are two main drawbacks of column-level ADCs. Firstly,
column-to-column non-uniformities can become a serious design issue, as
most of the analog functionality is moved into the column. As explained in
sub-section 3.1.3, such column uniformities can severely degrade the
perceptual image quality, since the human visual system is very sensitive
to column artifacts. Secondly, because of the parallelization, imagers with
column-level ADCs will require more chip area than imagers with a
chip-level ADC, which can increase costs.

The most radical way to parallelize and shorten the analog signal
processing chain is to implement an ADC in each pixel [4.20-4.24]. This
architecture, sometimes called a Digital Pixel Sensor (DPS) is illustrated
in Figure 4-3. Because of the full parallelization of the A/D conversion
function, imagers with pixel-level ADCs can achieve very high readout
speeds. For instance, in [4.23] an imager is presented that achieves a
continuous frame rate of 10000 frames/s. Although the parallelization of
all analog functions can lead to non-uniformities, this is less problematic
than in column-level ADCs, since pixel-level non-uniformities are less
visible to the human eye.

The main drawback of pixel-level A/D conversion is obvious:
implementing all analog functionality in each pixel requires a lot of
in-pixel circuitry. Moreover, a digital pixel sensor also requires much
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Figure 4-3:  Block diagram of a CMOS imager equipped
with pixel-level ADCs
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more wiring inside the pixel array to transport the digital output signals.
This increase in circuitry and wiring leads to an increased pixel size and a
lower fill factor. For instance, the imager in [4.23] uses 37 transistors and
16 wires per pixel, which has a size of 9.4um x 9.4um and a fill factor of
only 15%. This higher pixel size leads to an increase in both chip size and
the size of the optics required in front of the imager.

4.1.2 Architectural Comparison

In this sub-section, a qualitative comparison between the readout
approaches of the previous sub-section will be made to determine which
of these approaches is preferable. While it would be preferable to make an
exact comparison based on quantitative data, such as the power
consumption of the readout architecture, this is very difficult for two
reasons. Firstly, the choice of the readout architecture depends on the
CMOS imager resolution and application. As mentioned in the previous
sub-section, CMOS imagers with pixel-level ADCs are ideally suited for
high-speed imaging, but unattractive for low-cost image sensors used in
portable applications. Secondly, since the speed of the individual ADC
channels is very different in the three possible readout architectures, it can
be expected that different ADC topologies should be used for each readout
architecture. This complicates exact comparisons in power consumption
and chip area, unless actual ADC designs are made with the same system
specifications.

Table 4-1. Comparison of analog signal processing chains for a 5 Megapixel
imager with a frame rate of 30Hz. Each signal processing chain is
estimated to consume 100mW.

chip-level column-level pixel-level
ADC ADC ADC