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1. Introduction

In a recent letter to the editor, Flage and Aven (2017) provide a
number of comments on one of our articles, which focuses on the
assessment of uncertainty in risk diagrams (Goerlandt and Reniers,
2016). Their comments mainly address our remarks concerning
ambiguity in the qualitative uncertainty assessment scheme pro-
posed in Flage and Aven (2009), but some additional comments
are also made on the work by Goerlandt and Montewka (2015a,
2015b), mainly related to the assessment of evidential biases.

We strongly believe that critical reflections on published arti-
cles and discussions about fundamental issues are essential to
improve the current state-of-art in risk research. One of the writers
of the letter to the editor has in earlier work called for such contri-
butions (Aven and Zio, 2014). Considering as well that there cur-
rently is no very strongly established culture of discussion on
key ideas and concepts in risk research, an issue raised as well
e.g. by Rosa (2010), we appreciate the efforts made by the Safety
Science Editorial Board to stimulate such discussion by providing
a platform for this kind of contributions.

Thus, we are pleased to receive some relevant and thoughtful
comments on our work by Roger Flage and Terje Aven. Upon invi-
tation by the Editor, we are happy to continue this discussion by
providing a response to their letter.

In the following sections, we will subsequently address three
issues raised by Flage and Aven (2017). First, we comment on
the partial misrepresentation of the uncertainty assessment
scheme for supporting semi-quantitative risk analyses, proposed
in Flage and Aven (2009). Second, we address the issue of ambigu-
ity in the original scheme by Flage and Aven (2009). Third, we raise
some concerns about the new scheme presented in Flage and Aven
(2017). Subsequently, we conclude with some general remarks on
evidence assessment.

2. Partial misrepresentation of the uncertainty assessment
scheme by Flage and Aven (2009)

Flage and Aven (2017) highlight that in Goerlandt and Montewka
(2015a), the uncertainty assessment scheme presented in Flage and
Aven (2009) is partially erroneously represented. The original text
reads (Flage and Aven, 2009, p.13–14 [emphasis added]):

The category classifications (minor, moderate, significant) will
be case-specific and subject to judgment by the analyst, but
the following descriptions could serve as a guideline:
Significant uncertainty
One or more of the following conditions are met:
� The phenomena involved are not well understood; models

arenon-existent or known/believed to give poor predictions.
� The assumptions made represent strong simplifications.
� Data are not available, or are unreliable.
� There is lack of agreement/consensus among experts.

Minor uncertainty
All of the following conditions are met:
� The phenomena involved are not well understood; the

models used are known to give predictions with the
required accuracy.

� The assumptions made are seen as very reasonable.
� Much reliable data are available.
� There is broad agreement among experts.

Moderate uncertainty
Conditions between those characterising significant and minor
uncertainty, e.g.:
� The phenomena involved are well understood, but the

models used are considered simple/crude.
� Some reliable data are available.

In more recent publications (Aven, 2013; Flage et al., 2014) the
evidence assessment focuses on ‘strength of knowledge’ rather
than ‘level of uncertainty’, where, mutatis mutandis, the same
assessment scheme is applied with significant, moderate and
minor uncertainty corresponding to weak, moderate and strong
strength of knowledge. This conceptual shift away from ‘level of
uncertainty’ of the evidence toward an appreciation of the
‘strength of the evidential support’ is followed also by Goerlandt
and Reniers (2016).

In Goerlandt and Montewka (2015a), the evidence assessment
scheme by Flage and Aven (2009) is applied for three purposes:
(i) as a basis for selecting risk model elements to prioritize, for
incorporating alternative hypotheses within the risk model, (ii)
within an assessment scheme for an expert-driven deliberation
on the effect of assumptions on the model-based risk quantifica-
tion, and (iii) as a global evidence assessment related to the overall
outcome uncertainties of the events in focus in the risk analysis.
The former two uses are part of the first risk analysis stage, which
focuses on risk modelling and an expert deliberation and review,
whereas the latter is part of the second risk analysis stage, which
focuses on deliberative judgment and is oriented towards decision
makers. In Goerlandt and Reniers (2016), the evidence assessment
scheme is elaborated somewhat, accounting for a set of qualities of
the different evidence types, similarly as in Goerlandt and
Montewka (2015a, 2015b).

http://crossmark.crossref.org/dialog/?doi=10.1016/j.ssci.2017.04.008&domain=pdf
http://dx.doi.org/10.1016/j.ssci.2017.04.008
http://dx.doi.org/10.1016/j.ssci.2017.04.008
http://www.sciencedirect.com/science/journal/09257535
http://www.elsevier.com/locate/ssci
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Flage and Aven (2017) rightfully remark that in the paper by
Goerlandt and Montewka (2015b), the scheme presented in Flage
and Aven (2009) is erroneously represented in the sense that the
criterion for significant uncertainty is not that all of the conditions
are met, but one or more of the conditions. We apologize for this
mistake.

In Goerlandt and Reniers (2016, p.70), the uncertainty rating
scheme by Flage and Aven (2009) is represented verbatim. How-
ever, elsewhere (Goerlandt and Reniers, p. 72 [emphasis added]),
we state:

Another issue [. . .] is the ambiguity in the definitions of the rat-
ing schemes as proposed in Flage and Aven (2009) and
Amundrud and Aven (2012). [. . .] This is due to the fact that
the combinations of the phrases ‘‘all of the following condi-
tions. . .” and ‘‘one or more of the following conditions. . .” for
low and high uncertainty and the phrase ‘‘conditions between
those characterising low and high. . .” [. . .] lead to not mutually
exclusive categories.

Here, Flage and Aven (2017) do not comment explicitly on
the issue of which exact phrase applies for the criteria for
low and high uncertainty, but instead focus on our claim about
the ambiguity related to the non-exclusivity of the categoriza-
tion, which we will address below. Nevertheless, we wish to
clarify here that the phrases of the criteria are also not exactly
the same in Flage and Aven (2009) and Amundrud and Aven
(2012). Table 1 clarifies the issue for the relevant literature cov-
ered in Goerlandt and Reniers (2016) and Flage and Aven
(2017), showing the phrases used for high and low uncertainty
(strong and weak strength of evidence) rating. In all cases,
uncertainty/strength-of-knowledge is classified as medium
with conditions between the other two ratings.

From the overview, it is seen that the phrasing suggested in
Flage and Aven (2009) has been used most, with exceptions in
Amundrud and Aven (2012) and Goerlandt and Montewka
(2015a). It is also clear that there is a trend towards focusing on
strength of evidence rather than on uncertainty related to the evi-
dence as a basic concept. Given these above differences in the lit-
erature, we appreciate the letter by Flage and Aven (2017) to
consolidate and clarify their current interpretation on the issue.

3. Ambiguity in the original uncertainty assessment scheme
(Flage and Aven, 2009)

We believe that the wording applied in the qualitative assess-
ment scheme is important. As evident from the quote from
Goerlandt and Reniers (2016), see Section 2, our main concern is
that the linguistic ambiguity can lead to a situation where the cat-
Table 1
Phrases applied for the categorization of the evidence uncertainty | strength of evidence.

Score Phrase

Uncertainty (U) Strength of evidence (SoE)

Low Strong All of the conditions are me
High Weak One or more of the conditio
Low Strong One or more of the conditio
High Weak One or more of the conditio
Low Strong All of the conditions are me
High Weak One or more of the conditio
Low Strong All of the conditions are me
High Weak One or more of the conditio
Low Strong All of the conditions are me
High Weak One or more of the conditio
Low Strong All of the conditions are me
High Weak All of the conditions are me
Low Strong All of the conditions are me
High Weak One or more of the conditio
egories are not mutually exclusive, i.e. that they are not clearly
delineated. This is undesirable, as possibly different interpretations
can render the evidence assessment scheme unreliable in practical
applications, which negatively affects the reliability of the risk
analysis if the evidence assessment is used to adjust the rating of
the risk event, as e.g. in Amundrud et al. (2013, p. 204):

From this we that the risk events are first categorized as high,
medium or low with respect to probabilities and consequences.
Then, the risk events are adjusted one category up if the
strength-of-knowledge is classified as medium or weak.

We are sympathetic to the theoretical discussion that risk anal-
yses inmost cases (especially those for low-probability/high-conse-
quence events) cannot be considered reliable tools in the sense
intended in Aven and Heide (2009), as found in a literature review
by Goerlandt et al. (2017). Nevertheless, we believe it to be a worth-
while endeavour to aim tominimize the unreliability, e.g. by avoid-
ing linguistic ambiguity in qualitative schemes. Also, given earlier
arguments about the importance of clear interpretations of the tools
used to measure uncertainty quantitatively (Aven, 2011), we take it
that the same should apply to qualitative ratings of uncertainty and
strength of evidence in a risk analysis context. We understand this
view is shared in Flage and Aven (2017).

An example makes clear why there is, in our interpretation,
ambiguity in the assessment scheme by Flage and Aven (2009).
Take the following case where a risk event is characterized based
on following evidence:

� The assumptions made are seen as very reasonable.
� Data are not available.
� There is broad agreement/consensus among experts.
� The phenomena involved are not well understood, and the

models used in the analysis are believed to give poor
predictions.

Interpreting the phrasing in Flage and Aven (2009), see Section 2,
it is certain that this case does not meet the requirements for a ‘mi-
nor uncertainty’ rating, because of the unavailability of data and
poor predictions obtained by the model. One assessor could inter-
pret the scheme to say that there is ‘significant uncertainty’ because
one or more of the conditions for this category are met: (1) there is
no data available and (2) the models used are believed to provide
poor predictions. Another assessor could meaningfully argue that
this is a case of ‘moderate uncertainty’, because while there is no
data available and the models are believed to provide poor predic-
tions, the assumptions made are seen as very reasonable and there
is broad agreement among experts. This could be interpreted as a
Focus on U or SoE? Source

t U Flage and Aven (2009)
ns are met
ns are met U Amundrud and Aven (2012)
ns are met
t SoE Aven (2013)
ns are met
t U Abrahamsen et al. (2014)
ns are met
t SoE Flage et al. (2014)
ns are met
t U Goerlandt and Montewka (2015a)
t
t SoE Goerlandt and Reniers (2016)
ns are met
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case where the conditions are between those characterising signif-
icant and minor uncertainty. As these are two plausible interpreta-
tions of the case based on the phrasing given in the uncertainty
assessment scheme by Flage and Aven (2009), this is a case of lin-
guistic ambiguity as understood in Johansen and Rausand (2015).

In Flage and Aven (2017), the ambiguity in the original uncer-
tainty assessment scheme of Flage and Aven (2009) is acknowl-
edged, and we appreciate that our feedback about this has been
positively received. We also are sympathetic to the clarified inter-
pretation of the evidence assessment scheme in Flage and Aven
(2017), where each of the evidence aspects is classified as either
strong, moderate or weak. A similar approach has been suggested
in Goerlandt and Reniers (2016), however without an overall clas-
sification where the four evidence attributes are subsequently
combined as in Flage and Aven (2017).

4. Some concerns about the new evidence assessment scheme
by Flage and Aven (2017)

Flage and Aven suggest an updated interpretation of the evi-
dence assessment scheme, which is introduced as follows (Flage
and Aven, 2017):

[Table 2] shows that when allowing for each of the four aspects
(‘evidential categories’) to be classified as either strong, moder-
ate or weak [. . .] there is no ambiguity. In [Table 2], the strength
of knowledge classification for each of the four aspects, phe-
nomenological understanding/models, data, expert statements
and assumptions, are allowed to vary across the categories
strong (S), moderate (M) and weak (W) knowledge (corre-
sponding to low, medium and high uncertainty, respectively,
in Flage and Aven (2009)). The overall classification resulting
in each case based on the criteria in Flage and Aven (2009) is
seen to be unique. There is no ambiguity problem present.

We agree that with the above described assessment scheme, a
unique overall classification rating is obtained. In that sense, it is
an improvement over the scheme presented in Flage and Aven
(2009). However, we have some concerns about this new scheme
as well, which we believe requires careful reflection and consider-
ation. We address following issues in the following sections: (i)
possible ambiguities in the new scheme, (ii) possibly undesirable
overall classification of the overall evidential strength, and (iii)
the application of the scheme in a risk analysis and risk manage-
ment context.

4.1. Ambiguity in the new evidence assessment scheme by Flage and
Aven (2017)

The claim that there is no ambiguity in the scheme of Table 2 is
in our view unsupported and probably incorrect. We raise two
Table 2
Strength of knowledge classification scheme according to Flage and Aven (2017).

No. Phenomena/model Data Expe

1 S S S

2–17 M S/M S/M
S/M M S/M
S/M S/M M
S/M S/M S/M

18–81 W S/M/W S/M
S/M/W W S/M
S/M/W S/M/W W
S/M/W S/M/W S/M
issues below: (i) the interpretation of the phrasing for each eviden-
tial category, (ii) the somewhat unclear role of the ‘assumptions’
category in relation to the other three.

If the phrasing from Flage and Aven (2009), shown in Section 2,
is applied for each evidential category as in Flage and Aven (2017),
it is rather likely that different assessors will understand these
phrases differently in a given context, and even that these inter-
pretations may depend on the context in which the assessment
scheme is used. Findings by Beyth-Marom (1982) show that this
is the case for verbal expressions of probability, based on which
we find it a plausible hypothesis that there may be large variation
in interpretations of the phrases. For instance in the phrase, ‘‘much
reliable data are available”, there can be different interpretations
as to what is ‘much data’, or as to how reliable the data really is.
Similar issues can arise e.g. with phrases like ‘a well understood
phenomenon’, ‘the assumptions are very reasonable’ or ‘broad
expert agreement’ for the other evidence categories. One major
issue here is the fact that the concepts addressed in the phrases
(reliability, agreement, understanding) are matters of degree,
which may not be amenable to very precise measurement. If such
different interpretations indeed occur, this would to our under-
standing imply there is linguistic ambiguity as intended by
Johansen and Rausand (2015).

Another possible source of ambiguity, which we believe needs
to be clarified further, is the way that assumptions are treated as
a separate category in the assessment scheme proposed in Flage
and Aven (2017). When reflecting on the phrase ‘‘the assumptions
made are seen as very reasonable”, it is in our view not fully clear
what the assumptions exactly refer to in relation to the other three
evidential categories. The issue here is that within the other evi-
dence categories, several assumptions are made as well. Models
(in particular engineering models) have been described as ‘‘[com-
prising] at least propositions expressing scientific representations
and propositions expressing empirical assumptions” (Diekmann
and Peterson, 2013, p.211). At least certain types of data are also
gathered based on assumptions in the sense that different frames
of reference can lead to different findings and contents of the data.
This is for instance the case in accident investigations, where dif-
ferent underlying assumptions (accident models) lead to different
causes found for the accident, i.e. different data is gathered, see
Lundberg et al. (2009). Finally, expert judgments are also based
on a particular background knowledge available to the assessor,
which typically contain various assumptions as well (O’Hagan
et al., 2006). In the application of the evidence assessment scheme,
it is not fully clear if these are the kinds of assumptions which are
in focus, or if assumptions refer to other background assumptions
outside the space of the already considered data, judgments, or
models. In the former case, it is not fully clear how to make a com-
bined judgment on whether the assumptions involve strong/med-
ium/weak evidence, if these are not the same for the considered
data, judgments, or models. This issue can in our view also lead
rt statements Assumptions Overall classification

S S

S/M M
S/M M
S/M M
M M

/W S/M/W W
/W S/M/W W

S/M/W W
/W W W
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to different interpretations of the evidence assessment scheme,
which would likewise be a case of linguistic ambiguity in the
understanding of Johansen and Rausand (2015).

4.2. Possibly undesirable overall classification of evidential strength in
the new scheme

The new scheme follows a combinatorial logic that as soon as
one evidence category is medium, the overall classification is also
medium, unless there is an evidence category rated as weak, in
which case the overall classification is weak. While this is inter-
nally consistent, we question the logic behind this.

Take for example the cases E1 to E3 presented in Table 3. Here,
there is always a weak data evidence category (‘no or unreliable
data available’, see Section 2), whereas the other evidence cate-
gories are all either strong (case E1), medium (E2) or weak (E3).
In case of E3, there would probably be broad agreement that the
overall evidential strength is weak. However, in case E2, it could
be quite meaningfully argued that the overall evidential strength
is medium rather than weak, because there are more evidential
elements rated as medium. In case E1, we find it a quite plausible
hypothesis that many analysts would rate the overall classification
as strong. Even if in such a case there is little data available to con-
firm the model results and expert statements (which would often
occur in practical settings), having some - even unreliable - data
could in our view even further strengthen the support of the other
evidential categories, leading to an overall strong evidential rating.
In case the limited, unreliable data would show a large discrepancy
with the model results and expert statements, this can be taken as
an indication to lower the overall evidential rating to medium (not
weak, because the data is not very reliable).

Another issue is illustrated in cases E4 and E5 of Table 3, relat-
ing to the case where not all evidential aspects are relevant. This
issue is addressed in Flage and Aven (2017, [emphasis added]) as
follows:

[. . .] the case where not evidential aspects (‘evidential cate-
gories’) are relevant (available) had already been identified as
problematic and rectified before the publication by Goerlandt
and Montewka (2015a). For example, Aven (2014) added the
phrase ‘whenever they are relevant’, to account for cases where
not all of the four listed aspects are relevant.

In case E4, an analyst has strong data, expert statements and
assumptions available, but makes no use of a model. The overall
classification is strong, following the logic of Section 2 and the
information in the above quote. In a similar case E5, all else being
equal, another analyst additionally applies a crude and simple
model, which does not give very good predictions. Now, with the
model evidence classified as weak, the overall classification
becomes weak. For similar reasons as in case E1, we question if this
desirable.

Another example is case E6, where there is no data available,
but all other evidential categories are rated as strong. From the
above quote, it seems the case can be judged with overall rating
strong, as the data is simply discarded. However, considering the
Table 3
Example cases of the strength of knowledge classification presented in Flage and Aven (2

Case Phenomena/model Data Exper

E1 S W S
E2 M W M
E3 W W W
E4 N/A S S
E5 W S S
E6 S N/A S
scheme of Table 2 and the corresponding phrases of Section 2, an
ambiguity arises for the data category. On the one hand, the
scheme rates the data category as weak as data is not available,
which leads to an overall weak evidence rating. On the other hand,
if the data category is disregarded as no data is available, as per the
above quote, the overall evidence rating would be strong.

4.3. Application of the new scheme in a risk analysis and risk
management context

A fundamental issue is also that the evidence assessment
scheme is intended to be used as part of a risk analysis. While we
certainly are sympathetic to the view that an assessment of uncer-
tainties (or strength of evidence) should be part of a risk analysis, as
evident from our earlier work (Goerlandt and Reniers, 2016), we
have some concerns about how exactly the evidence assessment
is linked to the risk analysis and subsequent risk management.

The main issue is that in various earlier publications, the evi-
dence assessment scheme has been connected to the risk analysis
in a way that with low or medium evidential support, the risk rat-
ing is increased to a higher category. This approach has been pre-
sented e.g. in Abrahamsen et al. (2014), see Section 3. The same
idea has been presented in connection with the ‘assumption devi-
ation risk’ method, a different method to assess the strength of
knowledge, see Aven (2013, p.139):

Next an overall direct judgment is made of the strength of
knowledge for the triplet risk assignments (the assumption
considered is the same), using again the strong, medium and
weak categories. In the case that a weak or medium score is
assigned, the risk score based on the triplet assignment can
be moved up one category, from medium to high risk, or from
low to medium risk.

We are sympathetic to the idea that weak evidence for risk
judgements should be communicated to the decision makers,
and also that the risk management process should account for this.
This has been argued also elsewhere, e.g. Klinke and Renn (2002)
and Kristensen et al. (2006), and we take no issue with this in prin-
ciple. However, our concern in this regards is the way this is prac-
tically implemented.

The evidence assessment scheme shown in Flage and Aven
(2017) leads to a situation where for the overall classification,
there is only one case corresponding to strong evidence, whereas
there are 16 cases corresponding to medium and 64 corresponding
to weak evidential strength. If the ideas in Amundrud et al. (2013)
and Aven (2013) are applied, this implies that in nearly all cases
where all evidential categories are considered (80 out of 81), the
risk score is moved up one category. This is shown in Table 4, for
a case where the risk information is classified in three categories
low, medium and high, as is common in risk matrix approaches
(Ale et al., 2015; Duijm, 2015).

From the table, it is evident that most risk events would be clas-
sified as high (5 out of 9) or medium (3 out of 9), whereas low risk
events would be rare (1 out of 9). Given that the strength of evi-
dence would mostly be weak or medium and only in rare cases
017).

t statements Assumptions Overall classification

S W
M W
W W
S S
S W
S S/W



Table 4
Implication of the evidence rating to the risk event rating.

Risk rating Strength of evidence

Weak Medium Strong

Low (L) M M L
Medium (M) H H M
High (H) H H H
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as strong, it is clear that the complete risk picture is very likely to
be dominated by risk events rated as high or medium.

We find this problematic, for instance because it diminishes the
resolution of the risk matrix, which has been raised as a limitation
of the typical risk matrices in earlier work as well, see e.g. Cox
(2008). This limited resolution can raise problems in practical risk
management, as it leads to ‘‘risk ties”, i.e. situations where qualita-
tively different risks cannot anymore be distinguished because of
the way in which the information is aggregated. It is for instance
questionable if the situation where a risk is rated medium with
weak strength of evidence requires the same concern and treat-
ment as a risk is rated high with a strong strength of evidence.
The authors have commented on the appropriateness of this risk
ranking approach also elsewhere, see Goerlandt and Reniers
(2017).
5. Discussion and conclusions

With our response to the letter to the editor by Flage and Aven
(2017), we have aimed to provide a number of critical reflections
on the current state of art in the evidence assessment in a risk
analysis context. We have focused on the original scheme by
Flage and Aven (2009) and the new scheme presented in Flage
and Aven (2017). Notwithstanding our comments, we find these
schemes important contributions to the risk research discipline,
and we in principle agree with the underlying rationale of the
ideas by these authors. Our motivation for providing our reflec-
tions and feedback is intended to improve the current methodolo-
gies, which we believe to be important.

While we have focused on the two evidence assessment
schemes in focus in the letter by Flage and Aven (2017), we are cer-
tainly open to critical reflection on, debate about and improve-
ments of our suggested approaches, e.g. the qualitative evidence
assessment schemes in Goerlandt and Montewka (2015a, 2015b)
and Goerlandt and Reniers (2016). It goes beyond the scope of this
letter to address this in detail, but in hindsight we acknowledge
that also in the schemes presented there, there may be issues
which need clarification and improvement. For instance, in
Goerlandt and Reniers (2016), the descriptions of the evidential
characteristics may lead to different interpretations by different
analysts, and the separate category for assumptions as an eviden-
tial category has similar problems as discussed in Section 4.1. Fur-
thermore, the approach in Goerlandt and Reniers (2016) makes the
evidential support explicit for the different evidence categories,
but does not combine these into an overall rating. This avoids chal-
lenges related to how exactly to combine the evidence categories
as discussed in Section 4.2, and also considers that different
weights could be assigned to the importance of different evidential
categories. However, this approach may lead to other challenges
e.g. related to the interpretability of the presented information,
the perceived practical usefulness, or others.
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Aalto University, Finland
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