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ABSTRACT

Decentralized Federated Learning (FL) has attracted significant at-
tention due to its enhanced robustness and scalability compared to
its centralized counterpart. It pivots on peer-to-peer communica-
tion rather than depending on a central server for model aggregation.
While prior research has delved into various factors of decentralized
FL such as aggregation methods and privacy-preserving techniques,
one crucial aspect affecting privacy is relatively unexplored: the un-
derlying graph topology. In this paper, we fill the gap by deriving
a stringent privacy bound for decentralized FL under the condition
that the accuracy is not compromised, highlighting the pivotal role
of graph topology. Specifically, we demonstrate that the minimum
privacy loss at each model aggregation step is dependent on the size
of what we term as ’honest components’, the maximally connected
subgraphs once all untrustworthy participants are excluded from the
networks, which is closely tied to network robustness. Our analysis
suggests that attack-resilient networks will provide a superior pri-
vacy guarantee. We further validate this by studying both Poisson
and power law networks, showing that the latter, being less robust
against attacks, indeed reveals more privacy. In addition to a theoret-
ical analysis, we consolidate our findings by examining two distinct
privacy attacks: membership inference and gradient inversion.

Index Terms— Privacy, graph topology, peer-to-peer, decentral-
ization, federated learning

1. INTRODUCTION
Federated Learning (FL) performs collaborative training between
multiple participants/nodes/clients without directly sharing each
node’s raw data [1]. It can be implemented in either a central-
ized/star topology or a decentralized topology. The centralized
topology, which stands as the predominant topology in FL, employs
a central server that interacts directly with each and every node.
However, in real-world scenarios, maintaining such a centralized
server can be challenging due to its high communication bandwidth
demands and the requisite trust from all involved participants. Fur-
thermore, centralized topologies possess an inherent vulnerability–a
single point of failure-making them vulnerable to attacks aiming to
bring down the entire network. As a remedy, decentralized FL offers
an alternative by substituting the server with distributed processing
protocols which require information exchange between (locally)
connected nodes only. Examples of these protocols are the empirical
methods where the data aggregation is done using average consensus
techniques such as gossiping SGD [2], D-PSGD [3] and variations
thereof [4–6].

Though FL does not require direct sharing of individual partici-
pants’ private data, it is shown susceptible to privacy breaches. The

exchanged information, such as gradients or weights, can inadver-
tently lead to potential data leakages. Most of the existing work
focuses on the centralized FL, and examples of attacks include the
membership inference attack [7, 8] and the gradient inversion at-
tack [9–13]. The goal of the membership inference attack is to deter-
mine whether a particular data point was used for training the target
model (being a member) or not (being a non-member). It has been
recently shown in [8] that membership information can be leaked
through gradients by exploiting the so-called gradient orthogonality
in data instances in overparameterized neural networks. The gradi-
ent inversion attack employs an iterative method to find fake data
that produces a gradient similar to the real gradient generated by
the private data. Such attacks are based on the assumption that data
samples, when producing analogous gradients, are likely to be con-
gruent. As a consequence, many approaches attempt to protect pri-
vacy by protecting the local gradients held by each node from being
revealed to others.

Many studies claim that mere decentralization, i.e., deploying
distributed processing protocols, would enhance the users’ privacy.
This is because no single user is as powerful as the centralized server,
seemingly reducing privacy concerns [14,15]. Yet, such an argument
is challenged in a recent study [16] which shows that untrustwor-
thy users can influence other users’ updates, becoming as powerful
as the central server in centralized FL. Consequently, it highlights
the necessity of integrating cryptographic techniques, such as dif-
ferential privacy (DP) [17] and secure aggregation (SA) [18], to fur-
ther enhance the privacy of decentralized FL. DP methods, including
the LEASGD approach [14] and ADMM-based approaches [19–23],
pose an inherent trade-off between accuracy and privacy as employ-
ing DP will inevitably lead to a compromise in accuracy. The SA
approaches, on the other hand, do not deteriorate the accuracy but
require high communication overhead.

Decentralized FL’s privacy has been analyzed via various as-
pects including different types of distributed tools, potential threats
from dishonest users, and privacy-enhancing methods. However, an
often overlooked yet critical factor is the underlying graph topology.
Although [16] provides some insights indicating that a denser graph
can reduce privacy risks, it’s not just the density, but also the degree
distribution that is pivotal. For instance, two graphs with identical
density can exhibit vastly different privacy implications (as we will
show later). We believe that a thorough investigation of topology is
crucial in shaping decentralized FL’s privacy, requiring an in-depth
exploration. In this paper, we bridge this gap by analytically estab-
lishing a privacy bound on decentralized FL, highlighting the tight
connection between graph topology and privacy. This newly derived
bound is especially significant for real-world applications as it pro-
vides guidance on which topological structures intrinsically enhance
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privacy. Our main results are summarized as follows:

1. For decentralized FL that guarantees the output accuracy of
model aggregation is uncompromised, we derive a bound
on the privacy loss, highlighting that privacy leakage is pro-
foundly influenced by the underlying graph topology, or more
precisely, the network robustness against attacks.

2. Our findings suggest that robust network topologies, which
sustain connectivity under adversarial conditions, inherently
offer better privacy protection. We confirm this by investi-
gating two prevalent topologies: Poisson and power law net-
works, with the latter being less privacy-preserving. Our re-
sults are substantiated through two distinct privacy attack as-
sessments: membership inference and gradient inversion.

2. PRELIMINARIES
This section reviews the necessary fundamentals for the paper.

2.1. Centralized federated learning
FL generally considers a centralized setting assuming there is a cen-
tralized server connected to a number of users/clients/nodes. As-
suming there are n clients and denote w(t) as the model weights at
iteration t. A typical FL protocol works as follows:

1. Initialization: at iteration t = 0, the central server randomly
initializes the weights w(0) of the global model.

2. Local model training: at each iteration t, each user i first re-
ceives the model updates from the server and then calculates
its local gradient, denoted as g

(t)
i , based on one mini-batch

sampled from its local dataset.

3. Model aggregation: the server gathers local gradients from
users and aggregates them to obtain an updated global model.
The aggregation is often done by weighted averaging and typ-
ically uniform weights are applied, i.e.,

g(t)
ave =

1

n

n∑
i=1

g
(t)
i (1)

After obtaining the aggregated gradient, each node i then up-
dates its own model weight by w

(t+1)
i = w

(t)
i −ηg

(t)
ave, where

η is a constant. The last two steps are repeated until the global
model converges or a certain stopping criterion is met.

2.2. Decentralized federated learning
Decentralized FL works for cases where a trusted centralized server
is not available. Many decentralized FL protocols work by deploy-
ing distributed average consensus algorithms to compute the aver-
age of local gradients, i.e., computing (1) without any centralized
coordination. Examples are gossip [24], linear iterations [25], and
convex optimization-based methods such as the ADMM [26] and
the PDMM [27], which all rely on peer-to-peer communication over
distributed networks. A distributed network is often modelled as an
undirect graph G = (V, E) where V = {1, 2, ..., n} and E ⊆ V × V
denote the set of nodes and edges, respectively. Note that node i can
only communicate with (neighboring) node j if (i, j) ∈ E .

We now take the linear iteration algorithm [25] as an example
to explain how to conduct peer-to-peer aggregation when computing
(1). Let x(0) be the so-called state vector of the network which is
initialized with local gradients, i.e.,

x(0) = g, (2)

where g = (g⊤
1 , g⊤

2 , . . . , g⊤
n )⊤ 1 is the vector of stacked local gradi-

ents of all nodes. The average gradient can be obtained by applying,
at every step r = 1, 2, . . . , rmax, a linear transformation A ∈ A
where

A =
{
A ∈ Rn×n |Aij = 0 if (i, j) /∈ E and i ̸= j

}
, (3)

such that the state vector x is updated as

x(r+1) = Ax(r), (4)

and the optimum solution is ∀i ∈ V : x∗
i = gave. The struc-

ture of A reflects the connectivity of the network2. In order to cor-
rectly compute the average, that is, x(r) → n−111⊤g as r → ∞
where 1 ∈ Rn denote the vector of all ones, necessary and suf-
ficient conditions for A are (i) 1⊤A = 1⊤, (ii) A1 = 1, (iii)
α
(
A− 11⊤

n

)
< 1, where α(·) denotes the spectral radius [25].

Hence, decentralized FL often shares the same updating proce-
dure as the centralized case except at each model aggregation step
for computing (1), where a peer-to-peer distributed algorithm is ap-
plied to average the local gradients.

2.3. Adversary model
We consider a commonly utilized passive (also known as honest-but-
curious) adversary model for distributed systems. The passive adver-
sary works by colluding a number of nodes in the network, termed
as corrupt nodes. These nodes can share information together to en-
hance the chance of inferring the private information of the remain-
ing nodes, referred to as honest nodes.

3. PRIVACY BOUND AND GRAPH TOPOLOGY
The privacy leakage depends on many factors, for example the type
of learning protocols, the deployed privacy-preserving techniques,
and the amount of corrupt nodes. However, another pivotal factor
that has been overlooked is the underlying graph topology. As we
shall see, the privacy of honest nodes depends on the graph topology,
or more precisely, on the sizes of the honest components (maximally
connected subgraphs formed by honest nodes) it belongs to after re-
moving all corrupt nodes.

3.1. Minimum information loss
Let Vh and Vc = V \ Vh denote the set of honest and corrupt nodes
in the network, respectively.

Theorem 1. Let Gh = (Vh, Eh) be the subgraph of G after all cor-
rupt nodes are eliminated. Let Gh,1, . . . ,Gh,kh denote the compo-
nents of Gh and let Vh,k be the vertex set of Gh,k. Given any protocol
that outputs f(s1, s2, . . . , sn) =

∑n
i=1 si to every node, after the

protocol, the partial sums

{
∑

i∈Vh,k

si}k=1,2,...,kh , (5)

will be revealed to the adversary.

Proof. We use the case kh = 2 to explain the main idea, i.e., the
honest nodes are disconnected into two components after removing
the corrupt nodes. Denote L and R as the node set of two honest
components and let sL, sR and sVc be vectors consisting of the in-
puts for two honest components, and the corrupt nodes, respectively.

1To avoid confusion, the superscript (t) is omitted here.
2For simplicity, we assume that A is constant for all iterations, represent-

ing a synchronous execution of the algorithm. For asynchronous implemen-
tation, the transformation depends on which node will update. The results
presented here can be readily generalized to asynchronous cases by consid-
ering expected values.
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Denote F as the protocol outputting
∑n

i=1 si. The adversary has the
following view

{sVc , rVc ,mL,mR, f(sL, sVc , sR)}, (6)

where rVc is a vector containing the so-called randomness from the
corrupt nodes, mL is a vector containing all messages received from
nodes in L and similarly for mR in R.

The adversary can emulate a protocol execution by determining
the actions for the nodes in R. This involves selecting certain in-
puts and randomness and then proceeding with the steps in F, using
the messages mL as needed in F. If there is a discrepancy between
an entry in mR and the view, the protocol will be terminated and
restarted. Since sR and rR are valid choices (though there may
be several others), the adversary will eventually succeed, implying
that it will identify s̃R and r̃R that provide the exact information
view as in equation (6). Given that the adversary utilizes the iden-
tical messages from the nodes in L as in the actual execution of
F, and the accurate output is included in the view, we must have
f(sL, sVc , sR) = f(sL, sVc , s̃R) and thus the adversary can de-
termine ∑

i∈L
si = f(sL, sVc , sR)−

∑
i∈Vc

si −
∑
i∈R

s̃i,

after knowing
∑

i∈L si the adversary can also determine
∑

i∈R si =∑n
i=1 si −

∑
i∈Vc

si −
∑

i∈L si. The above proof can easily be
extended to the case where kh > 2 and in such cases the adversary
will learn all the sums of the private data in each component. Hence,
the proof is now complete. □

3.2. Lower bound of privacy
To develop an understanding on the minimum information loss, we
use an information-theoretical measure, e.g., mutual information to
quantify the privacy leakage. Let I(·; ·) and h(·) denote mutual in-
formation and differential entropy, respectively [28]. Suppose that
the sis are realizations of an i.i.d. random vector {S1, . . . , Sn}, and
denote the variable Σk =

∑
i∈Vh,k

Si. Consider an honest node
i ∈ Vh, given the knowledge of (5) the adversary will learn the fol-
lowing information about its private data si:

I(Si;Σ1,Σ2, . . . ,Σkh). (7)

Note that the above bound is consistent with the results presented
in [29–33], where it was shown that the partial sums of honest com-
ponents are revealed when computing average/sum. Hence, the de-
rived lower bound is tight.

Denote mk = |Vh,k|, k ∈ {1, 2, . . . , kh} as the number of
nodes within the respective honest components. To see how these
sizes affect the privacy leakage, denote the variance of Sis as
var(Si) = σ2. For sufficiently large mk, the variable Σk is ap-
proximately Gaussian distributed with variance var(Σk) = mkσ

2;
Consider an honest node i ∈ Vh, let Gh,1 denote the component that
node i belongs to. Thus, (7) becomes

I(Si;Σ1)
(a)
= h(Σ1)− h(Σ1|Si)

(b)
≈ 1

2

(
log(2πem1σ

2)− log(2πe(m1 − 1)σ2)
)

=
1

2
log

(
m1

m1 − 1

)
≈ 1

2(m1 − 1)
, (8)

where (7) equals I(Si;Σ1) uses the fact that Si is independent of
all Σks except of Σ1; (a) uses the definition of mutual information3;

3Shannon entropy H(·) can be used for discrete random variables.

Fig. 1: Mutual information I(Si;Σ1) of as a function of the hon-
est component size m1 for Gaussian and uniform distributed private
data Si.

Fig. 2: Sample network with n = 10 nodes of (a) Poisson and (b)
power law distribution.

(b) assumes that m1 is sufficiently large and uses the fact that the
differential entropy of a Gaussian distribution with variance σ2 is
given by 1

2
log(2πeσ2).

Overall, we conclude that the privacy loss of an honest node is
approximately inversely proportional to the number of nodes in the
honest component it belongs to. That means, the bigger the size of
the honest component is, the less the privacy loss is. This is veri-
fied in Fig. 1 where we depict the mutual information I(Si;Σ1) as a
function of the honest component size m1 considering two distribu-
tions of Sis: Gaussian distributed with zero mean and unit variance,
and uniformly distributed over the interval [0, 1]. For each experi-
ment, we conducted 5000 Monto Carlo runs and adopted the non-
parametric entropy estimation toolbox [34] to estimate the mutual
information.

3.3. Graph topology and network robustness
In Theorem 1 and the subsequent result detailed in (8), we demon-
strated that privacy loss is dependent on the size of honest com-
ponents. This concept closely aligns with graph robustness or re-
silience when considering an adversary colluding a number of nodes
in the network. The topology of a graph plays a pivotal role in under-
standing the robustness of networks [35]. One fundamental aspect
of graph topology is the degree distribution, which characterizes the
number of connections each node in the network possesses. The
literature predominantly investigates two key types of degree distri-
bution: Poisson and power law distributions.

Many networks, such as those resembling random structures,
follow a Poisson distribution [Fig. 2 (a)], i.e., the degree of each node
follows a Poisson distribution with a specific average degree. These
networks exhibit a relatively uniform degree distribution, with most
nodes having degrees close to the average. Conversely, many real-
world networks, like the Internet and social or biological networks,
exhibit power law degree distributions. In these power law graphs,
only a few nodes have extremely high degrees, whereas most have
significantly fewer connections [Fig. 2 (b)]. Assuming the adver-
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Fig. 3: Membership privacy leakage of the honest nodes, i.e., overall
attack success rate, as a function of the fraction of corrupt nodes for
both Poisson and power law networks.

Fig. 4: Image quality comparison of the reconstructed inputs via
inverting gradients using structural similarity index measure (SSIM)
of different sizes of honest component mk = 1, 2, 4, 8, 16.

sary is aware of the graph’s connectivity, it will target and corrupt
the pivotal nodes, i.e., those with high degrees. Given that power
law networks rely on a few highly connected nodes to ensure net-
work connectivity, they are notably more vulnerable to such targeted
attacks compared to Poisson networks [35]. Such increased vulner-
ability can lead to greater privacy risks, as we’ll discuss in the fol-
lowing section.

4. EXPERIMENTAL VALIDATIONS
We now proceed to consolidate our theoretical results via numerical
validations. Recall that peer-to-peer model aggregation (1) is ap-
plied at all iterations, given the fact that the revealed information at
each model aggregation step is the sum of local gradients of honest
components (Theorem 1), we conclude that throughout the whole
process the adversary can collect the following information:

{
∑

i∈Vh,k

g
(t)
i }t≥0,k=1,2,...,kh

. (9)

To quantitatively evaluate the privacy leakage caused by the above
gradient information, we deploy two widely-used attacks including
membership inference and gradient inversion. As we shall see, the
privacy loss depends on the graph topology, or more precisely, the
size of honest components after removal of corrupted nodes.

4.1. Membership inference attack
With the gradient information in (9) we deploy the recent attack pro-
posed in [8] as it is specifically designed to infer membership infor-
mation from gradients. We first examine the relationship between
privacy loss and the type of graph topology. We randomly generated
Poisson and power law networks with 10 nodes and 15 edges (see
Fig 2 for examples). We employed the CIFAR-10 dataset, dividing
it into 10 nodes, each containing 4000 data samples, and trained it
using the AlexNet model. The test performance of this decentral-
ized FL protocol is similar to the result reported in [8]. In Fig. 3
we demonstrate the attack success rate as a function of the fraction
of corrupt nodes for both topologies, where the results are averaged

Fig. 5: Samples images of input reconstruction using gradient inver-
sion attack under three different sizes of honest component mk =
1, 4, 16, wherein the red box indicates that the corresponding sam-
ples are from the same component.

over 5000 Monte Carlo runs. Note that the adversary is strategic and
has prior knowledge about the graph topology, thus it will corrupt
the pivotal nodes first. To simulate such scenario, we assume that
nodes are sequentially removed in descending order based on their
degrees. Clearly, while in both cases the membership privacy leak-
age increases as the number of corrupt nodes increases, the power
law networks reveal more privacy compared to Poisson networks.
Hence, power law networks are more vulnerable to targeted attacks
and thus pose a higher privacy risk compared to Poisson networks.

4.2. Gradient inversion attack
We now further investigate the size of the honest component and pri-
vacy leakage, we deploy the existing gradient inversion attack [9] to
invert input samples from the observed sum of local gradients in each
honest component. We simulated a randomly connected network
with n = 50 nodes and the batchsize for generating the local gradi-
ent is set to one. Fig. 4 shows the quality of the reconstructed images
for different sizes of honest components: mk = 1, 2, 4, 8, 16. As
expected, the reconstruction quality degrades with increasing size of
the honest components. To visualize the results, in Fig. 5 we fur-
ther demonstrate some examples of the reconstructed images (due
to space limit only three cases mk = 1, 4, 16 are shown). Hence,
we can see that as the size of honest component mk increases, there
is an obvious degradation in the reconstruction quality. Especially
for the case that there are images in the same component with the
same label, e.g., the two cats in the top right of the case mk = 4,
the reconstruction performance is poor. This is consistent with the
common observation that gradient inversion attack does not perform
well in the case of repeated labels [12]. Overall, we conclude that
the bigger the size of honest component, the less accurate will the
reconstructed input be.

5. CONCLUSION
In this paper we emphasized the pivotal role of graph topology in
the privacy of Decentralized FL. By establishing a delicate privacy
bound for model aggregation, we unveiled the tight relationship
between network structure and privacy risks. Through our explo-
ration of Poisson and power law networks, we determined that
certain topologies inherently offer better privacy guarantees when
dealing with attacks. Our findings, validated by practical experi-
ments including membership inference and gradient inversion, lay
a foundation for advancements in the privacy of decentralized FL
systems.
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