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EXECUTIVE SUMMARY

Wind Energy is one of the cleanest forms of energy. It does not contribute to greenhouse gas emis-
sions and is also one of the least expensive forms of renewable energy. Due to this, number of wind
turbines are increasing annually. Therefore, it is crucial to understand the physics behind a wind
turbine (WT) wake and how to optimize its power production. One of the most common tools used
in designing a wind turbine is Blade Element Momentum theory (BEM), which is based on the clas-
sic momentum theory (or Actuator disc (AD) theory). In momentum theory, flow is assumed to be
steady, stationary, incompressible and inviscid. But in reality, wind turbines operate in highly un-
steady conditions such as gust, pitching, yawing, turbulence, etc. So, it is very important to study
an actuator disc wake under unsteady loading.

Hong [1] studied a step-change in loading by taking an experimental approach. In this project, a
similar method is used to study an actuator disc under cyclic unsteady load. A porous disc is used
to simulate an actuator disc in the experiment. This disc’s porosity ranges between 14%-65%. The
disc porosity is modified sinusoidally to simulate the effect of cyclic loading. Data is acquired us-
ing both Particle Image Velocimetry and hot-wire in the open jet wind tunnel facility(OJF). Wake
for steady loading is captured up to 1 rotor diameter downstream and 0.8 rotor diameters in radial
direction. For unsteady load cases, data is collected up to 2 rotor diameters. For unsteady loading,
three different reduced frequencies (k) are tested. The load on the disc is estimated using momen-
tum integration of the flow field. Finally, the results from the experiment are compared to the veloc-
ity fields estimated using Vortex Ring (VR) model.

The results from the experiment for the steady loading are coherent with the results from previous
work [1–6]. As porosity is increased, the loading on the disc decreases. Due to this, with lower poros-
ity, wake expansion is smaller than that for the higher porosity cases. For higher loading on the disc,
the velocity induction across the disc is also higher. The results from VR model are in good agree-
ment with the experimental results, barring the regions just behind the disc and disc hub, where
a difference of more than 100% of free-stream velocity is seen. This is because of the fact that the
vorticity due to the disc porosity and the hub is not taken in to account in the VR model. The mesh
of the disk causes vorticity discontinuity, which is seen in the experimental results but not in the
results from VR model.

For unsteady loading on the disc, it is found that loading on the disc also forms a loop with sinu-
soidal change in porosity. Although the porosity cycle is same, the range of loading for the three
cases is not exactly the same. However, it could be due to the uncertainty in the PIV measurements.
It is noticed that for higher reduced frequencies, difference between the loading for the same poros-
ity with different phase of the cycle is higher. The axial and radial velocity also forms a cycle with a
small difference between the first and the last point, which could result from the small difference in
the loading between the two measurements. For the same loading with different phase (increasing
side of sinusoidal or decreasing), the velocity induction is different. It is also observed that wake
expands and contracts for the cyclic loading on the disc. However, this behaviour of the wake varies
for the different reduced frequency. For a higher reduced frequency, the wake expands and con-
tracts more frequently. This is because of the different amount of wake expansion at the disc tip
owing to the changing loading. For higher reduced frequency, the vorticity starts rolling up closer to
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the disc. This could be interpreted as the ’new’ and ’old’ vortices packed closer due to fast changing
porosity. Hence, due to difference in their velocities, they catch up to each other and roll-up. Similar
to the steady loading, the results from VR model are similar to the experiment except in the regions
behind the disc and hub.
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1
INTRODUCTION

As population is increasing, demand for energy supply is growing exponentially. Due to this, there
is an increased pressure on traditional sources of energy such as coal, natural gas, oil. etc. Since
these sources are scarce and also not eco-friendly, there is a need for development of sustainable
sources of energy. One of which is wind energy. Wind energy is one of the cleanest sources of energy
and also one of the least expensive of the renewable sources of energy. Consequently, the number
of wind turbines has also been increasing annually. It is estimated to increase by 22.6% in 2030 [23].

Wind turbines convert kinetic energy of the incoming flow into electricity. This results in momen-
tum deficit in the flow causing velocity behind the wake to be lower than the free-stream conditions
and increase in the turbulent intensity of the wake.[24] Wind turbines operate in groups known as
wind farms. Depending on the spatial distance between the wind turbines, power extraction process
of the downstream wind turbines is influenced by the wake losses caused by the upstream wind tur-
bine. Along with the wake-induced turbulence, there is already existing ambient turbulence which
also affects wind turbine performance. Depending on these factors, velocity field has been observed
to take up to 40 rotor diameters behind the wind turbine to fully recover. [1] However, a general rule
of thumb is to have at-least 10 rotor diameters of distance between wind turbines. Hence, wind
turbines operate in the wake affected by the upstream wind turbine. Due to these dynamic inflow,
wind turbines experience unsteady aerodynamic loadings. This results in an increased fatigue of
wind turbines, affecting its lifetime and maintenance expenses. Thus, it is important to understand
the physics of the wake of a wind turbine under such unsteady loads. In the following sections,
overview of the project is discussed, which explains the basis of this research and aim of the project.

1.1. PROJECT OVERVIEW
Actuator disk models are commonly used to simulate a wind turbine and simplify numerical imple-
mentation of flow field behind a horizontal axis wind turbine (HAWT). Momentum theory (MT) on
which the AD model is based on was first proposed by Froude in 1989. [25] It assumes an infinitely
thin disc with uniform loading in an incompressible, steady, inviscid flow. However in reality, wind
turbines operate in highly unsteady flows caused by many reasons such as rotor controls, turbu-
lence, gust, wind shear, etc. There are mainly two types of models used to simulate these conditions:
dynamic inflow engineering models and Computational fluid dynamics (CFD) models. The actua-
tor disk model is based on the steady flow field assumption, so it does not represent the unsteady
condition accurately. Currently, in order to overcome this limitation, dynamic inflow engineering
models are used. These models use Blade Element momentum theory (BEM) in combination with
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2 1.1. PROJECT OVERVIEW

time-derivation parameters. These engineering models have been discussed in [26]. Other methods
used to model unsteady load conditions are Free Wake Vortex Ring (FWVR) model and vortex tube
model.

Yu et al. [27] used FWVR method to estimate the velocity field behind an actuator disk under un-
steady loading namely, step-change and harmonic change in loading. The method is also compared
to the basic momentum theory and two of the most commonly used dynamic inflow engineering
models. The study was further continued by V. Hong in [1]. Here, actuator disk is modelled by a
porous disk in an experiment and step change in the porosity is studied. Then the results from the
experiment are used to validate Reynolds-averaged Navier–Stokes (RANS) model and engineering
models by Pit-Peters [28] and Stig Øye [29]. In this project, the same porous disk model is used in a
similar set-up to study the wake of an actuator disk under cyclic unsteady loading.

1.1.1. PROJECT OBJECTIVE AND APPROACH

Main Objective: In this M.Sc thesis project, steps are taken to further extend the research on using
AD model to unsteady flows. The main research objective is to study the behaviour of near wake
behind an actuator disk under cyclic unsteady loading. As learnt during the literature review, only
a small number of studies have been dedicated to this research topic. In order to fulfil the objec-
tive, an experimental approach is taken. Particle Image Velocimetry (PIV) is used to acquire data
in order to study the flow field behind the disk. As mentioned earlier, actuator disk is modelled
using a porous disk. The porosity of the disk is used to change unsteadiness of the flow field. By
doing so, unsteady effects can be simulated. Cyclic frequency of the load change is simulated by
varying porosity in a sinusoidal way. This harmonic frequency was based on the reduced frequency(
k = ωD

2V0

)
. For this experiment, k between 0.2 and 2 are used.

The approach taken to realize this objective is shown in Figure 1.1

1 First step is to review previous work related to this research topic. Works related to Actua-
tor Disk theory, horizontal axis wind turbines(HAWT), dynamic inflow, engineering models, FWVR
method, flow measurement techniques, load determination methods, etc. are reviewed.

2 Second step is to design an experiment to study cyclic unsteady loading over an actuator
disk. For this purpose, porous disk model from [1] is used and porosity is varied sinusoidally to pe-
riodically change loading on the disk.

3 Third step is post-processing of the acquired data using DaVis to estimate flow field charac-
teristics. Although load during the experiment is directly measured during the experiment using a
load cell, load is required to be calculated using momentum integration of flow-field.

4 Fourth step is to validate Vortex Ring (VR) model. In order to do so, wake strength is quanti-
fied using experimental results and then axial and radial velocities are estimated using VR model.
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5 Final step is to report all the results and conclusions drawn. Results from both steady and
unsteady loadings are discussed.

Figure 1.1: The approach taken to realize the objective

1.2. REPORT OUTLINE
The report can be structured into four main parts:

• Introduction: chapter 2 and chapter 3 explain the theory behind AD model and aerodynam-
ics of wind turbine wake respectively.

• Methodology: In chapter 4, engineering models and vortex ring model are explained. Then
the experimental set-up is explained in chapter 5.

• Results and Discussion: Results for steady loading on an actuator disk are presented and
analysed in chapter 6. chapter 7 presents and discusses results for the unsteady loading on
the disk. After this uncertainty in results is estimated in chapter 8.

• Conclusion and Recommendations: Finally, the report ends with conclusion from all the re-
sults and recommendations for further research in chapter 9.

• Appendices: The flow measurement techniques used in the experiment are explained in Ap-
pendix A and Appendix B. Followed by method on estimating load from flow field in Ap-
pendix C. Pressure fields for unsteady loading on the disk are presented in Appendix D. Then
some extra velocity plots related to the unsteady load cases are presented in Appendix E.





2
ACTUATOR DISC MODEL

Actuator disc (AD) model is a well-accepted model to simulate wind turbines in many numerical
codes. It simplifies the simulations and avoid scaling issues such as unrealistic swirls caused by
scaling down of a wind turbine with same rotational speed as that of an actual wind turbine. In
previous works such as [31],[32],[29],[33],[4],[5],[6],[34], it has been extensively studied for steady
loading and wake of WT and AD are compared. The AD model is based on the 1D momentum the-
ory. In this chapter, theory behind this model is reviewed. At first, the 1D momentum theory is
discussed and then relevance and limitations of the AD model are studied.

2.1. THEORY
The Actuator disc model is based on the 1D momentum theory, which is base of the Blade Element
Momentum (BEM) theory. The model assumes a hypothetical thin disc. This disc acts as a drag de-
vice by creating a pressure drop across it. The disc here is not a physical disc, but a hypothetical one
which is represented by a momentum sink.[1] As shown in Figure 2.1, it slows down the free-stream
velocity to u. Then velocity is assumed to to decrease to u1 before recovering back to V0. These wake
development phenomena are shown in Figure 2.1. [7]

The figure shows that free-stream pressure, p0, increases to value p just before the disc, and drops
by ∆p after the disc and then starts recovering back to free-stream conditions. The momentum
exchange of the disc and the wind turbine being modelled should be same, thereby the thrust co-
efficient of the wind turbine and the disc should also be same. [7] Power generated can be found
using application of mass, momentum and energy conservation to the control volume shown in
Figure 2.2 (All the equations in this chapter are derived based on [7])

5



6 2.1. THEORY

Figure 2.1: Schematic of streamlines past a rotor along with axial velocity and pressure
profiles across it [7]

2.1.1. MODEL WITHOUT ROTATION

Assumptions: 1D momentum theory is derived by application of conservation laws, which are
simplified by making following assumptions:

• Ideal Disc: Actuator disc is assumed to be an ideal disc which is friction-less and there is no
rotational velocity component.[7]

• Incompressible, friction-less flow and no external forces act on the flow: The operating tip
speed of a wind turbine is usually 80m/s, which results in Mach number of 0.3, therefore flow
can be assumed to be incompressible. [7]

• Inviscid: Flow is assumed to be inviscid, however in reality this is not true. [7]

• One Dimensional: This also does not have to be true, as wind turbines operate in yawed con-
ditions due to different wind directions and wake meandering from upstream wind turbines.[7]

• Uniforms loading : As the disc is assumed to be a turbine with infinite number of blades, it is
assumed that loads act uniformly on the disc.[7]

• Stationary Conditions: It is assumed that the flow in the wake adapts to any changes in the
incoming flow or in the loads instantaneously. [14]
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Figure 2.2: Control volume around a wind turbine schematic [7]

Figure 2.2 shows an actuator disc control volume. (In this chapter, V0 represents the free-stream
velocity, u is the velocity at the disc and u1 is the velocity infinitely far downstream of the rotor.) By
application of conservation of mass to the closed volume, Equation 2.1-Equation 2.3 can be derived.

ρ ·V0 · Acv = ρ ·u1 · A1 +ρ ·V0 · (Acv − A1)+ṁsi de (2.1)

where ρ represents density, V0 is the free-stream velocity, Acv is the area of the control volume, A1 is
the area of the expanded wake as shown in Figure 2.2, u1 is the wake velocity and ṁsi de is the mass
flow.

ṁsi de = ρ · A1 · (V0 −u1) (2.2)

ṁ = ρ · A1 ·u1 (2.3)

Equation 2.4-Equation 2.8 is derived by applying of conservation of momentum to the closed vol-
ume:

As the total momentum is conserved in a flow. Therefore:

ρ ·V0
2 · Acv = ρ ·u1

2 · A1 +ρ ·V0
2 · (Acv − A1)+ṁsi de ·V0 +T (2.4)

ρ ·V0
2 · Acv = ρ ·u1

2 · A1 +ρ ·V0
2 · (Acv − A1)+ρ · A1 · (V0 −u1) ·V0 +T (2.5)

Using Equation 2.2 and Equation 2.5, thrust equation can be derived in terms of free-stream velocity
and wake velocity. This equation shows that the momentum loss at the disc depends on the thrust.
[7]

T = ṁ (V0 −u1) (2.6)

It is assumed that the flow is friction-less and no change in internal energy takes place, and by ap-
plying integral form of energy equation to the control volume, power is found to be as shown in
Equation 2.7 [7]:

P = ṁ

(
1

2
V 2

0 + p0

ρ
− 1

2
u2

1 −
p0

ρ

)
(2.7)
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Using conservation of mass m = ρ · A ·u, Equation 2.7 can be written as:

P = 1

2
ρu Acv

(
V0

2 −u1
2) (2.8)

Although there is no change in internal energy, but there is discontinuity at the disc as kinetic energy
is converted into mechanical energy, therefore Bernoulli’s equation is applied in two sections.

The first section is from far upstream (where pressure is p0) till just before the rotor (where pressure
is p) as shown in Figure 2.1.

p0 + 1

2
·ρ ·V0

2 = p + 1

2
·ρ ·u2 (2.9)

Then Bernoulli’s equation is applied from just after the disc (where pressure is p +∆p) till down-
stream of the rotor [1],[9],[7]:

(p −∆p)+ 1

2
·ρ ·u2 = p0 + 1

2
·ρ ·u1

2 (2.10)

Using Equation 2.9 and Equation 2.10, jump in pressure can be defined as:

⇒∆p = 1

2
·ρ · (V0

2 −u1
2) (2.11)

Thrust can be defined in terms of pressure and also by equation Equation 2.6:

⇒ T =∆p · A = ṁsi de · (V0 −u1) (2.12)

Therefore thrust is given by:

ρ
1

2

(
V0

2 −u2
1

)
Adi sc = ṁsi de · (V0 −u1) (2.13)

Hence:

ρ
1

2

(
V0

2 −u2
1

)
Adi sc = ρu1 A1 (V0 −u1) (2.14)

Using equation Equation 2.3:

ρ
1

2

(
V0

2 −u2
1

)
Adi sc = ρu Adi sc (V0 −u1) (2.15)

By rearranging Equation 2.15, equation of velocity (u) at the rotor can be derived as:

u = 1

2
(V0 +u1) (2.16)

As shown by the equation, velocity at the disc is mean of velocities far upstream and downstream of
rotor.
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Upon deriving thrust, power and velocity at the rotor in terms of free-stream velocity and u1„ i.e.,
velocity induction at the disc can be defined [1],[9],[7]:

u = (1−a) ·V0 (2.17)

where a is the induction factor and it can also be defined as:

u1 = (1−2a) ·V0 (2.18)

Now thrust and power coefficients can be written in terms of induction factor:

T = 2 ·ρ ·V0
2 ·a · (1−a) · A (2.19)

CT = T

(
1

2
·ρ · A ·V0

2
)
= 4 ·a · (1−a) (2.20)

Hence, with increase in CT , wake expansion and velocity jump over the disc will also increase. The
ratio of wake expansion can be derived using continuity equation: A0

A1
= 1−2a. [7]

P = 2 ·ρ ·V0
3 ·a · (1−a)2 · A (2.21)

CP = P

(
1

2
·ρ · A ·V0

3
)
= 4 ·a · (1−a)2 (2.22)

Figure Figure 2.3 shows thrust and pressure coefficient as function of induction factor. From the
curve for pressure coefficient it can be seen that there is a limit on the maximum power coefficient.
This limit is called ’Betz limit’, and is equal to 16/27 which occurs at a = 1/3. The actuator disc
model assumes ideal disc, therefore no wind turbine can surpass this limit of maximum pressure
coefficient.

Figure 2.3: CP and CT as a function of the axial induction factor a for an ideal HAWT [7]
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2.2. LIMITATIONS AND RELEVANCE
• Incompressible and inviscid flow : As mentioned before, AD model assumes that the flow is

incompressible and inviscid. In order to correct for incompressibility, either corrections such
as Prandtl-Glauert correction or airfoil characteristics for actual Mach number can be applied.
But usually these are neglected, as the tip speed is generally less than 80m/s (Mach number
of around 0.25). [14]

Although the viscous effects are taken into account in the Blade-element momentum (BEM)
theory in terms of drag, they are neglected in the momentum theory. This is one of the rea-
sons why power generated by a wind turbine will always be less than ’Bletz Limit’.[14]

The momentum theory assumes a simplified stream-tube concept, therefore the viscous ef-
fects are neglected. In the momentum theory, there is a discontinuity in the velocity and
pressure at the edge of the disc. However generally, momentum theory is applied to annular
rings over the disc, and therefore allowing for some radial variation in the flow over the disc
plane.[14] From experiment in the Mexico project (Schepers (ECN) [14]), it is found that in the
near wake, stream-tube concept is followed well.

• Actuator Disc model: A hypothetical ’actuator disc’ concept is used in the momentum theory
to model a wind turbine. In momentum theory, the disc is assumed to be uniform loaded.
However in reality, the loading is non-uniform. For this purpose, in BEM, Prandtl tip loss
correction is applied.[14]

• Turbulent wake state: Experiments have shown that due to the assumption of ideal flow con-
ditions, model is only valid for induction factor less than 0.5. If induction factor is higher than
0.5, velocity in the wake becomes negative, as shown by Equation 2.18. This is physically not
possible as this will result in stationary mass of fluid.[7]

Based on the momentum theory, the flow becomes stationary or moves backwards if induc-
tion factor is higher than 0.5. However, in reality ’turbulent wake state’ is formed in the flow.
This flow condition is shown in Figure 2.4. For high loadings, i.e., for high thrust coefficient,
axial induction factor is high even at low wind speeds. If induction factor is higher than 0.5,
this results in an unstable shear layer at the wake edge because of large difference in free-
stream velocity and wake velocity. Due to this turbulent eddies form in the wake, which aid in
momentum mixing from outside the wake into inside. [7],[14]
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Figure 2.4: Turbulent wake state created due to unstable shear layer near the edge of wake
[7]

• Another drawback of simple momentum theory is that it assumes no rotation in wake, which
is not true. Even a single rotor turbine possesses some rotation hence an azimuthal induction
is required. [7]

• Stationary conditions: One of the reasons for wind turbines operating under unsteady condi-
tions is unsteady aerodynamics due to flow around airfoil which is not taken into account in
the AD model. Unsteady aerodynamics occurs at time scale of c

V0
. For wind turbines, dynamic

stall plays an important role which results in unsteady loads on the rotor.[14]

Another condition with causes unsteady conditions is dynamic inflow. Dynamics inflow is
mainly defined as the lag caused in velocity due to sudden change in loads on the turbine.
This concept is discussed in detail in chapter 4

• Annular independence and axisymmetric: The fact that the momentum theory assumes stream-
tube, which is divided into independent annular rings, makes the flow axisymmetric. How-
ever according to Sørensen and van Kuik [35], there is a large radial gradient in pressure which
violates this assumption. This assumption is also violated due to finite number of blades,
wind shear and yaw effects.[14]

2.3. CHANGE OF VORTICITY WITH LOAD
Vorticity is a vector that describes the local rotation of fluid at a point in the flow. This means that
the fluid particle needs to be rotating about its centre of mass to have non-zero vorticity. Mathe-
matical definition of vorticity is given by curl of velocity.

VORTICITY TRANSPORT EQUATION

Unsteady momentum equation for an actuator disc is given by Equation 2.23:

ρ
D

*

V

Dt
=−∇p + *

f +µ∇2 *

V (2.23)
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where ρ is the density,
*

V is the velocity vector, p is the pressure, f is the body force and µ is kine-
matic viscosity.

The Equation 2.23 can also be written as Equation 2.24:

ρ
∂
*

V

∂t
+ρ

(
*

V ·∇*

V
)
=−∇p + *

f +υ∇2 *

V (2.24)

Taking the curl of equation Equation 2.24:

∇×
(
ρ
∂
*

V

∂t
+ρ

(
*

V ·∇*

V
))

=∇×−∇p +∇× *

f +∇×
(
µ∇2 *

V
)

(2.25)

Representing the curl of rate of velocity change in terms of vorticity as shown by equation Equa-
tion 2.26:

∇×
(
ρ
∂
*

V

∂t

)
= ρ∂

*
ω

∂t
(2.26)

Substituting Equation 2.26 into Equation 2.25 gives equation Equation 2.27:(
ρ
∂
*
ω

∂t
+∇×ρ

(
*

V ·∇*

V
))

=∇×−∇p +∇× *

f +∇×
(
µ∇2 *

V
)

(2.27)

Now, Equation 2.27 can be rewritten using calculus vector identities and conservation laws:

(a)
Using vector identities and mathematical definition for vorticity (

*
ω=∇× *

V ), ∇2 *

V is given by Equa-
tion 2.28:

∇2 *

V =∇
(
∇· *V

)
−∇×

(
∇× *

V
)

∇2 *

V =∇
(
∇· *V

)
−∇× *

ω

∇· *V = 0 ←Conser vati on o f mass

∴∇2 *

V =−∇× *
ω

(2.28)

and

−∇×
(
∇× *

ω
)
=∇2 *

ω−∇·
(
∇× *

ω
)
=∇2 *

ω (2.29)

Substituting Equation 2.28-Equation 2.29 into Equation 2.27 gives Equation 2.30:

ρ

(
∂
*
ω

∂t
+∇×

(
*

V ·∇*

V
))

=∇×−∇p +∇× *

f +µ∇2 *
ω (2.30)

(b)
Using calculus identities, second term of the L.H.S of Equation 2.30 can be expressed as Equa-
tion 2.31:
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∇×
(
*

V ·∇*

V
)
=∇×

(
1
2∇

(
*

V · *V
)
− *

V ×∇× *

V
)

∇×
(
*

V ·∇*

V
)
=∇×

(
1
2∇

(
*

V · *V
)
− *

V × *
ω

)
∇×

(
*

V ·∇*

V
)
=

(
∇× 1

2∇
(
*

V · *V
)
−∇× *

V × *
ω

) (2.31)

As ∇× 1
2∇

(
*

V · *V
)
= 0 ←∇×∇(scaler quanti t y) = 0:

∴∇×
(
*

V ·∇*

V
)
=−∇× *

V × *
ω (2.32)

Rearranging the terms of the equation Equation 2.32:

∴∇×
(
*

V ·∇*

V
)
=∇×

(
*
ω× *

V
)

(2.33)

In turn, ∇×
(
*
ω× *

V
)

can be expressed as:

∇×
(
*
ω× *

V
)
= *

V ·∇*
ω− *

ω ·∇*

V + *
ω

(
∇· *V

)
− *

V
(
∇· *ω

)
∇×

(
*
ω× *

V
)
=

(
*

V ·∇*
ω+ *

ω
(
∇· *V

))
−

(
*
ω ·∇*

V + *

V
(
∇· *ω

))
∇×

(
*
ω× *

V
)
=

(
*

V ·∇
)
*
ω−

(
*
ω ·∇

)
*

V

(2.34)

Substituting Equation 2.34 into Equation 2.30 gives:

ρ

(
∂
*
ω

∂t
+

(
*

V ·∇
)
*
ω−

(
*
ω ·∇

)
*

V

)
=∇×−∇p +∇× *

f +µ∇2 *
ω (2.35)

(c)
As ∇×−∇p = 0, equation Equation 2.35 becomes:

ρ

(
∂
*
ω

∂t
+

(
*

V ·∇
)
*
ω−

(
*
ω ·∇

)
*

V

)
=∇× *

f +µ∇2 *
ω (2.36)

Rearranging the terms of Equation 2.36:

ρ

(
∂
*
ω

∂t
+

(
*

V ·∇
)
*
ω

)
=∇× *

f +µ∇2 *
ω+ρ

(
*
ω ·∇

)
*

V (2.37)

The term
(
*
ω ·∇

)
*

V represents the vortex stretching and for 2D axisymmetric flows:

(
*
ω ·∇

)
*

V = 0 (2.38)

The momentum theory assumes inviscid flow, therefore:

µ∇2 *
ω= 0 (2.39)

As shown by Equation 2.40, generation of vorticity is determined by ∇× f [36]
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D
*
ω

Dt
=∇× *

f (2.40)

It implies that if there is no generation and transport of vorticity, curl of force field is zero and vice
versa. Hence, vorticity is only created if there is a non-uniform force acting the body and vice-
versa.[1]

2.4. RELEVANT PAST EXPERIMENTAL RESEARCH
In this section, past experiments which are relevant for this project (especially the experiment) are
reviewed. The project is about actuator disc and dynamic inflow modelling, projects related these
two topics are discussed. Although the project focuses on unsteady actuator discs, review of exper-
iments related to AD under steady loading is also made as there are not many experiments done on
unsteady actuator discs.

The recent project on actuator disc under unsteady loading was done by V.Hong (presented in [1]).
The aim of this experiment was to analyse an actuator disc under unsteady loading. Actuator disc
was modelled using a porous disc. This porous disc was created using a metal-wire mesh like in
[37],[38]. The set-up of the experiment is shown in Figure 2.5. The set-up and results of this experi-
ment are very relevant for this case study, as current M.Sc. thesis project aims to extend the research
in same field.

The unsteady profile for both the experiment and numerical simulation is shown in Figure 2.6. As
shown in the figure, unsteadiness factor in this experiment was a step change in the load. Three

different time-steps were used for this step change: δt∗ = 0.2,0.4 and 0.8.
(
δt∗ = δtV0

D

)
Thrust Co-

efficient range was 0.61-0.82. To keep the load cases same for experiment and numerical models,
these CT were given as input to the engineering models, FWVR model (see section 4.2) and 3D RANS
model.
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Figure 2.5: Experimental set-up for unsteady actuator discs experiment used in [1]

Figure 2.6: Profile of the unsteady load cycle used in [1]

At first, the experiment was done for steady cases. Figure 2.7 show the results. In this figure, effect
of the tower can be seen as mean velocity deficit is maximum at the centre of the disc. A clear jump
in velocity at r/D = 0.5 can be seen due to the shed vortices from edge of the disc. Presence of shear
layer can be seen before x = 2.5D. Before this point, mean velocity gradient is more gradual than
beyond this point. This also indicates shear layer breakdown and expansion. It can also be seen by
increase of turbulence intensity. [1]
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(a) Time-averaged velocity profile for
low porosity [1]

(b) Time-averaged velocity profile for
high porosity state [1]

Figure 2.7: Time-averaged velocity profile for disc under steady loading

The figure shows that for higher porosity configuration, shear layer is more stable. This is because
for lower porosity (i.e. higher CT ) velocity deficit is higher, which means difference between velocity
in the wake and free-stream is more. Due to this, there are more turbulent eddies to entrain momen-
tum from free-stream, which resulted in faster velocity recovery. In Figure 2.8, it can be noticed that
as the wake progresses, deviations in the turbulent intensity also starts decreasing. [1]

(a) Turbulent intensity profile for low
porosity state [1]

(b) Turbulent intensity profile for
high porosity state[1]

Figure 2.8: Turbulent intensity profile for disc under steady loading

The project compares the experimental results with 3D-RANS and then 3D-RANS with engineering
models. The results for steady load cases are shown in Figure 2.10,Figure 2.11 and Figure 2.9. The
results show that the 3D-RANS model gives a slight overestimation of velocity deficit. It is pointed
in [1] that this might have resulted due to error in thrust coefficient calculated in the experiment
which was used as input to all other models. The results also show effect of the tower. Figure 2.9
shows that the 3D-RANS model underestimates the turbulence intensity.
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Figure 2.9: Turbulent Intensity contour maps by 3D RANS model [1]

The experimental results for the unsteady loading cases were also compared to the 3D-RANS mod-
elling. Step was made from low porosity to high porosity. It shows that the flow in the shear layer
around y = 0.5D is most turbulent and shed vortices are prominent there. The results show that
for flow with higher CT (low porosity) is more turbulent. It is also seen that after 2 rotor diameters
downstream, the shear layer starts to expand. This effect is longer for lower CT . [1]

Figure 2.10: Wake velocity profile for experiment(-) and 3D-RANS(–) for thrust coefficient
= 0.61 [1]
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Figure 2.11: Wake velocity profile for experiment(-) and 3D-RANS(–) for thrust coefficient
= 0.82 [1]

Both the experimental and the 3D-RANS model show an overshoot in the wake velocity when the
step change was made. After this, it decays to a steady value. The 3D-RANS vorticity contour maps
show the reason behind it. It is due to formation ’new’ and ’old’ vortices and their passage over
hot-wire probe. When there is a sudden increase in load, it results in stronger shed vortices due to
lager wake expansion and lower mean velocity. These ’new’ vortices lag behind the ’old’ vortices
as the wake expands, these vortices roll-up and eventually interact. This passage of vortices over
the hot-wire leads to this overshoot. A similar but opposite effect is seen when load is suddenly de-
creased. [1]. The results from the experiment and the 3D-RANS model are different with respect to
time required to decay to steady value. Decay time is shorter for the experimental results. Accord-
ing to Hong [1], this can result from different set-up as the numerical model does not have tower
shadow effects and no small-scale turbulence. The results from 3D-RANS are compared to dynamic
inflow models and FWVR model. It shows that the dynamic inflow models predict smaller time de-
cay needed to reach the steady value. The results are shown in Figure 2.12. It shows that results from
FWVR model are closer to 3D-RANS results.
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Figure 2.12: Inflow velocity response calculated by Momentum theory, Dynamic Inflow
Engineering Models, FWVR model and 3D RANS simulations. [1]

Unlike actuator discs under unsteady loading, there are many experiments related to actuator discs
under steady loading which use porous discs. Medici and Alfredsson [3] used a circular disc with
perforated holes to model an actuator disc. In this experiment, two bladed rotor was compared to
discs with different porosity values. It shows that the major difference exits in the near wake. The
near wake of a bladed rotor is characterized by the helical structure of tip vortices which do not ex-
ist in the case of a porous disc. A similar phenomena of large scale vortex shedding is seen for both
turbine and disc, but it is more clear for the turbine. The results show that there is a ’critical rotor
speed’ after which the plane of the rotor starts to behave like a disc. It also shows that for high tip
speed ratios, Strouhal number of the rotor is similar to that of a disc. This means that when the tip
speed is very high, the rotor behaves like a rotor with infinite number of blades.

A similar experiment was done by Lignarolo et al. [4], where wake of a two bladed rotor was com-
pared to that of porous disc. The results were similar. The study focused on the near and the inter-
mediate wake. According to this study, there is a difference in the oscillations in the wake of the disc
and turbine. This might have been caused due to the difference in the method of wake generation
and holes in the disc. It was also noticed that for the turbine, the velocity gradients at the edge are
higher due to tip vorticity and also turbulence in the wake of turbine is anisotropic.[4]

Like in [1] and [5], experimental results were compared to the FWVR model and four large eddy
simulation (LES). However, the loading is steady and experimental results are gathered using Stereo-
scopic Particle Velocimetry (SPIV). It was found that the FWVR model (see subsection 4.3.1) is better
at estimating the centre-line velocity and the wake expansion than the LES models. As for LES code,
it was seen that they can predict the velocity deficit fairly good with a coarser grid, but for the tur-
bulence intensities, a finer grid is needed. [5]

As AD model is used to simulate a wind turbine, it is important to understand aerodynamics of a
wind turbine wake. This is vital for validation purposes. Next chapter studies wake of horizontal
axis wind turbine.





3
AERODYNAMICS OF

HORIZONTAL AXIS WIND
TURBINES

In order to understand and compare wake behind an actuator disc to that of a wind turbine (WT), it
is crucial to understand aerodynamics of wake behind the wind turbine first. Wake behind a wind
turbine is highly complex. It is influenced by many factors such as blade airfoil, number of blades,
operating conditions, presence of turbulence, height, etc. As a wind turbine extracts energy from
the incoming flow, the wake behind it has a lower velocity and momentum. After a point in the
wake, the flow starts recovering back to the free-stream conditions due to the momentum mixing
process. This process is aided by the presence of shear layer, and other turbulent eddies in the wake.
Turbulence in the wake is due to many elements such as presence of shear layer, tip vorticity, atmo-
spheric turbulence, wake meandering, etc. Along with this, the wake of a wind turbine comprises of
many other important characteristics such as helical structure of tip vortices, shear layer formation,
momentum mixing, leap-frogging, etc. In order to understand, how the wake behind a wind turbine
develops, it is important to understand basics involved.

The wake of a wind turbine can be broadly divided into two main components: Near wake and Far
wake. The wake of a HAWT is characterized by a momentum sink in the near wake and recovery of
momentum in the far wake. [1], [9]

Figure 3.1 shows wake development behind an HAWT and Figure 3.2 shows a schematic drawing of
velocity profile behind it.

3.1. NEAR WAKE REGION
In this section, region just behind wind turbine known as ’Near Wake’ and its properties are inves-
tigated. This is the region behind a wind turbine where direct effects of a wind turbine geometrical
design can be seen on the flow properties. Different models use different lengths for the extent of
the near wake, but it is generally described till the shear layer expansion meets the turbine axis.
Therefore, the length can be different for different wind turbines depending on the wind turbine
design and thrust coefficient. The distance between two subsequent wind turbines depends on the
length of this region. The length of this region is generally considered between 1 and 2 rotor diam-

21
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eters [39], but according to van Kuik [36] it extends till around 1 rotor diameters while [2] takes it to
be 10 rotor diameters. This region is generally modelled using the actuator disc theory (discussed
in chapter 2)

Figure 3.1: Helical structure formed of tip vortices shed from wind turbine [8]

Figure 3.2: Velocity profile inside a wind turbine wake [9]

The wake of a wind turbine is combination of a 3D-wing aerodynamics and effects of rotation.
Like in 3D wing aerodynamics, it consists of tip and bound vorticity formation due to difference
in pressure on both sides and difference in loading along the span of the blade. However, it is more
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complex, as it is characterized by helical structured tip vortices formation due to blade rotation, as
shown in Figure 3.1. This rotation of tip vortices is in opposite direction to that of blades. As shown
in Figure 3.1 and Figure 3.3, the near wake region is characterized by two main phenomena: shear
layer expansion and tip vortices creation, which will be further discussed in detail. After diffusion
of shear layer, velocity deficit has reached its maximum and velocity starts recovering. [1],[9]

3.1.1. SHEAR LAYER CHARACTERISTICS

As the velocity behind a wind turbine is lower than the free-stream velocity, it results in high velocity
gradients in the wake especially near the wake boundaries. Figure 3.3 clearly shows formation and
expansion of the shear layer. This shear layer is formed due to difference in velocities in the wind
turbine wake and outside the wake. In this region, turbulent eddies are formed due to shearing of
fluid. This decreases the flow velocity further more. According to Ainslie [39], maximum deficit oc-
curs at 1-2 rotor diameters. As explained later in the chapter (see Figure 3.1.2), length of shear layer
also depends on the ambient turbulence. For lower ambient turbulence, the length might be longer
due to lower momentum mixing (studied later in the chapter). [9] According to Schepers [40], based
on past experimental studies, an average length of shear layer is 2.25 rotor diameters.

3.1.2. WAKE MIXING PHENOMENA

Mixing of momentum in the wake of a wind turbine is mainly due to factors (as shown in Figure 3.3):

• Wake Induces mixing: This is mainly due to helical structure of tip vorticity, its instability and
its breakdown. [10]

• Atmospheric turbulence: Atmospheric turbulence also plays an important role in wake mix-
ing especially at on-shore farms.

Figure 3.3: Velocity profile inside a wind turbine wake along with factors influencing
momentum mixing [10]

WAKE INDUCED MIXING

One of the main sources of turbulence in the wake is turbulence created by tip vortices generated
by blades. Like 3D wing, tip vortices are formed as there is higher pressure on the pressure side
and lower pressure on the suction side of the blade. This results in reduced lift at the tip of the
blade. Along with this, as there is a span-wise variation of load on the blade, bound vorticity is
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formed.[41],[9],[1]

Lignarolo et al. [12] investigates origins of tip vortices behind a wind turbine in detail. It uses Stereo-
scopic Particle Image Velocimetry (SPIV) to investigate the initiation of tip vortices. It is found that
the tip vortices behind a wind turbine are created due to varying distribution of vorticity along
blades of the wind turbine.[12] There are other works such as [42], [43], [44], [45], [46], etc. These
previous works discuss structure of the tip vortices in detail. At first, tip vortices decrease in size
as there is vortex shedding. As wake expands, tip vortices are pushed outwards in radial direction.
After this, their size increase because of viscous effects and ultimately they breaking down.[41]

As these tip vortices are shed at different azimuthal angle, they form a helical structure as shown in
Figure 3.4. [47] Therefore as the rotational speed of wind turbine increases, these tip vortices are
formed closer to each other, forming a ’tubular vortex sheet’. This also happens when number of
blades increase.[47] [9],[1]

Figure 3.4: Smoke flow visualization showing helical structure of tip vortices for the NREL
turbine in the NASA-Ames wind tunnel [11]

AMBIENT TURBULENCE

Along with the turbulence in the shear layer, wind turbines have to operate in ambient turbulence
and wind shear due to the ground effects. According to Hong [1], for lower ambient turbulence,
shear layer is stable for a longer distance. Due to this, there will be a larger velocity deficit as there
is less turbulence to promote momentum mixing. [1],[9]

MOMENTUM MIXING

As there is a difference in the velocity and momentum in the wake and outside the wake, the differ-
ence causes momentum exchange between the two regions. There have been many past research
projects which explain this concept. In [12], vorticity of a wind turbine wake is investigated using
Stereoscopic Particle Image Velocimetry (SPIV) (see Appendix A). The experiment was performed
in the Open Jet Facility at TU Delft. The results show vortex pairing (also known as ’leap-frogging
phenomena’). Figure 3.5 shows this phenomenon, where one vortex of each tip vortex pair catches
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up with the other. The results from the experiment show that this instability plays an important role
in diffusion of shear layer as this helps in momentum mixing in the wake. According to Hong [1]
and Winant and Browand [48], the leap frogging phenomena takes place due to flow perturbations,
which can be caused by different blade pitch angles and presence of the ambient turbulence. Due
to these perturbations, each vortex pair has its own path and velocity, resulting in the vortex pair-
ing. Also seen in Figure 3.5, for a higher tip speed ratio, this tip vortex instability occurs earlier. The
reason for this can be, as stated before, with higher rotational speed, tip vortices are placed closer
to each other, resulting in earlier tendency of catching up with each other. [1],[9]

Figure 3.5: Average turbulence intensity field for tip-vortices of (a) γ = 6 and (b) γ = 4 [12]

As the thrust coefficient of a wind turbine increases, maximum wake velocity deficit increases. [9]
This results in higher difference between outside and inner wake velocities, which in turn causes
increase in shearing effect, and hence there will be stronger vorticity and higher turbulence intensi-
ties. These turbulence eddies act as a momentum mixing agent. Momentum from outside the wake
is mixed with inside, resulting in wake expansion and decrease in velocity deficit. [9],[49]. There-
fore, length of shear layer and turbulent wake depends on:

• Operating Thrust Coefficient: velocity deficit, strength of vorticity, etc.

• Ambient Turbulence, wind shear, topographical effects, other flow perturbations etc. [49]

Other sources of turbulence in the wake are turbulent boundary layer leaving the blade and turbu-
lence due to presence of nacelle and tower (which is known as mechanical turbulence), ambient
turbulence and wake meandering. [9].

3.2. FAR WAKE REGION
This is the region after the near wake. In this region, wake starts to recover back to the free-stream
conditions. Velocity profile is generally assumed to be self-similar and axisymmetric in this region.
This region is known as ’far wake’ region. The wake is generally assumed to be fully developed in
this region, so there is no more velocity deficit. Usually velocity profile is modelled using Gaussian
profile.
There are many engineering models used to simulate wake in this region. Most commonly used
models for this region are Ainslie model, Jensen model, Frandsen model, Larsen model, etc.[9]
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3.2.1. WAKE RECOVERY IN THE FAR WAKE

After the shear layer has diffused as a result of momentum mixing and leap frogging, velocity field
starts recovering. As explained earlier, this happens mainly due to mixing of the wake by atmo-
spheric turbulence and wake induced mixing. The pressure gradients are of less importance in this
region and focus is more on the velocity profiles. Characteristics of velocity profile in a wind turbine
wake are shown in Figure 3.2. This region is characterized by small velocity gradients, high turbu-
lence and wake meandering. [9] The models, which are dedicated solely to this region, generally

assumes that wake is axisymmetric, i.e. d p
d x = 0, d 2u

d x2 = 0. [9] Assumption of self similar solutions
for velocity profile and turbulence intensities is also made, which is not completely true as there is
presence of the ambient shear and the ground effects.

Like the recovery of velocity, turbulence intensity also starts to recover to ambient value. It is found
that due to tower effects, maximum velocity deficit is found below turbine axis while maximum
turbulence intensity (TI) above it. [9],[47] The process of TI recovery is guided by Energy Cascade
Process (transfer of energy from larger eddies to smaller ones).

3.2.2. WAKE MEANDERING

Sanderse [9] defines wake meandering as a large scale movement of the wind turbine wake. It is
considered to be caused due to the movement of large-scale eddies larger than the wake. Due to
this, wake reaching the downstream wind turbine can be yawed, which might result in the periodic
variations in the angle of attack. This can lead to increased load fluctuations and fatigue of the
downstream wind turbine. [50],[41]
Wake meandering was first modelled by Ainslie. This model has been documented in [39]. Ac-
cording to Ainslie [39] and Larsen et al. [51], wake meandering has a huge effect on decreasing the
velocity deficit. This can be a result of large scale movement of wake, encouraging entrainment of
the turbulent eddies, and hence increased mixing process.

There have been experimental studies done in [2] and [50] related to the wake meandering process.
The wake meandering is caused by wake instability. [2] These studies also show that wake meander-
ing depends on the tip speed ratio, thrust coefficient, number of blades and pitch angle of blades.
As per Medici and Alfredsson [3], for low tip speed ratios, there is almost no wake meandering. In
[52], an experiment to study the wake meandering behind a wind turbine model is discussed. In this
study, it was found that the main cause of the wake meandering is the presence of turbulence eddies
in the surrounding atmosphere, which are larger than the size of wake. These result in moving the
wake as whole.

3.2.3. EFFECT OF YAW

As discussed in the section before, yawed flow can lead to increased load fluctuations and fatigue
loading. Yawed flow can be caused due to wind in varying directions, wake meandering, etc. This
also leads to a lower WT efficiency. As yawed flow causes deflection of the wake, it can be used to
deflect the wake in desired direction as well. [9]

3.3. WIND TURBINE FARM
The previous section discusses aerodynamics of a single HAWT, but in reality, turbines operate in
cluster. So the wake of one wind turbine has an effect on the performance of the other turbines
downstream. It should also be noted that as the wake of a wind turbine is unsteady, the downstream
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wind turbines have to operate in unsteady inflow conditions. This is where this project plays an im-
portant role. It aims to study the properties of wake behind an actuator disc under unsteady loading.

In this section, how these effects vary with different variables is discussed. In order to optimize
power generation and to decrease loads due to fatigue, it is important to study how performance
and loads vary for a wind turbine operating in the wake of a wind turbine. There have been many
studies done in order to analyse these effects. Barthelmie et al. [13], Adaramola and Krogstad [53],
Lissaman [54], Aagaard Madsen et al. [55], Elliott [56] and Milborrow and Ross [57] analyse the effect
of a farm geometry, operational settings of the wind farm and ambient turbulence. Lissaman [54]
states that there are two main factors effecting the power output: wind farm geometry and ambient
turbulence. The effect of wind farm geometry is very obvious. For example, shorter the distance
between two turbines, larger the effect of the upstream turbine can be seen on the power output of
downstream turbine. [53].

With respect to ambient turbulence, as is discussed in section Figure 3.1.2, higher the ambient tur-
bulence, higher the turbulence mixing, resulting in faster recovery of the velocity and turbulence
intensities in the wake. This means downstream wind turbine will experience less effects of the
wake. According to Lissaman [54], offshore wind farms have lower ambient turbulence due to lower
roughness lengths, this results in more "persistent wakes". [53]

In [56], effects of thrust coefficient on power performance are studied. According to this report, as
the operating thrust coefficient decreases, the wake effects decrease as well. This could be because
as the thrust coefficient decreases, the velocity deficit decreases, hence smaller wake effects. Ac-
cording to Aagaard Madsen et al. [55], mechanical turbulence (turbulence due to nacelle and tower)
might affect wind turbine performance. In general, higher the turbulence, higher the fatigue load
on the downstream turbine.[55] According to Adaramola and Krogstad [53], power losses of a down-
stream wind turbine ranges between 20% and 25%. According to McTavish et al. [58], by decreasing
the lateral space between the turbine to 0.25 rotor diameters or 0.5 rotor diameters, accumulative
power output can be increased.

Figure 3.6: Normalized Power of wind turbines Vs. downstream rows of wind turbines [13]

Figure 3.6 shows normalized power of wind turbines. It shows that after a certain point the power
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loss reaches an asymptote, i.e., after certain number of wind turbines, the power loss of downstream
wind turbines do not increase any more. Hong [1] suggests that reason for this behaviour might be
that after a point turbulence reaches its saturation level.

This chapter analysed the aerodynamics of wake behind a wind turbine. As wind turbine operate in
unsteady conditions, there are different models used to simulate these conditions. In next chapter,
few of these models and concept of dynamic inflow are studied.
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DYNAMIC INFLOW

Dynamic inflow is caused due to changes in the loading on the rotor, such as during wind gusts
and/or sudden and fast change in blade pitch angles. It is dynamic response of inflow velocity to
the changes in the rotor plane. The inflow is not always in equilibrium. Flow takes time to respond,
and to reach a new equilibrium after a sudden change as there is no instantaneous change in the
flow conditions. Due to a sudden change in the blade pitch angle, there is an ’overshoot’ in the
local angle of attack. This overshoot in the angle of attack results in an overshoot in the loads.[16]
A similar phenomena is observed for conditions with wind gust as it changes the induced velocity.
Hence this phenomenon describes that the steady state is achieved only after some time delay. As
this flow change is related to the complete wake flow, the time scale of this flow is D/V (where D
is the diameter of the rotor), while unsteadiness caused due to airfoil aerodynamics has a smaller
time scale of c/V . [16]

The phenomenon of dynamic inflow can also be explained using change in the vorticity. [26] The
trailed vorticity formed at the blades is convected downstream at a certain local velocity. Wake with
this trailed vorticity will have a certain induced velocity. As load on the blades change, the bound
vorticity also changes. With this shed vorticity will also change, as explained by the Kelvin’s theo-
rem. The new trailed vorticity travels with a new changed local velocity, hence the wake becomes
mixture of ’old’ and ’new’ vorticity. Therefore, this wake will have a different induced velocity. So
until these new vortices replace the old vortices (or have travelled far enough that their effect is neg-
ligible), induced velocity experiences a gradual change to a steady state. This is why it is also known
as ’dynamic induction’. [16, 26] Process is also shown in Figure 4.1

As mentioned earlier, momentum theory assumes stationary conditions, i.e., the wake is always in
an equilibrium and responds instantaneously to any changes in the load. However as stated above,
when load changes, the velocity lags behind and gradually approaches a new equilibrium as an ap-
preciable amount of air needs to be accelerated. [26]. Due to the lag in the induced velocity, there is
a temporary increase in the loads especially during sudden pitch changes.[59]
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Figure 4.1: Wake with mixed vorticity as result of pitch angle change [14]

There have been many experiments done in the past to evaluate the phenomena of dynamic inflow.
In NREL’s Phase VI(NASA-Ames) experiments, effects of dynamic inflow were studied. [26],[15] Fig-
ure 4.2 shows fast variation of pitch angle from -5.9 degrees to 10 degrees. Figure 4.3 presents results
for this fast change in the pitch angle.

Figure 4.2: Pitch angle vs. time used in [15]

Along with this, in-depth experiments related to dynamic inflow effects have been documented in
[16]. Several models have been developed in [16] to simulate dynamic inflow. To validate these
models, experiments with Tjæreborg turbine were conducted. During these experiments, effect of
a sudden and fast change in the blade pitch angle on the blade root flapping movement and root
shaft torque were analysed.

Figure 4.4 shows some of the results from the experiment. There were two main results found dur-
ing these experiments:

1. First effect that can be seen was that due to the rapid change in the blade pitch angle, due to
which the angle of attack changes rapidly. Due to this, there is a sudden and fast change in
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the torque. This first effect is due to unsteady airfoil aerodynamics.

2. The second effect is that change in the torque due to the induced velocity reaching a new
equilibrium. It was seen that as the induced velocity is larger than the axial velocity, torque
decreases, and decreasing the first effect.

Figure 4.3: Measured normal force at 5 radial positions for rapidly changing pitch angle
[15]

Figure 4.4: Rotor shaft torque with step change in pitch angle [16]
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From these results it can be seen although characteristic time scales of two types of unsteadiness
(airfoil and dynamic inflow) are different, effect of both unsteady airfoil aerodynamics and dynam-
ics induction can be seen. The experiments also show that effects of coherent wind gust is relatively
small.

4.1. MODELLING OF DYNAMIC INFLOW
As stated in chapter 2, drag/thrust coefficient (Cd ) and velocity in the wake (u1) is given by:

Cd = 4a (1−a)
u1 =V0 (1−2a)

(4.1)

Dynamic inflow is generally modelled by adding a time derivative of the induced axial velocity as in
Equation 4.2: [14]

Cd = 1

V0

(
4ui (1−ui )+τdui

d t

)
(4.2)

where τ is a time constant and ui is the induced velocity. As this time constant decreases, the time
to a new equilibrium decreases as well.

4.2. ACTUATOR DISC THEORY BASED MODELS
In this section, models that are used for dynamics inflow behind an unsteady actuator disc are re-
viewed. These models are based on either the fluid physics or empirical data or both. Although BEM
gives sufficiently good results at uniform load conditions [60], it assumes the equilibrium assump-
tion of the ’momentum theory’, so it cannot be used for unsteady flows. An example of a model
for unsteady flows is model by Sorensen and Myken, which is a non-linear and time-dependent
actuator disc model. However Chattot [61] states that it contains errors as diffusion of vorticity is
unrealistic.

There are other models which are based on Reynold’s Average Navier-Stokes Equations (RANS). Al-
though these models give very good results, they are time consuming. Engineering models are pre-
ferred as they offer reliable results with less computational time. In this section: two of the com-
monly models are presented.

4.2.1. STIG ØYE

This model was presented by S. Øye, in [29]. It calculates induced velocity by using a quasi-steady
induced velocity in two first-order-linear-ordinary differential equations.[27] This quasi-steady in-
duced velocity is given as an input to the model and is calculated using BEM. Induced velocity is
given by Equation 4.3:

Vint +τ1
dVint

d t
=Vqs +kτ1

dVqs

d t

V +τ2
dVint

d t
=Vint

(4.3)

where Vi nt is defined as an intermediate value of induced velocity, Vqs is quasi steady velocity and
V is the induced velocity. k = 0.6 is used for vortex ring models. τ1 and τ2 are given by Equation 4.4.
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These two coefficients are found using Vortex Ring models in [62],[29]

τ1 = 1.1

1−1.3a

R

V0

τ2 =
[

.39−0.26
( r

R

)2
]
τ1

(4.4)

where r is the radial distance and R is the rotor radius.

As these equations are first-order-ordinary differential equations, they can be solved using back-
ward or forward or central differentiation method. However as for the forward and the central dif-
ferentiation methods, information of next time step is required, backward difference method will
be less time consuming.
Using backward difference method:

In this method, time derivatives of all terms are found using backward difference method:

dVqs

d t
= Vqs

i −Vqs
i−1

∆t
dVint

d t
= Vint

i −Vint
i−1

∆t
dV

d t
= V i −V i−1

∆t

(4.5)

Substituting Equation 4.5 into Equation 4.3 gives:

Vint
i +τ1

Vint
i −Vint

i−1

∆t
=Vqs

i +kτ1

(
Vqs

i −Vqs
i−1

∆t

)

⇒Vint
i =

[
Vqs

i +kτ1

(
Vqs

i−Vqs
i−1

∆t

)
+ Vint

i−1

∆t

]
1+ τ1

∆t

(4.6)

V i +τ2
V i −V i−1

∆t
=Vint

⇒V i =
[

Vint + V i−1

∆t

]
1+ τ2

∆t

(4.7)

4.2.2. PITT PETERS

This model is presented in [28]. It is used to estimate thrust and induced velocity at the rotor plane.
It is based on the momentum theory and is used in commercial codes such as Bladed and AeroDyn.
The equation for dynamic inflow at each annular ring is found as: [27]

Tk = 8

3π
ρAk r

dVi ,k

d t
+2ρAkVi ,k

(
V0 +Vi ,k

)
(4.8)

where k is the number of rings that actuator disc is divided into, Ak is the area of the ring, r is the
radial distance from the centre of the disc and Vi ,k is the induced velocity. [26]
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Thrust can be estimated using backward difference method: [1]

T j = 8

3π
ρ · Ak

j · r j ·
[

Vi ,k
j −Vi ,k

j−1

∆t

]
+2ρ · Ak

j ·Vi ,k
j ·

(
V0 +V j

i ,k

)

Vi ,k
j = 1

2

V0 + 4r

3π∆t
−

√(
V0 + 4r

3π∆t

)2

+ 16r

3π∆t
Vi ,k

j−1 −CT,qsV 2
0

 (4.9)

where CT,qs is the input loading and j represents time.

4.3. VORTEX METHODS
There is another set of models which use vorticity transport to estimate flow field. Advantage of
these methods are that they are reliable and straightforward. There are many models based on this
method, some of them are summarized in [62],[27] and [63]. In [64], this method is derived using
Bio-Savart Law. These methods use transport of vorticity in space and time. Using this law, in-
fluence of vortex particles on different locations in the wake can be found. This is repeated for all
particles for next time steps. [1] In this section, system of equation for velocity field in the near wake
is presented.

4.3.1. FREE WAKE VORTEX RING METHOD FOR NEAR WAKE REGION

This method is presented in [6]. In this model, wind turbine is modelled using an actuator disc
which is uniformly loaded and sheds discrete vortex rings downstream. [6] Figure 4.5 shows the
wake model. As shown in the figure, the first vortex ring coincides with the disc. The model is di-
vided into two parts: Near wake (from disc till 15 rotor diameters and) and Far wake (from 15 rotor
diameters onward). In this section, only near wake calculations are reviewed.

Figure 4.5: Wind turbine modelled as a uniformly loaded actuator disc [17]

The flow in this model is considered incompressible and inviscid. Therefore steady Euler equation
is used:

ρ
D

*
v

Dt
=−∇p + *

f (4.10)
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where ρ is density, v is velocity, ∇p is the pressure change and f is the force density vector which
body acts on the flow.

As the flow is considered incompressible, the continuity equation becomes:

∇· *v = 0 (4.11)

The vortex sheet is discretized into vortex rings with strength Γ. These vortex rings are shedding
from the parts of the disc where pressure jump is non-zero. [27] In an axial and axisymmetric flow,
force density is given by:

*

f = *
e x f

Integration of Equation 4.10 in the axial direction from upstream to the downstream of the disc
gives:

∆p =
∫

f d x (4.12)

van Kuik [36] gives relationship between strength of vortex rings and pressure gradient by:

DΓed g e

Dt
= ∆p

ρ
(4.13)

This shows that the strength of unsteady vortex increase with time. The gain in vortex strength from
new vortex rings developed is:

Γ

∆t
= ∆p

ρ
(4.14)

As the pressure jump across the disc can be defined as thrust acting over the frontal area of the disc.
Hence, thrust coefficient is defined by Equation 4.15, the relationship between vortex strength and
thrust coefficient is given by Equation 4.16.

CT = T
1/2ρAV 2∞

= A∆p
1/2ρAV 2∞

(4.15)

Γ= CT
(

1/2V 2∞
)

∆t
(4.16)

Axial velocity (Vx ) and radial velocity (Vr ) induced at any arbitrary point (P (rp ,θ, xp )) by a vortex
ring at [ri ,0, xi ] (as shown in Figure 4.6) is represented by Equation 4.17 and Equation 4.18 respec-
tively: [65]

Vx = Γ

2πρ2

(
K (m)+ r 2

i − rp
2 − (

xp −xi
)2

ρ2
1

E(m)

)
(4.17)

Vr = Γ

2πrpρ2

(
K (m)− r 2

i + rp
2 + (

xp −xi
)2

ρ2
1

E(m)

)
(4.18)
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where K (m) and E(m) are the complete elliptical integrals of first and second kind andρ1 =
√(

ri − rp
)2 + (

xp −xi
)2,ρ2 =√(

ri + rp
)2 + (

xp −xi
)2 and m = 4rp ri

ρ2
1

[6]

Equation 4.17 and Equation 4.18 are valid for all points in the near wake, except at the position of
the ring, i.e. xp = xi and xp = xi .

Figure 4.6: Coordinate system used for velocity calculations [17]



5
ACTUATOR DISC MODEL AND

EXPERIMENTAL SET-UP

This chapter details the actuator disc model used in the experiment and set-up used to capture ve-
locity field behind wake of the disc under steady and unsteady load. At first, the properties of the
actuator disc model are listed. Then explanation on the wind tunnel and flow measurement tech-
niques used to collect data is given

5.1. ACTUATOR DISC MODEL
Actuator disc is modelled using a porous disc shown in Figure 5.1. It is the same porous disc as
used by Hong [1]. Requirements for the disc are that it should be as thin as possible such that it
should not be flexible and not yield under load. The disc consists of two separate discs consisting of
2×2mm2 square holes, which are aligned on top of each other. The front disc is moved to change
porosity of the disc. The proximity of the discs is required to be as small as possible without any
friction between them. This is because the discs are supposed to behave as close to a single disc as
possible. It is found that with maximum porosity (see Figure 5.1a), a thrust coefficient of 0.55 can
be achieved and with minimum porosity, a thrust coefficient of 0.81 can be achieved.(see chapter 6)

During the experiment same model for actuator disc is used as in [1] since experimental conditions
are similar. In [1], step change in load was analysed while in this experiment periodic loading on the
disc will be analysed. In [1], several designs of porous disc were investigated however, it was found
that this model is the best as a comparable range of thrust coefficients with respect to a wind turbine
can be achieved without any no reverse flow. Along with this it was possible to change porosity to a
maximum of 64% with speed required for the load cases in that experiment without any reverse flow.
Difference between complete models in that experiment and this experiment is height of the tower
used. The tower used in [1],[27] was longer, which might result in different resonance frequencies
of the towers. Also the tower was welded at the middle with a rod to reduce the vibrations.
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(a) Maximum porosity configuration
[1]

(b) Minimum porosity configuration
[1]

Figure 5.1: Porous disc model used in the experiment

In order to change porosity of the disc, an actuating motor (see Figure 5.2) is used. This motor is a
linear actuator. It is used as it fulfils stroke-length and speed requirements needed for the experi-
ment.

Figure 5.2: Actuating Motor used in the experiment

5.2. WIND TUNNEL
The wind tunnel used for the experiment is the Open Jet Facility (OJF) at TU Delft High Speed Labo-
ratory (HSL). It is a closed-loop jet tunnel with an octagonal nozzle (see Figure 5.4). It has a contrac-
tion ratio of 4:1. It is driven by a large turbo-fan with a rated power of 500kW, achieving a maximum
speed of 120km/h (33.3m/s). Figure 5.3 shows its different parts. At first air is rotated 180◦ through
a large diffuser and 2 sets of vanes. After this, it enters a ’settling chamber’ through a small diffuser,
and then velocity fluctuations and turbulence are decreased using five fine-mesh screens. It enters
the ’test sections’ through a contraction. After this, air is cooled down using a heat exchanger and
rotated again 180◦ using turning vanes, returning back to the fan.
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Figure 5.3: Schematic of Open Jet Facility (OJF) at TU Delft [10]

Figure 5.4: Octagonal Nozzle of OJF [1]

The dimensions of the test section dimensions are 6×6.5 m2 and 11m in length in the inflow direc-
tion. Flow entering the test section is uniform flow with maximum turbulence intensity of 5% and
remains steady till 3m after the nozzle. Turbulence intensity of the flow is less than 0.5% till 1m after
the nozzle and less than 2% till 6m after the nozzle. The large test section of OJF allows for a bigger
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testing model and smaller blockage effects. (OJF has less than 3% blockage effect at the nozzle)

5.3. SET-UP
Data for analysis are collected using both Particle Image Velocimetry (PIV) and hot-wire anemom-
etry (HWA). In this section, set-ups for both of these are explained.

In order to fix the actuator disc model in the test section, a metal tower of 5cm diameter is used.
The height and location of this OJF platform is adjusted such that the disc is at vertical centre of the
wind-tunnel test section. The disc is not placed at horizontal centre of the test section as the camera
set-up is not able to reach it.

5.3.1. PIV-SETUP

Figure 5.5 shows the set-up of PIV system for velocity measurement. As the figure shows, two sets
of camera (LaVision Imager pro LX 16M) are used to capture flow field. These cameras have pixel
pitch of 7.4µm/px. Each camera has a field of view of 310 × 496 mm2. Digital resolution for the
measurements is 13.6px/mm. The cameras and the laser system are installed on a traverse system.
This is done to ensure that cameras and the laser system will move equally in same direction when
traverse system is moved. By doing so, PIV-system does not need to be calibrated every time it is
moved to measure. Traverse system can move in two directions, 130cm in x-direction and 35cm in
y-direction. For the experiment, PIV-system and traverse system are positioned such that it is only
required to move in x-direction to measure phase-locked velocity measurements.

Laser system that is used to illuminate the tracer particles is low speed Quantal Evergreen Nd:YAG
laser system. It has a pulse energy of 200mJ/pulse with maximum frequency of 15Hz and wave-
length of 527nm. Using a combination of two spherical and one cylindrical lens, a thin sheet of
2.5mm thickness is obtained at the field of view.

Figure 5.5: Set-up of the experiment showing PIV and hot-wire set-up
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Figure 5.6 shows a schematic of complete set-up of the experiment:

Figure 5.6: Schematic of experimental set-up

A SAFEX smoke generator is used to generate tracer particles. It uses SAFEX mix, which is dropped
over an electrically heated plate and evaporates to create smoke. The particle density is controlled
using a remote control in the control room.

Laser control and image acquisition are synchronized using a programmable transfer unit (PTU),
trigger box and DaVis. A pulse, generated by a code to control porosity, is sent to the trigger box,
which in turn sends signal to DaVis and then using the PTU, laser and images are synchronized.
The time after which image is to be required is controlled using DaVis.

Load Measurement Device: In order to measure load on the disc with changing porosity, a load
cell is attached directly to the disc as shown in Figure 5.7. Before using this load cell to measure
loading on the disc, it is calibrated using known weights and voltage change in the strain gauge. Us-
ing this relationship between voltage and weight, force on the disc can be found.
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(a) Load cell used in the experiment (b) Load cell and disc attachment

Figure 5.7: Load Cell attached to the porous disc

5.3.2. HOT-WIRE ANEMOMETRY SET-UP

The HWA set-up used in the experiment is explained in this section.

Calibration: Hot-wire probe needs to be calibrated before measurements. TSI Model 1127 Manual
Velocity Calibration 1 (see Figure 5.8) is used to calibrate the probe. This calibrator consists of
an exit nozzle which is connected to a settling chamber and then to a pressure vessel via a secondary
nozzle. The calibrator comes with three different secondary nozzle sets. For the experiment, Nozzle
set 1 is used as it is optimum for velocity range of 1m/s to 8m/s. (See section B.2 for theory behind
HWA calibration.)

Figure 5.8: TSI Model 1127 Manual Velocity Calibrator

In order to calibrate the probe, flow speed at the nozzle is varied by manually changing the pres-

1http://www.tsi.com/products/_product-accessories/manual-velocity-calibrator-without-pressure-transducer-1127.
aspx

 http://www.tsi.com/products/_product-accessories/manual-velocity-calibrator-without-pressure-transducer-1127.aspx
 http://www.tsi.com/products/_product-accessories/manual-velocity-calibrator-without-pressure-transducer-1127.aspx
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sure inside the pressure vessel. Pressure inside the pressure vessel is measured using a manometer.
By measuring temperature using a thermocouple, flow speed at the nozzle is calculated using isen-
tropic relations. This process is repeated 10 times to obtain a relationship between velocity and
voltage variation across the probe as explained in section B.2

5.4. DESCRIPTION OF LOAD CASES
Experiment can be divided in terms of load cases studied as:

1. Steady Load cases: Here porosity is kept constant. Table 5.1 presents the table with test matrix
for steady load measurements. As the table shows, for each steady load case, 70 images are
collected per FOV and the measurement distance ranged from 0.5 rotor diameters upstream
till 1 rotor diameter downstream.

Table 5.1: Test Matrix for Steady Cases

Load Case Porosity number of images Free-stream Upstream Downstream
per FOV Velocity Distance Distance

[%] [m/s] [−] [−]

steady

64 70 6 0.5D 1D
43.4 70 6 0.5D 1D
29.7 70 6 0.5D 1D
14.1 70 6 0.5D 1D

Figure 5.9 shows field of views captured with PIV for steady load cases. Windows in the fig-
ure represent field of views for the two different cameras used. The darker regions represent
overlaps between the two cameras and also between two adjacent fields of views for a camera.
The positions of these fields of view are controlled using traverse system controller.

Figure 5.9: Measurement matrix for steady load cases

2. Unsteady Load cases: Here porosity is varied harmonically with three different frequencies
and phase-locked velocity measurements are made. Table 5.2 presents the table with test ma-
trix for unsteady loading measurements. The table shows that for each steady load case, 100
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images are collected per FOV and the measurement distance ranged from 0.5 rotor diameters
upstream till 2 rotor diameters downstream.

Table 5.2: Test Matrix for Unsteady Cases

Load Case Frequency Reduced Number Free-stream Upstream Downstream
Frequency Number of images Velocity Distance Distance

[H z] [−] per FOV [m/s] [−] [−]

unsteady 5 1.57 100 6 0.5D 2D
cyclic 3 0.94 100 6 0.5D 2D

loading 1.5 0.47 100 6 0.5D 2D

Figure 5.10 shows field of views captured with PIV for unsteady load cases. The frequency of

the load variation depends on the reduced frequency
(
k = ω·D

2V0

)
. For an airfoil, k is larger than

0.05 for unsteady flow. However, no such data is available for discs, so different frequencies
are tested during the experiment to see unsteadiness of the flow. Table 5.2 summarizes the
load cases.

Figure 5.10: Measurement matrix for unsteady load cases
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Figure 5.11: Disc porosity cycle for unsteady load cases

5.5. IMAGE PROCESSING
Images collected from the experiment are processed using DaVis 8.0. Table 5.3 shows the param-
eters used for PIV. Image post processing involves the following steps:

• First step is to select the images to process and create geometrical mask over the disc and
reflections from the laser.

• Subtracting average minimum: There are different settings in DaVis 8.0 to remove back-
ground noise from raw images. For the experiment, average minimum of raw images set is
subtracted from the raw images.

• Cross-Correlation: Next step is cross-correlating the images. This process is explained in sec-
tion A.4. For this project, sequential cross correlation is used. The interrogation window size
used for it is 24 × 24 pi xel s with overlap ratio of 50%. After this median filter is applied to
delete artificial velocity vectors.

• The final step is to stitch images from all the FOV to get the full wake.

Table 5.3: PIV parameters and image processing settings

Parameters Value

Field of View per camera 310 × 496 mm2

Ensemble size (images) 70 (steady), 100 (unsteady)
Digital Resolution 13.6 px/mm

Type of image processing Sequential cross-correlation
Overlap 50%

Interrogation window size (pixels) 24 × 24 px2
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5.5.1. ERROR IN CAMERA POSITIONING

As stated before, velocity field upstream and downstream of the AD is scanned by moving the cam-
era set-up with the traverse system. As this system has a low uncertainty of 2mm, the fields are first
stitched together using the distance moved and the averaged over the overlapping regions.

Figure 5.12: Normalized axial velocity field stitched together using distance moved with
the traverse system

Figure 5.12 shows the velocity fields stitched together using distance moved with the transverse sys-
tem. The figure show that there are discontinuities at the joints, so the fields are stitched again
using correlation at the overlap region (see Figure 5.13). The figure shows that the discontinuity at
the joint area is reduced, however some discontinuity is still present.
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Figure 5.13: Normalized axial velocity field stitched together using correlation of the fields
in the overlap region





6
ACTUATOR DISC UNDER

STEADY LOADING

In this chapter, actuator disc is analysed for four different steady load cases. At first, loading on the
disc is determined. This is followed by evaluating phase-locked velocity and vorticity fields for these
load cases. The chapter ends with the analysis of results from the Vortex Ring (VR) model, discussed
in section 4.3.

After the experiment, it was found that data from the camera 2 was lost, so data from only camera 1
is used for all the analysis. Figure 6.1 shows the FOV used.

Figure 6.1: Overview of final field of view for PIV

6.1. LOAD DETERMINATION FROM FLOW FIELD
In this section, for different disc porosities, load is estimated from the obtained flow field. It is cal-
culated using two different methods and then solutions are compared.

6.1.1. 1D ACTUATOR DISC MOMENTUM-MODEL APPROXIMATION

At first, load on the disc is estimated using 1D Actuator disc momentum-model, used by Lignarolo
et al. [4]. The model is given by Equation 6.1-Equation 6.3:
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A =π
(
R2

t i p −R2
r oot

)
(6.1)

a = π

A

∫ Rt i p

Rr oot

[
1− u (x)

U∞

]
· r dr (6.2)

Ct = 4a (1−a) (6.3)

As the data at x/D = 0 is not available due to the reflections, equation Equation 6.2 for velocity profile
in the wake at x/D = 1 is used.

Table 6.1 shows the estimated thrust coefficient for different porosity values. The table shows that
when the disc has maximum porosity, thrust coefficient is minimum and vice-verse. This is also
found in the past experiments reviewed in section 2.4.

Table 6.1: Thrust Coefficients calculated using 1D Actuator disc momentum-model
approximation

Porosity [%] Thrust Coefficient [-]

64% 0.5581
43.40% 0.6290
29.70% 0.7195

14% 0.7545

According to this model, thrust coefficient for this porous disc ranges from 0.558 to 0.755. The range
is different from the experiment done with the same porous disc model used in [1]. This can arise
from many differences, few of which are listed below:

• Different load estimation techniques: Hong [1] used a load cell to determine load on the
disc. Although load cell was used in this experiment as well, it was found that the data from
the load cell cannot be used as set-up needed to be dismounted due to change of motors, but
load cell was not calibrated again.

• Differences in Experimental set-up: Few parts of the set-up were different such as the tower,
the actuating motor and tower fixation in the middle to reduce tower vibrations.

The 1D actuator disc model assumes steady, incompressible, one directional, inviscid flow
and uniform loading on the disc. However, in reality, these assumptions are not true. So the
results from this method cannot be accurate enough to draw strong conclusions, hence an-
other method described in Appendix C is used to estimate load from the velocity profile.

6.1.2. FLOW MOMENTUM INTEGRATION

In this section, load on the disc is estimated using momentum integration of the flow field as de-
scribed in section C.1. Steps to calculate thrust coefficient are as follows:
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1. Pressure Estimation: First step is to calculate static pressure field from the flow field. Pres-
sure field is calculated using Poisson Integration explained in Appendix C [22]. In order to
estimate pressure distribution, axial velocity field, radial velocity field, boundary conditions,
mask over the disc reflection region and rate of change velocity over time (du/d t and d v/d t )
are required.

As the flow is steady in this case, du
d t and d v

d t are zero. The boundary conditions are calculated
from the Bernoulli equation. The pressure is estimated using Poisson integration. (see sub-
section C.2.1)

Figures 6.2 shows the normalized pressure distribution for the steady load cases. The figures
show that at upstream position of the disc, pressure coefficient is positive. This means that
the pressure is higher than the free-stream pressure. As the flow approaches the disc, pressure
increases. After the disc, the pressure coefficient is calculated to be negative. This indicates
that the pressure after the disc is lower than the free-stream pressure. Past the disc, pressure
is minimal near the disc, where the velocity jump takes place. Along the radial direction, the
pressure is increasing towards the inner-wake edge. This results from the velocity distribution
(discussed in the next section). The figures show that the pressure is increasing after the pres-
sure jump across the disc but does not fully recover for any of the cases. It is increasing as the
wake is expanding (see next section).

(a) Porosity = 64% (b) Porosity = 43.4%

(c) Porosity = 29.7% (d) Porosity = 14%

Figure 6.2: Pressure distribution at the disc for steady load cases

Figures 6.3 show pressure jump across the disc for all the steady load cases. The figures display
the pressure distribution from r/D = 0.1 to r/D = 0.5. Near the disc due to reflection, velocity
data is unknown, so pressure cannot be found. As the figures show, pressure upstream and
downstream the disc both reach free-stream while approaching r/D = 0.5. It was mentioned
earlier that it is assumed that the disc is uniformly loaded. However, it is not completely true
as the figure shows, there is a gradient in pressure distribution in the radial direction. This is
mainly due to gradient of velocity.
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(a) Porosity = 64% (b) Porosity = 43.4%

(c) Porosity = 29.7% (d) Porosity = 14%

Figure 6.3: Pressure distribution along the upwind and the downwind surface of disc for
steady load cases

Figures 6.4 show the stream-wise development of pressure across the disc. Similar to figures
6.3, it can be seen that the pressure jump is maximum near the hub and decreases with in-
creasing radial distance. Figures also show that for the same axial position, the pressure dis-
tribution is not uniform. Hence, the disc is not uniformly loaded which is assumed to be so in
the AD model.
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(a) Porosity = 64% (b) Porosity = 43.4%

(c) Porosity = 29.7% (d) Porosity = 14%

Figure 6.4: Stream-wise development of pressure across the disc for steady load cases

2. Momentum Integration: Second step in calculating load on the disc is momentum integra-
tion of the flow field. It is done using Equation 6.4.

[
Fx

Fy

]
= −

∫ ∫
ρ

[
uu uv
uv v v

]
· *nd s −∫

[
p 0
0 p

]
· *nd s (6.4)

As stated in Appendix C, if boundary contour is taken to be big enough and far from the disc,
viscous terms in Equation C.8 can be neglected.

3. Steps 1-2 are repeated for all 4 porosity values. The figures show that the general trends for
pressure are similar. It can be noted that with decreasing porosity, pressure jump increases.
This coincides with the fact that the velocity jump across the disc also increases with decreas-
ing porosity as discussed in the next section.

Table 6.2 shows the results for thrust coefficients calculated for different porosity using momentum
integration of the flow field. For porosity of 64%-14%, CT ranges from 0.55 to 0.81. Similar to the
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results from 1D actuator disc model and past experiments, load over the disc increases with de-
creasing porosity.

Table 6.2: Thrust Coefficients calculated using flow momentum integration

Porosity [%] Thrust Coefficient [-]

64% 0.5545
43.40% 0.6117
29.70% 0.7599

14% 0.8073

6.1.3. COMPARISON

Figure 6.5 and Figure 6.6 show the results for load calculated using 1D Actuator disc momentum-
model approximation and momentum integration of the flow field. As the figures show, the load
calculated using the 1D actuator disc model is higher than that calculated using momentum inte-
gration for the first two porosities. For the two lowest porosity cases, 1D AD model predicts lower
thrust coefficient values than that from the momentum integration method. The main reasons for
the difference between calculations from the AD model and momentum integration are that for 1D
actuator disc model velocity at the disc location is required which is not available and also the flow
assumptions made in the AD model such as uniformly loaded disc, in-viscid flow, etc. are not true.

The figure shows that as porosity increases, difference between the two methods decreases and the
trend is not linear. It is likely due to the fact that with increasing CT , velocity jump across the disc
increases and hence downstream distance for flow to reach minimum before it starts to recover in-
creases (see section 6.2). As discussed in section 2.1, velocity used (u1) in Equation 2.18 has to be at
location infinitely far downstream of the rotor, but this was not the case for these velocity fields.

Figure 6.5: Thrust coefficient Vs. porosity for 1D Actuator disc momentum-model
approximation and momentum integration of the flow field
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Figure 6.6: Difference between thrust coefficients calculated using 1D Actuator disc
momentum-model approximation and momentum integration of the flow field

6.2. VELOCITY AND VORTICITY FIELDS FOR DIFFERENT DISC LOADING
In this section, velocity and vorticity fields obtained from the experiment are discussed for four dif-
ferent steady load cases.

6.2.1. DISC POROSITY = 64% AND THRUST COEFFICIENT = 0.555
Figure 6.7,Figure 6.8 and Figure 6.9 show the velocity fields and vorticity field for the maximum disc
porosity, i.e., 64% and minimum load, CT = 0.56. The figures show that axial velocity decreases as
the flow approaches the disc. This is similar to the actuator disc theory as discussed in chapter 6.
Downstream the disc, the velocity profile is non-uniform. The velocity at y/D = 0 downstream the
disc is lower than the velocity at the other radial positions for the same axial position. This higher
reduction in the velocity field directly behind the disc hub is due to the tower-shadow effect.

The figure also shows that the increase in velocity towards y/D = 0.5. This is due to tip vorticity
and expansion of the wake. The effect of the disc mesh on the velocity just behind the disc is also
shown. The velocity just behind the disc is discontinuous. This discontinuous velocity field disap-
pears around x/D = 0.1. The axial velocity behind the disc decreases with the downstream distance.
So no velocity recovery can be seen till the downstream distance of x/D = 1. However, from Fig-
ure 6.19a, it can be seen that the rate of decrease of velocity is decreasing, which means that the
velocity field can be expected to reach a global minimum at some point in the downstream distance
and then starts recovering as discussed in chapter 6.
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Figure 6.7: Normalized Axial Velocity field for AD under steady loading for maximum
porosity of 64% and Thrust coefficient = 0.555

Figure 6.8 shows the normalized radial velocity field around the disc with CT of 0.56. Positive di-
rection in the velocity indicates outward movement of the flow towards the free-stream, while the
negative direction implies movement toward the nacelle. The velocity in the radial direction is much
smaller than the axial velocity. The radial velocity is positive everywhere in the field except the re-
gion directly affected by the tower and the hub of the disc. The direct effect of the disc mesh can
also be seen on the radial velocity in the wake just behind the disc. It can also be seen that the radial
velocity increases near the disc edge, indicating outward movement of the flow near the disc edge.

Figure 6.8: Normalized Radial Velocity field for AD under steady loading for maximum
porosity of 64% and Thrust coefficient = 0.555
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Figure 6.9: Normalized Vorticity fields fir AD under steady loading for maximum porosity
of 64% and Thrust coefficient = 0.555

Figure 6.9 shows the normalized vorticity field for the maximum disc porosity and CT = 0.56. The
figures show a strong positive and negative vorticity originating from porosity of the disc. The pos-
itive vorticity dissipates around x/D = 0.3, leaving the field with only negative vorticity. It can also
been seen that other two regions of the strong vorticity are the regions behind the disc hub and re-
gion around y/D = 0.5. The vorticity behind the disc hub is mainly negative. The figures show that
there is concentrated sheet of negative vorticity around the disc edge, which expands and decreases
in strength. Around x/D = 0.2, the sheet diffuses into a broader region and by x/D = 0.8, the abso-
lute strength of the sheet has decreased from ω D

U∞
Ê 50 to ω D

U∞
É 10.

6.2.2. DISC POROSITY = 43.4% AND THRUST COEFFICIENT = 0.612
Figure 6.10-Figure 6.12 show the normalized velocity fields and vorticity field for the AD with poros-
ity of 43.4% and CT = 0.61. Velocity field outside the inner wake has velocity higher than the free-
stream velocity and inside the inner wake, it is lower than the free-stream velocity. Although trends
are similar to the results for the AD with CT = 0.56, the velocity jump across the disc, wake expan-
sion, etc. are different.
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Figure 6.10: Normalized Axial Velocity field for AD under steady loading for porosity of
43.4% and Thrust coefficient = 0.612

Figure 6.11 shows the radial velocity field for the disc porosity of 43.4% with thrust coefficient =
0.612. The figure shows that like the previous load case, the radial velocity increases near the disc
edge. Also, effects of the disc hub and tower can also be seen.

Figure 6.11: Normalized Radial Velocity field for AD under steady loading for porosity of
43.4% and Thrust coefficient = 0.612

Figure 6.12 shows the normalized vorticity field for disc porosity of 43.4% and CT = 0.61. By com-
paring the two cases, it can be noted that for the higher load, dissipation takes longer downstream
distance.
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Figure 6.12: Normalized Vorticity fields fir AD under steady loading for porosity of 43.4%
and thrust coefficient = 0.612.

6.2.3. DISC POROSITY = 29.7% AND THRUST COEFFICIENT = 0.76
Figure 6.13 shows the normalized axial velocity field for CT = 0.76. The figure shows that the axial
velocity is decreasing with downstream distance. It also shows the discontinuity in the axial velocity
behind the disc due to the mesh of the disc. The effect of the disc hub can also be seen as the velocity
induction in the region behind the hub is maximum. However, these two effects quickly dissipate.
The figure also shows that the wake is expanding with downstream distance.

Figure 6.13: Normalized Axial Velocity field for AD under steady loading for porosity of
29.7% and thrust coefficient = 0.76

Figure 6.14 shows the normalized radial velocity field for thrust coefficient = 0.76. Due to the ex-
panding wake, radial velocity is mainly positive in the wake exception being the region behind the
disc hub.



60 6.2. VELOCITY AND VORTICITY FIELDS FOR DIFFERENT DISC LOADING

Figure 6.14: Normalized Radial Velocity field for AD under steady loading for porosity of
29.7% and thrust coefficient of 0.76 and thrust coefficient = 0.76

Figure 6.15 displays the normalized vorticity field for thrust coefficient = 0.76. The figure shows the
region in blue shades where vorticity is negative. It is shown that as the wake expands, the strength
of vorticity decreases. This is due to dissipation of vorticity.

Figure 6.15: Normalized Vorticity fields fir AD under steady loading for porosity of 29.7%
and thrust coefficient of 0.76 and thrust coefficient = 0.76

6.2.4. DISC POROSITY = 14% AND THRUST COEFFICIENT = 0.807
The normalized axial velocity field for thrust coefficient = 0.807 is shown in Figure 6.16. The velocity
decreases as the flow advances towards the disc. Across the disc, there is a velocity induction. This
is because of kinetic energy dissipation across the disc. Effect of the mesh of the disc and disc hub
is noticed for this case as well.
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Figure 6.16: Normalized Axial Velocity field for AD under steady loading for minimum
porosity of 14% and thrust coefficient = 0.807

The normalized radial velocity field for thrust coefficient = 0.807 is shown in Figure 6.17. The radial
velocity increases towards the disc as the flow moves outwards towards the free-stream due to pres-
ence of the disc. Region behind the hub has a negative radial velocity.

Figure 6.17: Normalized Radial Velocity field for AD under steady loading for minimum
porosity of 141% and thrust coefficient = 0.807

The normalized vorticity field for thrust coefficient = 0.807 is shown in Figure 6.18. The regions of
strong vorticity are wake edge, behind the disc and behind the disc hub. It can be explained by
strong velocity gradient in these regions.
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Figure 6.18: Normalized Vorticity fields fir AD under steady loading for minimum porosity
of 14% and thrust coefficient = 0.807

6.2.5. COMPARISON OF VELOCITY FIELDS FOR DIFFERENT LOAD CASES

By comparing all the fields, following salient points can be made:

1. Axial Velocity: Figures 6.19 show the radial variation of the normalized axial velocity for differ-
ent axial positions. As the figure shows, for all load cases, the normalized axial velocity behind
the disc is lower than the free-stream velocity. It approaches V∞ while reaching towards the
radial position of 0.5 rotor diameters (i.e. the disc tip).

The figures show that as the axial position increases, the normalized axial velocity decreases.
This means that the velocity has not started recovering yet. However, it can also be noticed
that the rate of decrease of velocity over increasing the downstream axial position also de-
creases. From this figure, it can be inferred that at a certain point at the downstream axial
position, velocity can be expected to reach its global minimum and starts recovering.

According to the normalized axial velocity plots, as the load increases, the velocity induction
also increases. This means that with increasing load, more kinetic energy is dissipated by the
disc. However, for CT = 0.56 and CT = 0.61, there not much difference between the velocity
induction. On contrary, near the disc (until x/D = 0.5), there are regions where CT = 0.61 has
higher velocity than CT = 0.56. This is caused by the mesh of the disc and hub. However, av-
erage induction over the disk for CT = 0.56 is lower than that for CT = 0.61. According to [1],
as loading on the disc increases, the rate of velocity change over the axial distance increases
due to higher momentum exchange. However, from Figure 6.19, no such conclusions can be
made. Although rate of velocity change decreases for all the load cases, but the rate of change
in velocity profiles are not very different from each other for all the load cases. This is possibly
because the flow is yet to reach the recovery point, so that the its recovery locations can be
compared.
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(a) Porosity = 64% and thrust coefficient = 0.555. (b) Porosity = 43.4% and thrust coefficient = 0.612.

(c) Porosity = 29.7% and thrust coefficient = 0.76. (d) Porosity = 14% and thrust coefficient = 0.807.

Figure 6.19: Radial variations of normalized axial velocity for different axial positions

2. Radial Velocity: Figures 6.20 show the radial variation of the normalized radial velocity for
different downstream axial positions. As the figure shows, jump in the radial velocity is quite
small for all load cases. However, it can be observed, that unlike axial velocity, jump of the
radial velocities is higher for the lower loading. This is likely cause due to a higher wake ex-
pansion for higher load. Thus, with increased expansion, flow field is directed towards the
positive radial positions, hence increase in the radial velocity. However, it should be noted
that the difference is small.
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(a) Porosity = 64% and thrust coefficient = 0.555. (b) Porosity = 43.4% and thrust coefficient = 0.612.

(c) Porosity = 29.7% and thrust coefficient = 0.76. (d) Porosity = 14% and thrust coefficient = 0.807.

Figure 6.20: Radial variations of normalized radial velocity for different axial positions

3. Wake Expansion: Figures 6.21 show the field expansion for the four different load cases. As
shown in the figures, for lower load on the disc, expansion of the field decreases. This result
is also consistent with the past experiments (section 2.4) as with increasing porosity, thrust
coefficient is decreased and less kinetic energy is dissipated by the AD, resulting in a smaller
wake expansion.
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Figure 6.21: AD wake expansion for steady load cases. The curves represent the points
where the velocity is equal to the free-stream velocity

6.3. VORTEX RING SOLUTION OF THE FLOW FIELD USING EXPERIMENTAL DATA
In this section, velocity solutions from the Vortex Ring model described in section 4.3 are analysed
and compared to the experimental results. In order to do so, strength of the wake is required. There
are two ways to estimate it:

1. Free Wake Vortex Ring model: This is the method used by Hong [1], Yu et al. [27]. Strength of
the wake is calculated based on thrust coefficient using Equation 4.16. Position of the Vortex
Ring is estimated for each time step and velocity field is estimated using strength and position
of these vortex rings using Equation 4.17 and Equation 4.18.

2. Prescribed Wake Vortex Ring model: Load data was not available at first, so the FWVR model
could not be used for this project, instead Prescribed Wake Vortex Ring (VR) Method is used.
In this method, instead of estimating wake strength from thrust coefficient, it is estimated us-
ing vorticity near the inner-wake edge. Vorticity near the inner-wake edge is estimated from
the experimental results. Hence, the wake expansion is already prescribed. Therefore, only
velocity field calculations can be validated for this method. For far wake region, a mean value
of vorticity around x/D = 0.8 - 1 (for unsteady load cases, x/D = 1.8 - 2) is used as shown in
Figure 6.22. This is done as the vorticity near the wake edge is the most important as it takes
longest to dissipate but data is not collected after x/D = 1 for steady load cases (x/D = 2 for un-
steady load cases). As shown in the previous section, vorticity in the other regions dissipate
quickly, so its influence is assumed to be not as strong as the vorticity near the wake boundary.
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Figure 6.22: Wake expansion for Prescribed Wake Vortex Ring model

The figure shows that the wake boundary up to x/D = 1 is estimated using inner-wake edge
from the experimental data. After that point as velocity data is not available, wake is assumed
to stop expanding and mean value of vorticity between point x/D = 0.8 and 1 is used to esti-
mate wake strength after x/D = 1. This is done to take the effect of vorticity after that point
and also assuming that after a certain point, wake recovers and does not expand any-more.
The flow fields in the previous section show that for neither of the load cases, wake has fully
recovered, so the wake will still be expanding after x/D = 1. Hence, the method of assuming
that wake stops expanding after x/D = 1 (x/D = 2 for unsteady load cases) will introduce an
error in the velocity estimation using the VR model.

(a) At first, vorticity is calculated using Equation 6.5 from the velocity data.

ω=∇× *
u (6.5)

(b) From vorticity, strength of the wake is calculated using Equation 6.6

Γ=
∫ ∫

S

ω ·dS (6.6)

(c) Next step is to extend the wake strength to far wake. For all load cases, the wake is
extended till downstream distance of 4 rotor diameters. Figure 6.23 shows the wake
strength in the shear layer for different load cases.
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(a) Wake strength in the shear layer
for porosity 64% and thrust

coefficient = 0.555

(b) Wake strength in the shear layer
for porosity 43.4% and thrust

coefficient = 0.612

(c) Wake strength in the shear layer
for porosity 29.7% and thrust

coefficient = 0.76

(d) Wake strength in the shear layer
for porosity 14% and thrust

coefficient = 0.807

Figure 6.23: Vorticity Field used for Vortex Ring model

(d) After this, axial and radial velocity fields are calculated using Equation 4.17 and Equa-
tion 4.18 for same field as for experimental data.

6.3.1. AXIAL VELOCITY

Figure 6.24 shows the normalized axial velocity field for all steady load cases estimated using Vortex
Ring model. Equation 4.17 is used to calculate axial velocity. It shows that as the flow approaches
the disc, the axial velocity decreases. Across the disc, there is a velocity induction for all cases and
velocity decreases with downstream distance. It can also be noticed that the wake expansion in-
creases with increase in loading on the disc.
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(a) Porosity = 64% and thrust coefficient = 0.555 (b) Porosity = 43.4% and thrust coefficient = 0.612

(c) Porosity = 29.7% and thrust coefficient = 0.76 (d) Porosity = 14% and thrust coefficient = 0.807

Figure 6.24: Normalized Axial Velocity field for AD under steady loading estimated using
the Vortex Ring model

6.3.2. RADIAL VELOCITY

Figure 6.25 shows the normalized radial velocity field for all steady load cases estimated using Vor-
tex Ring model. Equation 4.18 is used to calculate the radial velocity. The figures show that radial
velocity is maximum near the tip of the disc for all load cases. It is close to zero along the centre
line of axis and increases further from the hub. The radial velocity is mainly positive, except at few
locations in the shear layer. This is possibly because of the effect of estimation of the wake strength
in the region where experimental data was unavailable. Due to this assumption, the model assumes
that wake has stopped expanding resulting in negative radial velocity near x/D = 1.
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(a) Porosity = 64% and thrust coefficient = 0.555 (b) Porosity = 43.4% and thrust coefficient = 0.612

(c) Porosity = 29.7% and thrust coefficient = 0.76 (d) Porosity = 14% and thrust coefficient = 0.807

Figure 6.25: Normalized Radial Velocity field for AD under steady loading estimated using
the Vortex Ring model

6.3.3. COMPARISON OF VELOCITY FIELDS FOR DIFFERENT LOAD CASES

In this section, velocity fields for the different loads on the disc are compared and discrepancies
between them are analysed.

1. Axial Velocity: Figure 6.26 shows the radial variation of the normalized axial velocities for dif-
ferent axial positions. The figure illustrates that the general trends for all the load cases are
similar. The velocity profiles are not uniform behind the disc. However, with downstream dis-
tance they become more uniform. The figures also show that velocity increases to free-stream
conditions for the radial positions near 0.5 rotor diameters. As stated earlier, this is because
of the presence of tip vortices in the shear layer.
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(a) Porosity = 64% and thrust coefficient = 0.555 (b) Porosity = 43.4% and thrust coefficient = 0.612

(c) Porosity = 29.7% and thrust coefficient = 0.76 (d) Porosity = 14% and thrust coefficient = 0.807

Figure 6.26: Radial variations of normalized axial velocity calculated using Vortex Ring
model for different axial positions

There is velocity induction across the disc. The axial velocity is still decreasing till x/D = 1. The
rate of decrease of velocity with downstream axial distance is decreasing. Figure 6.26 shows
that the difference between porosity of 64% and 43.4% (CT = 0.555 and 0.612 respectively) is
very small for all the axial positions. For porosity of 43.4% (CT = 0.612), the average velocity
induction is slightly larger. The figures show that the velocity induction across the disc in-
creases with load.

2. Radial Velocity: Figure 6.27 show the radial variation of the normalized radial velocity field
for the four steady load cases. Similar to radial variation of the normalized axial velocity, the
normalized radial velocity also decreases with increasing downstream position. At r/D = 0.5,
it decreases to 0 as in the far outer wake the flow is mainly in the axial direction.
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(a) Porosity = 64% and thrust coefficient = 0.555 (b) Porosity = 43.4% and thrust coefficient = 0.612

(c) Porosity = 29.7% and thrust coefficient = 0.76 (d) Porosity = 14% and thrust coefficient = 0.807

Figure 6.27: Radial variations of normalized radial velocity calculated using Vortex Ring
model for different axial positions

3. Wake Expansion: Figure 6.28 shows the field expansion for the four different steady load
cases. As indicated, with a lower load on the disc, expansion of the field decreases. These
results are also consistent with the past experiments (section 2.4). With increasing porosity,
thrust coefficient is decreased and less kinetic energy is dissipated by the AD, resulting in the
smaller wake expansion.
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Figure 6.28: AD wake expansion for different porosity. The curves represent the points
where the velocity is equal to the free-stream velocity

6.3.4. VALIDATION OF THE MODEL

In this section, results from the Vortex Ring model are validated using the experimental results. This
is done by calculating the difference between the two results.

AXIAL VELOCITY

Figures 6.29 show the radial variation of the normalized axial velocity measured experimentally and
computed via Vortex Ring model. From the figures, it is evident that the velocity profiles from the
experiment and Vortex Ring model are more similar near the r/D = 0.5 region. This is because wake
strength is estimated using flow field near the wake boundary. Behind the disc, velocity profile for
all the load cases is more uniform for the Vortex Ring model than that from the experiment. In the
experimental results, effect of the disc mesh is seen, which is not taken into account for the Vortex
Ring model. Another big difference is near the hub region as the Vortex Ring model does not take
the effect of hub into account.



6. ACTUATOR DISC UNDER STEADY LOADING 73

(a) Porosity = 64% (b) Porosity = 43.4% and thrust coefficient = 0.612

(c) Porosity = 29.7% and thrust coefficient = 0.76 (d) Porosity = 14% and thrust coefficient = 0.807

Figure 6.29: Radial variation of normalized axial velocity from the Experiment (–) and
Vortex Ring model (**) different axial positions

Figure 6.30 shows the difference between normalized axial velocity fields from the experiment and
the Vortex Ring model. This difference is found as:

ε̄x = Vx,exp −Vx,V RM

V∞
(6.7)

The figures show that the difference is higher just behind the disc due to the disc mesh and nacelle.
Further downstream from the disc, the difference decreases. The figures illustrate that the differ-
ence between the velocity fields outside the wake is minimum. For all the load cases, Vortex Ring
model underestimates the axial velocity profile in the region just behind the disc by over 50% of the
free-stream velocity. This is due to not taking effect of the disc mesh into account. In other regions ,
the difference ranges between -10% and 10% of the free-stream velocity..
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(a) Porosity = 64% and thrust coefficient = 0.555 (b) Porosity = 43.4% and thrust coefficient = 0.612

(c) Porosity = 29.7% and thrust coefficient = 0.76 (d) Porosity = 14% and thrust coefficient = 0.807

Figure 6.30: Difference between normalized axial velocity fields from the experiment and
the Vortex Ring model

RADIAL VELOCITY

Figure 6.31 shows the difference between normalized radial velocity fields from the experiment and
the Vortex Ring model. This difference is found as:

ε̄r =
Vr,exp −Vr,V RM

V∞
(6.8)

The figures show that error in the radial velocity is smaller compared to the axial velocity. This is
due to the fact that radial velocity is smaller than the axial velocity. For all the cases, the error is
maximum behind the disc and the hub. This is because the wake strength is assumed only using
vorticity near the boundary of the inner wake. The difference ranged between -2% and 2% of the
free-stream velocity.
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(a) Porosity = 64% and thrust coefficient = 0.555 (b) Porosity = 43.4% and thrust coefficient = 0.612

(c) Porosity = 29.7% and thrust coefficient = 0.76 (d) Porosity = 14% and thrust coefficient = 0.807

Figure 6.31: Difference between normalized radial velocity fields from the experiment and
the Vortex Ring model

COMPARISON WITH HOT-WIRE DATA

Table 6.3 presents the normalized axial velocity results for the location of hot-wire from HWA and
VR model. The table shows that there is a difference between both estimations. This difference is
associated with errors in the two methods, namely: vibrations of the hot-wire probe, inconsistency
in the calibration of the HWA probe, wake strength used for VR model, etc. The difference between
the two ranges from 3.7% to 9% of the free-stream velocity.

Table 6.3: Axial Velocity comparison between hot-wire results and VRM for steady load
cases

Porosity [%] HWA

[
*̄
u

U∞

]
VR model

[
*̄
u

U∞

]
64 0.96 1.047

43.4 1.02 1.057
29.7 1.09 1.083
14 1.19 1.10

It can be concluded from the results from both the experiment and VR model that velocity induc-
tion and wake expansion increases with load on the disc. The results also show that load on the disc
decrease with increase in the disc porosity. In order to study the effects of cyclic loading on the disc,
porosity of the disc is varied sinusoidally. The results for load and flow field are presented in the
next chapter.





7
ACTUATOR DISC UNDER

UNSTEADY LOADING

In this chapter, actuator disc is analysed under cyclic unsteady loading. As stated before, poros-
ity of the disc is changed in a sinusoidal way with frequency of 5Hz, 3Hz and 1.5Hz, with reduced
frequency of 1.57, 0.94 and 0.47 respectively. At first, estimation of loading on the AD is carried at
with two different methods. This is followed by analysis of phase-locked normalized flow fields for
these cases. Then velocity fields estimated using Vortex Ring model are then analysed and validated.

7.1. LOAD DETERMINATION FROM FLOW FIELD
Load calculations are discussed in this section. At first, load is calculated using 1D-AD momentum
model approximation, for which load trends are compared for each frequency. After this, same is
repeated for calculating load using momentum integration of the flow field. Then, solutions from
these two methods are compared to each other.

7.1.1. 1D ACTUATOR DISC MOMENTUM-MODEL APPROXIMATION

Load on the disc is calculated using equations 6.1-6.3. Table 7.1 shows the load calculations for sinu-
soidal change in the disc porosity with 5Hz frequency and k = 1.57. The table shows that the thrust
coefficient varies between 0.675 and 0.574. These values are different from those for the steady load
cases. Unlike the steady load cases, where maximum porosity corresponds to the minimum load
and vice-verse, 1D AD approximation does not result in a similar trend for cyclic unsteady load-
ing. The maximum load is for 19% porosity just before the minimum porosity case. The minimum
porosity is for 59% porosity, which is just before the maximum porosity. This is possibly because of
unsteady loading on this disc which is contrary to the assumption made in the 1D AD model.

Table 7.2 shows the thrust coefficient for unsteady load case with frequency of 3Hz and k = 0.94. The
thrust coefficient ranges from 0.547 till 0.684. The maximum and the minimum values are lower
than those for the steady load cases. The maximum is for the same time-node and porosity of 19%
as the previous unsteady load case. The minimum thrust coefficient is also for the same time-node
and porosity of 59% like the previous unsteady load case. The reason is possibly that the flow is
unsteady and also the wake has not reached the recovery point.
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Table 7.1: Thrust Coefficients calculated using 1D Actuator disc momentum-model
approximation for sinusoidal change in the disc porosity with frequency of 5Hz and k =

1.57.

Time [ms] Porosity [%] Thrust Coefficient [-]

20 59 0.583
40 47 0.592
60 31 0.640
80 19 0.675

100 14 0.666
120 19 0.634
140 31 0.601
160 47 0.587
180 59 0.574
200 64.0 0.579
220 59 0.583

Table 7.2: Thrust Coefficients calculated using 1D Actuator disc momentum-model
approximation for sinusoidal change in the disc porosity with frequency of 3Hz and k =

0.94.

Time [ms] Porosity [%] Thrust Coefficient [-]

33 59 0.592
66 47 0.643
99 31 0.680

132 19 0.684
165 14 0.671
198 19 0.642
231 31 0.603
264 47 0.553
297 59 0.547
330 64.0 0.559
363 59 0.592

Load calculations with 1D-AD model for the unsteady load case with 1.5Hz frequency and k = 0.47
are shown in Table 7.3. The maximum thrust coefficient is 0.728 for porosity of 19%, which is the
time-node before the minimum porosity. The minimum CT is 0.535 for the porosity of 59%, just
before the maximum porosity. This trend is same as the previous two unsteady load cases.
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Table 7.3: Thrust Coefficients calculated using 1D Actuator disc momentum-model
approximation for sinusoidal change in the disc porosity with frequency of 1.5Hz and k =

0.47.

Time [ms] Porosity [%] Thrust Coefficient [-]

67 59 0.637
134 47 0.698
201 31 0.719
268 19 0.728
335 14 0.658
402 19 0.566
469 31 0.541
536 47 0.541
603 59 0.535
670 64.0 0.567
737 59 0.640

Comparison of load with changing frequency: Figure 7.1 shows a comparison of load cycle for
the three unsteady load cases. It was found in section 6.1 that for the steady load cases, thrust co-
efficient (using AD-model) ranges from 0.558 to 0.754 for the porosity range of 14-64%. AD model
estimates that all the unsteady load cases have higher minimum load over the disc than that for the
steady load cases. The unsteady load cases have lower maximum value than that for the steady load
cases as estimated by the 1D AD model. The difference is likely caused as the AD model assumes
steady, inviscid flow conditions.
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(a) Thrust Coefficient vs. Porosity

(b) Thrust Coefficient vs. Time

Figure 7.1: Thrust Coefficient calculated using AD-model for the 3 unsteady load cases

7.1.2. FLOW MOMENTUM INTEGRATION

For momentum integral of the flow field, Equation 7.1 is used. The viscous term is ignored in this
equation, as the viscous effects are assumed to be negligible if the contour is taken to be sufficiently
far from the disc [66]. Static pressure is calculated using Poisson integration (see section C.2). Pres-
sure (static) fields for all the unsteady load cases are presented in Appendix D. For all cases, pressure
increases as flow approaches the disc. Across the disc, there is a pressure jump, after which pressure
follows the wake expansion and contraction (discussed in the next section). Due to cyclic loading on
the disk, wake is expanding and contracting. This causes pressure to increase with wake expansion
and decrease with wake contraction. Pressure fields show that loading on the disc is non-uniform
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as the radial variation of pressure for an axial position in the field has a gradient.

In order to calculate rate change of velocity with time, central difference method is used for the mid-
dle time-nodes, forward difference method is used for the first time-node and backward difference
method is used for the last time-node
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Table 7.4 shows loading on the disc for the unsteady load case with 5Hz frequency (k = 1.57) calcu-
lated using momentum integration of the flow field. The thrust coefficient ranges from 0.55 to 0.71.
The minimum load is found at the time-node of 1.0 with porosity of 64% which is the maximum
porosity. The maximum load is found at the minimum porosity of 14%. The table shows that the
first and the last porosity cases do not have same loading. This could be due to the uncertainties in
load calculations and PIV measurements discussed in chapter 8

It can also be seen that the same porosity cases with different phases do not have same loading on
the disc. This is because of the dynamic inflow discussed in chapter 4. Due to the wake being a mix-
ture of ’new’ and ’old’ vorticity, when porosity changes, the change in load and vorticity strength is
not the same as in the steady load cases. As explained in [1], when porosity is suddenly changed,
there is a sudden increase or decrease in load before reaching a steady-state value. However, this
was the case for a step change in porosity. In this experiment, porosity is continuously changing, so
there is no approach to a steady-state value. Effect of the sudden increase or decrease in loading is
also minimized due to sinusoidal change in porosity.

Table 7.4: Thrust Coefficients calculated using flow momentum integration for sinusoidal
change in the disc porosity with frequency of 5Hz and k = 1.57.

Time [ms] Porosity [%] Thrust Coefficient [-]

20 59 0.5550
40 47 0.5577
60 31 0.5790
80 19 0.6200

100 14 0.7051
120 19 0.6970
140 31 0.6775
160 47 0.6574
180 59 0.5964
200 64.0 0.5501
220 59 0.5545

Table 7.5 shows results for thrust coefficient for each porosity for the unsteady load case with 3Hz
frequency and k = 0.94. The minimum load is found to be 0.57 for time-node of 0.10 with porosity of
64%. The maximum load of 0.68 is found to be at the time-node 0.5 with porosity of 14%. The table
shows that the first and the last porosity cases do not have same loading. This is possibly due to
uncertainty in the PIV measurements and load calculations(see chapter 8). Other trends are similar
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to the previous unsteady load case.

Table 7.5: Thrust Coefficients calculated using flow momentum integration for sinusoidal
change in the disc porosity with frequency of 3Hz and k = 0.94.

Time [ms] Porosity [%] Thrust Coefficient [-]

33 59 0.5721
66 47 0.5925
99 31 0.6217

132 19 0.6490
165 14 0.6838
198 19 0.6709
231 31 0.6508
264 47 0.6115
297 59 0.5840
330 64.0 0.5690
363 59 0.5720

Results for thrust coefficient for each porosity for the unsteady load case with 1.5Hz frequency (k =
0.47) are shown in Table 7.6. The range for the thrust coefficient is 0.55-0.69. The minimum load on
the disc occurs at the maximum porosity and vice-verse.

Table 7.6: Thrust Coefficients calculated using flow momentum integration for sinusoidal
change in the disc porosity with frequency of 1.5Hz and k = 0.47.

Time [ms] Porosity [%] Thrust Coefficient [-]

67 59 0.5655
134 47 0.6050
201 31 0.6386
268 19 0.6655
335 14 0.6920
402 19 0.6750
469 31 0.6512
536 47 0.6155
603 59 0.5748
670 64.0 0.5548
737 59 0.5650

Comparison of load with changing frequency: Figure 7.2 compares load cycles for the three dif-
ferent unsteady load cases. The figure shows that all three load cases form cycle, but not necessarily
a sinusoidal. A clearer trend can be found with more data points for each load case.

With higher frequency for porosity change, load cycle is broader. Hence, the difference between
loads for same porosity value but different phase is lower for smaller frequency. This as explained
before is caused by the unsteadiness of the flow field and difference in velocity induction. The range
of thrust coefficient for the three load cases is comparable (difference likely due to the errors in the
experiment as discussed in 6). With increased frequency, speed and acceleration of porosity cycle
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is higher. Due to this, the load change between the two porosity values is also higher (similar to [1]
during a step-change). As described earlier, this difference is caused by the ’dynamic inflow’ effect.

(a) Thrust Coefficient vs. Porosity

(b) Thrust Coefficient vs. Time

Figure 7.2: Thrust Coefficient calculated using momentum integration for the 3 unsteady
load cases

7.1.3. COMPARISON OF THE TWO METHODS

Figure 7.3-Figure 7.5 shows the thrust coefficient calculated using 1D-AD model and momentum
integration of the flow field. Results from both methods are very different from each other. Accord-
ing to the 1D AD model, loading with higher frequency is more similar to that for the steady load
cases. This is probably because 1D-AD model assumes steady flow field which is not true for these
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for these cases along with uncertainties discussed in chapter 8. Hence, calculations using 1D AD
model for unsteady flow cannot be used to draw conclusions.

From load estimation, difference between step-change in porosity and sinusoidal change in poros-
ity can be established. As seen in [1],[27], when there is a step decrease in porosity, there is an over-
shoot in loading and velocity, before a subsequent decay to a steady-state. This is not observed in
any of the cyclic load cases. This can be explained by wake being mixture of ’new’ and ’old’ vortices.
When step change in porosity was made, ’new’ vortices of new strength were shed from the disc.
Unless they replaced the ’old’ vortices to the extent that effect of the ’old’ vortices was negligible,
effect of these ’old’ vortices was observed. However, when the ’old’ vortices were being transported
far enough, a gradual change to a steady-state value was seen. However, in case of sinusoidal poros-
ity change, a gradual change in load is taking place (no sudden change from maximum to minimum
or opposite). Therefore, a continuous change in the strength of ’new’ vortices takes place. The old
vortices are also mixture of different strength (but this strength difference is not that much as seen
in the vorticity fields as porosity change is gradual). Therefore, no sharp change in load is seen.

(a) Thrust Coefficient vs. Porosity (b) Thrust Coefficient vs. Time

Figure 7.3: Thrust Coefficient calculated with two different methods for sinusoidal
frequency of 5Hz

(a) Thrust Coefficient vs. Porosity (b) Thrust Coefficient vs. Time

Figure 7.4: Thrust Coefficient calculated with two different methods for sinusoidal
frequency of 3Hz
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(a) Thrust Coefficient vs. Porosity (b) Thrust Coefficient vs. Time

Figure 7.5: Thrust Coefficient calculated with two different methods for sinusoidal
frequency of 1.5Hz

7.2. VELOCITY AND VORTICITY FIELDS FOR DIFFERENT REDUCED FREQUEN-
CIES

In this section, velocity and vorticity fields for all three unsteady load cases are analysed. At first,
porosity changing with frequency of 5Hz is discussed, followed by frequency of 3Hz and finally
1.5Hz.

7.2.1. FREQUENCY = 5HZ AND REDUCED FREQUENCY = 1.57
In this section, velocity and vorticity fields for unsteady load case in which the disc load cycle has a
frequency of 5Hz and k = 1.57 are discussed.

AXIAL VELOCITY

Figure 7.6-Figure 7.9 show the average normalized axial velocity fields for changing porosity with
frequency of 5Hz and k = 1.57. The region outside the wake has u/U∞ larger than 1 similar to the
steady load cases. Inside the wake, it decreases to lower than 1. As porosity changes, progression of
flow fields can clearly be seen in the figures. The figures show that as load on the disc changes, wake
expansion changes. When porosity decreases at first and load on the disc increases from Figure 7.6a
to Figure 7.7b, the wake immediately near the disc expands more. Because of gradual decrease in
loading on the disc, the wake expansion is also gradual. Likewise, as porosity increases and disc
loading decreases from Figure 7.7b to Figure 7.9a, the wake immediately near the disc expands less.
Hence in contrast to steady load cases where flow field was expanding with downstream distance,
in this case of cyclic loading, wake expands and also contracts with it.

The figures also illustrate that the velocity fields for this case is scanned till x/D = 2. Same fields
are represented in Figure E.1-Figure E.5. In these figures, it can clearly be seen that with changing
porosity, the wake is expanding and contracting with changing loading.

For all the cases, the axial velocity has not fully recovered even till the downstream distance of 2
rotor diameters. Due to the tower shadow affect, the velocity at the hub is lower than neighbouring
regions.
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(a) Porosity = 59% (decreasing porosity) and CT = 0.555

(b) Porosity = 47% (decreasing porosity) and CT = 0.557

(c) Porosity = 31% (decreasing porosity) and CT = 0.579

Figure 7.6: Normalized Axial Velocity Field used for porosity changing with frequency =
5Hz and reduced frequency = 1.57 (Experiment)
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(a) Porosity = 19% (decreasing porosity) and CT = 0.620

(b) Porosity = 14% (minimum porosity) and CT = 0.705

(c) Porosity = 19% (increasing porosity) and CT = 0.697

Figure 7.7: Normalized Axial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Experiment)



88 7.2. VELOCITY AND VORTICITY FIELDS FOR DIFFERENT REDUCED FREQUENCIES

(a) Porosity = 31% (increasing porosity) CT = 0.678

(b) Porosity = 47% (increasing porosity) and CT = 0.657

(c) Porosity = 59% (increasing porosity) and CT = 0.596

Figure 7.8: Normalized Axial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Experiment)
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(a) Porosity = 64% (maximum porosity) and CT = 0.550

(b) Porosity = 59% (decreasing porosity) and CT = 0.554

Figure 7.9: Normalized Axial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Experiment)

RADIAL VELOCITY

Figure 7.10-Figure 7.13 show the average radial velocity fields normalized with respect to the free-
stream velocity for sinusoidal change in porosity of the disc with a frequency of 5Hz and k = 1.57.
Behind the hub, the radial velocity is negative. However, unlike steady load cases, where radial ve-
locity in other regions is mainly positive up to x/D = 1, for this unsteady load case, radial velocity
is both negative and positive. This is most likely due to the sinusoidal change in porosity resulting
in cyclic loading on the disc. Due to this, wake is expanding and contracting as seen in the axial
velocity fields. This in turn changes the magnitude and the direction of the radial velocity owing to
flow moving outboards toward the free-stream and in-boards with wake expanding and contracting
respectively. For the first half of the load cycle, where loading on the disc increases, radial velocity
is positive next to the disc due to expanding wake. However, for the second half, region of negative
radial velocity starts to appear as the wake expansion is decreasing in this half of the cycle. Com-
pared to the axial velocity fields, magnitude of the radial velocity fields is small. The regions of a
high magnitude of radial velocity indicate a strong vortex filament.
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(a) Porosity = 59% (decreasing porosity) and CT = 0.555

(b) Porosity = 47% (decreasing porosity) and CT = 0.557

Figure 7.10: Normalized Radial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Experiment)
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(a) Porosity = 31% (decreasing porosity) and CT = 0.579

(b) Porosity = 19% (decreasing porosity) and CT = 0.620

(c) Porosity = 14% (minimum porosity) and CT = 0.705

Figure 7.11: Normalized Radial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Experiment)
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(a) Porosity = 19% (increasing porosity) and CT = 0.697

(b) Porosity = 31% (increasing porosity) CT = 0.678

(c) Porosity = 47% (increasing porosity) and CT = 0.657

Figure 7.12: Normalized Radial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Experiment)
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(a) Porosity = 59% (increasing porosity) and CT = 0.596

(b) Porosity = 64% (maximum porosity) and CT = 0.550

(c) Porosity = 59% (decreasing porosity) and CT = 0.554

Figure 7.13: Normalized Radial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Experiment)
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VORTICITY

Figure 7.14-Figure 7.18 show the vorticity field for this case. The figures show that like the steady
load cases vorticity is the strongest near the edge of the wake and just behind the disc. Behind the
disc, field constitutes of both negative and positive vorticity. This is because of the mesh of the disc
and the hub of the disc. Just behind the disc hub, axial velocity is really small and the radial velocity
is negative, due to which, this region consists of strong vorticity. This vorticity shortly disintegrates.
The magnitude of the vorticity shed from the disc edge decreases further away from the disc and
also the vorticity expands.

The main change in the vorticity with changing loading in a cycle is near the edge of the wake. This
is the vorticity that originates from the disc edge. As porosity changes, loading on the disc and
generation and transport of vorticity changes (as discussed in section 2.3). This means with each
new loading, transportation velocity and magnitude of these vortices change. This results in the so-
called ’leap-frogging’ phenomenon (discussed in Figure 3.1.2). As the figures show at some point in
the wake, the vortices start to roll-up. The point where this happens depends on the current and the
previous disc loadings and flow field. This phenomenon was not seen in the steady load cases. The
first half of the load cycle has two such locations while the second half has only one such location.
This is possibly due to larger velocity induction in the first half as shown in Figure 7.45a. Hence the
transportation velocity is lower for the first of the cycle. So two locations of vorticity roll-up can be
seen in the field up to x/D = 2.

(a) Porosity = 59% (decreasing porosity) and CT = 0.555

Figure 7.14: Normalized Vorticity Field for porosity changing with frequency = 5Hz and
reduced frequency = 1.57 (Experiment)
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(a) Porosity = 47% (decreasing porosity) and CT = 0.557

(b) Porosity = 31% (decreasing porosity) and CT = 0.579

(c) Porosity = 19% (decreasing porosity) and CT = 0.620

Figure 7.15: Normalized Vorticity Field for porosity changing with frequency = 5Hz and
reduced frequency = 1.57 (Experiment)



96 7.2. VELOCITY AND VORTICITY FIELDS FOR DIFFERENT REDUCED FREQUENCIES

(a) Porosity = 14% (minimum porosity) and CT = 0.705

(b) Porosity = 19% (increasing porosity) and CT = 0.697

(c) Porosity = 31% (increasing porosity) CT = 0.678

Figure 7.16: Normalized Vorticity Field for porosity changing with frequency = 5Hz and
reduced frequency = 1.57 (Experiment)
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(a) Porosity = 47% (increasing porosity) and CT = 0.657

(b) Porosity = 59% (increasing porosity) and CT = 0.596

(c) Porosity = 64% (maximum porosity) and CT = 0.550

Figure 7.17: Normalized Vorticity Field for porosity changing with frequency = 5Hz and
reduced frequency = 1.57 (Experiment)
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(a) Porosity = 59% (decreasing porosity) and CT = 0.555

Figure 7.18: Normalized Vorticity Field for porosity changing with frequency = 5Hz and
reduced frequency = 1.57 (Experiment)

7.2.2. FREQUENCY = 3HZ AND REDUCED FREQUENCY = 0.94
In this section, flow fields for unsteady load case in which the disc load cycle has a frequency of 3Hz
and k = 0.94 are analysed.

AXIAL VELOCITY

Figure 7.19-Figure 7.22 show the normalized axial velocity field for sinusoidal porosity change with
3Hz and k = 0.94. The figures demonstrate that the general velocity trend is same as the 5Hz porosity
change case. However, the major difference is the expansion and contraction of the wake. Com-
paring to the field of load cycle with 5Hz frequency, expansion and contraction of the wake is less
frequent (or in other words stretched over the field). With decreased frequency, the change in the
wake expansion is more gradual than that for the load case with the 5Hz frequency. This is most
likely due to difference in loading on the disc and the speed of the load cycle. During the previous
unsteady load case, load on the disc was varied faster and load cycle was broader than this case,
hence wake expansion and contraction was seen more within the distance scanned.
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(a) Porosity = 59% (decreasing porosity) and CT = 0.572

(b) Porosity = 47% (decreasing porosity) and CT = 0.593

(c) Porosity = 31% (decreasing porosity) and CT = 0.622

Figure 7.19: Normalized Axial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Experiment)
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(a) Porosity = 19% (decreasing porosity) and CT = 0.649

(b) Porosity = 14% (minimum porosity) and CT = 0.684

(c) Porosity = 19% (increasing porosity) and CT = 0.671

Figure 7.20: Normalized Axial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Experiment)
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(a) Porosity = 31% (increasing porosity) and CT = 0.651

(b) Porosity = 47% (increasing porosity) and CT = 0.612

(c) Porosity = 59% (increasing porosity) and CT = 0.584

Figure 7.21: Normalized Axial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Experiment)
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(a) Porosity = 64% (maximum porosity) and CT = 0.569

(b) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure 7.22: Normalized Axial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Experiment)

RADIAL VELOCITY

Figure 7.23-Figure 7.26 show the average normalized radial velocity fields for changing load with
frequency of 3Hz and k = 0.94. Like the previous cases, the general trends in the radial velocity field
are similar. The fields consists both negative and positive velocity fields, with maximum around the
disc edge. Compared to the previous unsteady load case (frequency = 5Hz and k = 1.57), regions with
the negative and positive fields are larger for this case. This is likely because of the lower frequency
of the load cycle. Similar to the previous unsteady load case, this positive and negative pattern of
the radial flow field is due to the wake expansion and contraction owing to the cyclic loading. It can
also be observed that some locations have higher radial velocity. These are the regions of strong
vortex filament as will be seen in next section.
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(a) Porosity = 59% (decreasing porosity) and CT = 0.572

(b) Porosity = 47% (decreasing porosity) and CT = 0.593

(c) Porosity = 31% (decreasing porosity) and CT = 0.622

Figure 7.23: Normalized Radial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Experiment)
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(a) Porosity = 19% (decreasing porosity) and CT = 0.649

(b) Porosity = 14% (minimum porosity) and CT = 0.684

(c) Porosity = 19% (increasing porosity) and CT = 0.671

Figure 7.24: Normalized Radial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Experiment)
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(a) Porosity = 31% (increasing porosity) and CT = 0.651

(b) Porosity = 47% (increasing porosity) and CT = 0.612

(c) Porosity = 59% (increasing porosity) and CT = 0.584

Figure 7.25: Normalized Radial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Experiment)
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(a) Porosity = 64% (maximum porosity) and CT = 0.569

(b) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure 7.26: Normalized Radial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Experiment)

VORTICITY

Figure 7.27-Figure 7.30 show the vorticity field for sinusoidal change in the disc porosity with fre-
quency of 3Hz (k = 0.94). Similar to the previous unsteady load case which had higher reduced
frequency, the vorticity is mainly negative except in the region behind the disc, which dissipates
quickly. Like the previous unsteady load case, the vorticity also rolls up. A clear transportation of
vorticity is visible. It can be seen that with time, the rolling up location moves downstream. When
the last time-node approaches, the vorticity field also becomes more similar to the vorticity field
of the first time-node. For all vorticity field, vorticity in the shear layer expands with downstream
distance with different amount of expansion for different loading.
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(a) Porosity = 59% (decreasing porosity) and CT = 0.572

(b) Porosity = 47% (decreasing porosity) and CT = 0.593

(c) Porosity = 31% (decreasing porosity) and CT = 0.622

Figure 7.27: Normalized Vorticity Field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94 (Experiment)
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(a) Porosity = 19% (decreasing porosity) and CT = 0.649

(b) Porosity = 14% (minimum porosity) and CT = 0.684

(c) Porosity = 19% (increasing porosity) and CT = 0.671

Figure 7.28: Normalized Vorticity Field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94 (Experiment)
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(a) Porosity = 31% (increasing porosity) and CT = 0.651

(b) Porosity = 47% (increasing porosity) and CT = 0.612

(c) Porosity = 59% (increasing porosity) and CT = 0.584

Figure 7.29: Normalized Vorticity Field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94 (Experiment)
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(a) Porosity = 64% (maximum porosity) and CT = 0.569

(b) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure 7.30: Normalized Vorticity Field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94 (Experiment)

7.2.3. FREQUENCY = 1.5HZ AND REDUCED FREQUENCY = 0.47
In this section, for unsteady load case in which the disc load cycle has a frequency of 1.5Hz and k =
0.94, velocity and vorticity fields are discussed.

AXIAL VELOCITY

Figure 7.31-Figure 7.34 display the average normalized axial velocity field for sinusoidal porosity
change with the frequency of 1.5Hz (k = 0.47). This is the case with minimum frequency, so it shows
the least unsteadiness in its flow fields among all the unsteady load cases. This can be seen in the
axial velocity fields. Compared to the last two load cases, the wake expansion and contraction does
not take place as fast over the same scanned distance. However, the effect is still present contrary
to the steady cases for which the wake expansion only increases with the downstream distance. In
other words, this case is the closest to the steady load cases. With decreasing porosity and increasing
load, the field very near to the disc expands more. This is an effect of loading on the disc.
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(a) Porosity = 59% (decreasing porosity) and CT = 0.566

(b) Porosity = 47% (decreasing porosity) and CT = 0.605

(c) Porosity = 31% (decreasing porosity) and CT = 0.639

Figure 7.31: Normalized Axial Velocity Field for porosity changing with frequency = 1.5Hz
and reduced frequency = 0.47 (Experiment)
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(a) Porosity = 19% (decreasing porosity) and CT = 0.666

(b) Porosity = 14% (minimum porosity) and CT = 0.692

(c) Porosity = 19% (increasing porosity) and CT = 0.675

Figure 7.32: Normalized Axial Velocity Field for porosity changing with frequency = 1.5Hz
and reduced frequency = 0.47 (Experiment)
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(a) Porosity = 31% (increasing porosity) and CT = 0.651

(b) Porosity = 47% (increasing porosity) and CT = 0.616

(c) Porosity = 59% (increasing porosity) and CT = 0.575

Figure 7.33: Normalized Axial Velocity Field for porosity changing with frequency = 1.5Hz
and reduced frequency = 0.47 (Experiment)
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(a) Porosity = 64% (maximum porosity) and CT = 0.555

(b) Porosity = 59% (decreasing porosity) and CT = 0.565

Figure 7.34: Normalized Axial Velocity Field for porosity changing with frequency = 1.5Hz
and reduced frequency = 0.47 (Experiment)

RADIAL VELOCITY

Figure 7.35-Figure 7.38 show the average radial velocity fields for changing porosity with frequency
of 1.5Hz (k = 0.47). Like the other two cases, in this case also the radial velocity is negative in the
region behind the disc hub. It is maximum near the disc edge. A similar trend of positive radial
velocity where wake expands and negative radial velocity where wake contracts is seen.
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(a) Porosity = 59% (decreasing porosity) and CT = 0.565

(b) Porosity = 47% (decreasing porosity) and CT = 0.605

(c) Porosity = 31% (decreasing porosity) and CT = 0.639

Figure 7.35: Normalized Radial Velocity Field for porosity changing with frequency =
1.5Hz and reduced frequency = 0.47 (Experiment)



116 7.2. VELOCITY AND VORTICITY FIELDS FOR DIFFERENT REDUCED FREQUENCIES

(a) Porosity = 19% (decreasing porosity) and CT = 0.666

(b) Porosity = 14% (minimum porosity) and CT = 0.692

(c) Porosity = 19% (increasing porosity) and CT = 0.675

Figure 7.36: Normalized Radial Velocity Field for porosity changing with frequency =
1.5Hz and reduced frequency = 0.47 (Experiment)
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(a) Porosity = 31% (increasing porosity) and CT = 0.651

(b) Porosity = 47% (increasing porosity) and CT = 0.616

(c) Porosity = 59% (increasing porosity) and CT = 0.575

Figure 7.37: Normalized Radial Velocity Field for porosity changing with frequency =
1.5Hz and reduced frequency = 0.47 (Experiment)
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(a) Porosity = 64% (maximum porosity) and CT = 0.555

(b) Porosity = 59% (decreasing porosity) and CT = 0.565

Figure 7.38: Normalized Radial Velocity Field for porosity changing with frequency =
1.5Hz and reduced frequency = 0.47 (Experiment)

VORTICITY

Figure 7.39 - Figure 7.42 show the normalized vorticity fields for changing porosity with frequency
of 1.5Hz and k = 0.47. Like the other load cases (both steady and unsteady), the vorticity is strongest
near the wake edge and behind the disc. However, for this case, the vorticity does not roll up till x/D
= 2 like the other two unsteady load cases. The vorticity fields for this load case are more like the
steady load cases.
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(a) Porosity = 59% (decreasing porosity) and CT = 0.565

(b) Porosity = 47% (decreasing porosity) and CT = 0.605

(c) Porosity = 31% (decreasing porosity) and CT = 0.639

Figure 7.39: Normalized Vorticity Field for porosity changing with frequency = 1.5Hz and
reduced frequency = 0.47 (Experiment)
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(a) Porosity = 19% (decreasing porosity) and CT = 0.666

(b) Porosity = 14% (minimum porosity) and CT = 0.692

(c) Porosity = 19% (increasing porosity) and CT = 0.675

Figure 7.40: Normalized Vorticity Field for porosity changing with frequency = 1.5Hz and
reduced frequency = 0.47 (Experiment)
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(a) Porosity = 31% (increasing porosity) and CT = 0.651

(b) Porosity = 47% (increasing porosity) and CT = 0.616

(c) Porosity = 59% (increasing porosity) and CT = 0.575

Figure 7.41: Normalized Vorticity Field for porosity changing with frequency = 1.5Hz and
reduced frequency = 0.47 (Experiment)
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(a) Porosity = 64% (maximum porosity) and CT = 0.555

(b) Porosity = 59% (decreasing porosity) and CT = 0.565

Figure 7.42: Normalized Vorticity Field for porosity changing with frequency = 1.5Hz and
reduced frequency = 0.47 (Experiment)

7.2.4. ANALYSIS OF UNSTEADY LOADING ON THE FLOW FIELD

COMPARISON OF AXIAL VELOCITY

The main effect of the sinusoidal change in porosity is seen to be expanding and contracting wake
(where velocity field is equal to the free-stream velocity). The reasons for this have already been
explained. However, it can also be noticed that with increasing frequency, the phenomenon is more
evident. The expansion and contraction of the wake are more frequent within the same distance for
the cases with frequency of 5Hz than that for the other two unsteady load cases.

From the axial velocity fields, it could not be seen how the velocity field varies at a point with change
in porosity. For that velocity data at a few points in the wake are plotted to see the trend. These lo-
cations on the flow field are shown in Figure 7.43. These points are selected such that they are not
in the region heavily influenced by shear layer, disc mesh and nacelle. Figure 7.44-Figure 7.46 and
Figure E.6-Figure E.8 show axial velocity for different axial locations and same radial location in the
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field. As shown in the figure, for the same porosity value, but as loading is different, the value of the
velocity also changes. Hence, due to the sinusoidal change in porosity, there is different loading on
the disc which causes a different velocity induction. It should also be noted that in order to analyse
the velocity trend, more data points per load cycle are needed. At the regions where overlap of FOV
takes place uncertainty is higher. Although for the first and the last time-node, porosity and phase
are same, loadings are not same. Hence, due to this there is a difference in the velocity induction.
This is as explained before, is most likely caused by uncertainty in disc alignment and uncertainties
in PIV measurements. Unlike porosity and load cycle, axial velocity does not follow a clear trend.

The figures also show the normalized axial velocity for the same locations for steady loading. As the
steady load cases have different range in thrust coefficient, the velocity induction range is different.
The figures also show that for the second steady load case (CT = 0.61), velocity is higher behind the
disk than that for the first steady load case (CT = 0.56). But it should be noted that velocity jump
across the disc is higher for the higher load. It might be caused by the discontinuity in vorticity due
to mesh of the disk.

Figure 7.43: Flow field with selected points for which velocity magnitude are compared.
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(a) x/D = -0.35, r/D = 0.25

(b) x/D = -0.25, r/D = 0.25

Figure 7.44: Normalized axial velocity vs. CT at a point in wake for different unsteady load
cases

Figure 7.45a shows the normalized axial velocity at x/D = 0.4 and r/D = 0.25. Contrary to the steady
load cases, where with increase in load on the disc, velocity induction is higher, the trend for un-
steady load cases is different. This is likely due to the effect of previous loading. The axial velocity
also does not form a smooth cycle, apart from the first and the last load cases not coinciding.
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(a) x/D = 0.4, r/D = 0.25

(b) x/D = 0.5, r/D = 0.25

Figure 7.45: Normalized axial velocity vs. CT at a point in wake for different unsteady load
cases
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(a) x/D = 0.7, r/D = 0.25

Figure 7.46: Normalized axial velocity vs. CT at a point in wake for different unsteady load
cases

COMPARISON OF RADIAL VELOCITY

In order to see trend in radial velocity at one point, five different locations with different axial po-
sitions but same radial position are chosen. The radial velocities for these locations are plotted
against the disc loading and porosity. Figure 7.47-Figure 7.49 and Figure E.9-Figure E.11 show the
normalized radial velocity for different points in wake for different unsteady load cases. Contrary
to the steady load cases, radial velocity decreases with increasing load. The figures also show that
the radial velocity also does not form a complete cycle similar to the axial velocities. This is possibly
because of difference in the disc loading and the uncertainties in the experiment.
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(a) x/D = -0.35, r/D = 0.25D

(b) x/D = -0.25, r/D = 0.25D

Figure 7.47: Normalized radial velocity vs. CT at a point in wake for different unsteady
load cases



128 7.2. VELOCITY AND VORTICITY FIELDS FOR DIFFERENT REDUCED FREQUENCIES

(a) x/D = 0.4, r/D = 0.25D

(b) x/D = 0.5, r/D = 0.25D

Figure 7.48: Normalized radial velocity vs. CT at a point in wake for different unsteady
load cases
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(a) x/D = 0.7, r/D = 0.25D

Figure 7.49: Normalized radial velocity vs. CT at a point in wake for different unsteady
load cases

COMPARISON OF VORTICITY

From the vorticity fields presented in the previous sections, it is seen that for the unsteady load
cases, vortices roll up except for the minimum frequency case. It is found that with increasing poros-
ity, this phenomena is more frequent over the same distance. This is due to the fact that with chang-
ing porosity, the velocity and magnitude of shed vortices change. Due to this, the ’new’ and the
’old’ vortices have different velocity from each other and they eventually interact with each other.
However, with decrease in load cycle frequency, change in vorticity is less frequent.

7.3. VORTEX RING SOLUTION OF THE FLOW FIELD USING EXPERIMENTAL DATA
In this section, axial and radial velocity fields estimated using the VR model for cyclic load cases are
analysed. Strength of the wake is estimated from the experimental data as described in section 6.3.

7.3.1. FREQUENCY = 5HZ AND REDUCED FREQUENCY = 1.57
In this section, axial and radial velocity fields calculated using the VR model disc load cycle with a
frequency of 5Hz and k = 1.57 are discussed.

Axial Velocity: Figure 7.50-Figure 7.53 displays axial velocity field calculated using Vortex Ring
models for unsteady load case of 5Hz frequency. Following can be seen in the figures:

1. Wake for all cases is expanding and contracting due to cyclic change in loading on the disc,
similar to the experimental data.
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2. Across the disk, there is a velocity jump. Figure E.12a show that axial velocity also forms a
cycle.

3. The axial velocity field is not axisymmetric around the R = 0. This is because the VR model
assumes axisymmetric flow so velocity estimations below r/D = 0 are irrelevant.

(a) Porosity = 59% (decreasing porosity) and CT = 0.555

(b) Porosity = 47% (decreasing porosity) and CT = 0.557

Figure 7.50: Normalized Axial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Vortex Ring model)
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(a) Porosity = 31% (decreasing porosity) and CT = 0.579

(b) Porosity = 19% (decreasing porosity) and CT = 0.620

(c) Porosity = 14% (minimum porosity) and CT = 0.705

Figure 7.51: Normalized Axial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Vortex Ring model)
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(a) Porosity = 19% (increasing porosity) and CT = 0.697

(b) Porosity = 31% (increasing porosity) CT = 0.678

(c) Porosity = 47% (increasing porosity) and CT = 0.657

Figure 7.52: Normalized Axial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Vortex Ring model)
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(a) Porosity = 59% (increasing porosity) and CT = 0.596

(b) Porosity = 64% (maximum porosity) and CT = 0.550

(c) Porosity = 59% (decreasing porosity) and CT = 0.554

Figure 7.53: Normalized Axial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Vortex Ring model)
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Radial Velocity: Figure 7.54-Figure 7.58 show the average normalized radial velocity fields for
changing porosity with frequency of 5Hz. Following points can be noticed from these figures:

1. Compared to the axial velocity fields, radial velocity is small. This is similar to the experimen-
tal data.

2. Figure E.12b show that radial velocity is periodic.

3. For first half of the load cycle, there is a region between x/D = 0.5 and x/D = 1.25 (different
for different loads), where the radial velocity field is negative. For the second half, this region
moves downstream. However, for the second half of the load cycle, region with radial velocity
less than or equal to 0 starts appearing between x/D = 0.4 and x/D = 1. This is same as the
experimental results.

4. The flow is not axisymmetric as the VR model assumes axisymmetric velocity and takes square
of radial positions, thereby, estimating the same velocity for both negative and positive radial
positions.

(a) Porosity = 59% (decreasing porosity) and CT = 0.555

Figure 7.54: Normalized Radial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Vortex Ring model)
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(a) Porosity = 47% (decreasing porosity) and CT = 0.557

(b) Porosity = 31% (decreasing porosity) and CT = 0.579

(c) Porosity = 19% (decreasing porosity) and CT = 0.620

Figure 7.55: Normalized Radial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Vortex Ring model)
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(a) Porosity = 14% (minimum porosity) and CT = 0.705

(b) Porosity = 19% (increasing porosity) and CT = 0.697

(c) Porosity = 31% (increasing porosity) CT = 0.678

Figure 7.56: Normalized Radial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Vortex Ring model)
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(a) Porosity = 47% (increasing porosity) and CT = 0.657

(b) Porosity = 59% (increasing porosity) and CT = 0.596

(c) Porosity = 64% (maximum porosity) and CT = 0.550

Figure 7.57: Normalized Radial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Vortex Ring model)
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(a) Porosity = 59% (decreasing porosity) and CT = 0.554

Figure 7.58: Normalized Radial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Vortex Ring model)

7.3.2. FREQUENCY = 3HZ AND REDUCED FREQUENCY = 0.94
In this section, axial and radial velocity fields for unsteady load case in which the disc load cycle has
a frequency of 3Hz and k = 0.47 are analysed.

Axial Velocity: Figure 7.59-Figure 7.62 show the normalized axial velocity field for the second un-
steady load case. Following trends can be observed in the figures:

1. Wake is expanding and contracting owing to the cyclic change in loading, similar to the pre-
vious case. Figure E.12a shows that axial velocity estimated using the VR model for this case
is also periodic.

2. For all cases, there is a region downstream the disk (near the wake edge) where axial velocity
is really small. After which velocity field increases. At first, for the first five cases from 53.2%
till 14%, this region increases in size and moves downstream.

3. For the second half of the load cycle, this region of low axial velocity is not seen till x/D = 2.
This is because for this half, the rolling up of the vorticity has moved further downstream (as
seen in the previous section).
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(a) Porosity = 59% (decreasing porosity) and CT = 0.572

(b) Porosity = 47% (decreasing porosity) and CT = 0.593

(c) Porosity = 31% (decreasing porosity) and CT = 0.622

Figure 7.59: Normalized Axial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Vortex Ring model)
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(a) Porosity = 19% (decreasing porosity) and CT = 0.649

(b) Porosity = 14% (minimum porosity) and CT = 0.684

(c) Porosity = 19% (increasing porosity) and CT = 0.671

Figure 7.60: Normalized Axial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Vortex Ring model)
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(a) Porosity = 31% (increasing porosity) and CT = 0.651

(b) Porosity = 47% (increasing porosity) and CT = 0.612

(c) Porosity = 59% (increasing porosity) and CT = 0.584

Figure 7.61: Normalized Axial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Vortex Ring model)
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(a) Porosity = 64% (maximum porosity) and CT = 0.569

(b) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure 7.62: Normalized Axial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Vortex Ring model)

Radial Velocity: Figure 7.63-Figure 7.67 show the average radial velocity fields for changing poros-
ity with frequency of 3Hz and k = 0.94. Following analysis can be made from the figures:

1. The flow is not axisymmetric as the VR model assumes axisymmetric velocity and takes square
of radial position, thereby estimating the same velocity for both negative and positive radial
positions.

2. The maximum radial velocity is around the disc edge.

3. The radial velocity fields are both negative and positive for all cases.
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4. For first 5 cases (59%-14%), the flow is positive just behind the disc and then negative. With
increase in load, positive radial velocity region increases in size.

5. The case with thrust coefficient of 0.671 (after maximum loading) has mainly positive radial
velocity till x/D = 2.

6. Then for the second half of the cycle, the radial velocity begins to become negative again
around x/D = 0.75. This region increases with decrease in loading on the disk. By 59% poros-
ity case, the field starts to reach the initial case of the cycle.

7. From these fields, it can be noticed that the radial velocity fields of the first and last time-node
resemble each other. The positive and negative radial velocity is seen in the wake. This means
flow is moving outboards in some regions in the field and in-boards towards the centre line in
others. This is the effect of changing porosity in a sinusoidal way.

(a) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure 7.63: Normalized Radial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Vortex Ring model)
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(a) Porosity = 47% (decreasing porosity) and CT = 0.593

(b) Porosity = 31% (decreasing porosity) and CT = 0.622

(c) Porosity = 19% (decreasing porosity) and CT = 0.649

Figure 7.64: Normalized Radial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Vortex Ring model)
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(a) Porosity = 14% (minimum porosity) and CT = 0.684

(b) Porosity = 19% (increasing porosity) and CT = 0.671

(c) Porosity = 31% (increasing porosity) and CT = 0.651

Figure 7.65: Normalized Radial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Vortex Ring model)
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(a) Porosity = 47% (increasing porosity) and CT = 0.612

(b) Porosity = 59% (increasing porosity) and CT = 0.584

(c) Porosity = 64% (maximum porosity) and CT = 0.569

Figure 7.66: Normalized Radial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Vortex Ring model)
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(a) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure 7.67: Normalized Radial Velocity Field for porosity changing with frequency = 3Hz
and reduced frequency = 0.94 (Vortex Ring model)

7.3.3. FREQUENCY = 1.5HZ AND REDUCED FREQUENCY = 0.47
In this section, axial and radial velocity fields for unsteady load case in which the disc load cycle has
a frequency of 3Hz and k = 0.47 are discussed.

Axial Velocity: Figure 7.68 -Figure 7.71 show the axial velocity field estimated by the Vortex Ring
model for the unsteady load case of frequency = 1.5Hz and k = 0.47. It can be observed that with each
change in the disc loading, the wake expansion behaviour (expanding and contracting wake) does
not change as much as the previous cases. With increase in loading, wake expands more as seen
in figures 7.68a,7.68b,7.68c,7.69a and 7.69b. When loading starts decreasing, figures 7.69c, 7.70a,
7.70b, 7.70c and 7.71a show that the wake expansion decreases.
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(a) Porosity = 59% (decreasing porosity) and CT = 0.566

(b) Porosity = 47% (decreasing porosity) and CT = 0.605

(c) Porosity = 31% (decreasing porosity) and CT = 0.639

Figure 7.68: Normalized Axial Velocity Field for porosity changing with frequency = 1.5Hz
and reduced frequency = 0.47 (Vortex Ring model)
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(a) Porosity = 19% (decreasing porosity) and CT = 0.666

(b) Porosity = 14% (minimum porosity) and CT = 0.692

(c) Porosity = 19% (increasing porosity) and CT = 0.675

Figure 7.69: Normalized Axial Velocity Field for porosity changing with frequency = 1.5Hz
and reduced frequency = 0.47 (Vortex Ring model)
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(a) Porosity = 31% (increasing porosity) and CT = 0.651

(b) Porosity = 47% (increasing porosity) and CT = 0.616

(c) Porosity = 59% (increasing porosity) and CT = 0.575

Figure 7.70: Normalized Axial Velocity Field for porosity changing with frequency = 1.5Hz
and reduced frequency = 0.47 (Vortex Ring model)
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(a) Porosity = 64% (maximum porosity) and CT = 0.555

(b) Porosity = 59% (decreasing porosity) and CT = 0.565

Figure 7.71: Normalized Axial Velocity Field for porosity changing with frequency = 1.5Hz
and reduced frequency = 0.47 (Vortex Ring model)

Radial Velocity: Figure 7.72-Figure 7.75 show the average radial velocity fields for changing poros-
ity with frequency of 1.5Hz. Following observations can be made:

1. Like the previous unsteady load cases, the VR model predicts radial velocity to be maximum
near the tip. Compared to the axial velocity, it is small.

2. Again the fields are constituted of both negative and positive radial velocity field. For 59%
till 14%, positive radial velocity region increase. Then, for increasing porosity cases, it gets
smaller. This is caused by changes in the wake expansion.
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(a) Porosity = 59% (decreasing porosity) and CT = 0.566

(b) Porosity = 47% (decreasing porosity) and CT = 0.605

(c) Porosity = 31% (decreasing porosity) and CT = 0.639

Figure 7.72: Normalized Radial Velocity Field for porosity changing with frequency =
1.5Hz and reduced frequency = 0.47 (Vortex Ring model)
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(a) Porosity = 19% (decreasing porosity) and CT = 0.666

(b) Porosity = 14% (minimum porosity) and CT = 0.692

(c) Porosity = 19% (increasing porosity) and CT = 0.675

Figure 7.73: Normalized Radial Velocity Field for porosity changing with frequency =
1.5Hz and reduced frequency = 0.47 (Vortex Ring model)
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(a) Porosity = 31% (increasing porosity) and CT = 0.651

(b) Porosity = 47% (increasing porosity) and CT = 0.616

(c) Porosity = 59% (increasing porosity) and CT = 0.575

Figure 7.74: Normalized Radial Velocity Field for porosity changing with frequency =
1.5Hz and reduced frequency = 0.47 (Vortex Ring model)
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(a) Porosity = 64% (maximum porosity) and CT = 0.555

(b) Porosity = 59% (decreasing porosity) and CT = 0.565

Figure 7.75: Normalized Radial Velocity Field for porosity changing with frequency =
1.5Hz and reduced frequency = 0.47 (Vortex Ring model)

7.3.4. ANALYSIS OF UNSTEADY LOADING ON THE FLOW FIELD

1. Comparison of Axial Velocity: By comparing all the unsteady load cases, it is found that as
the frequency and reduced frequency of the load cycle decreases, the unsteady effects also
decrease. The effect of frequency on the wake expansion is also noticeable for all the cases. As
mentioned before, the wake is expanding and contracting. This is because of porosity chang-
ing fast in sinusoidal way. However, for the case of 1.5Hz frequency case, this effect decreases.
Figure E.12a shows that velocity induction for load cycle with different frequencies is differ-
ent. The frequency of 5Hz and k = 1.57 has the maximum difference between two velocity
induction for same loading but opposite phases of the cycle.

2. Comparison of Radial Velocity: For all unsteady cases, main difference is seen in the direc-
tions of the flow field. Due to the cyclic loading on the disc, it is seen that the flow moves
outwards and inwards with expanding and contracting wake owing to the cyclic loading on
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the disc. However, as the wake expansion and contraction is less frequent for the load cycle
with lower reduced frequency, regions of positive and negative radial velocity are larger in size
for that case.

7.3.5. VALIDATION OF THE MODEL

In this section, the results from the VR model are validated using the experimental results.

FREQUENCY = 5HZ AND REDUCED FREQUENCY = 1.57
Figure 7.76-Figure 7.79 show the difference between results from the experiment and the VR model
for the normalized axial velocity. Figure 7.80-Figure 7.83 show the difference between the two
method for the normalized radial velocity. For the velocity fields, following remarks can be made:

1. Tower-shadow effect: This is one of the main differences between the two methods. In the
VR model, it is assumed that the wake strength can be solely determined by vorticity near the
wake edge, ignoring any other vorticity. However, as seen in the experimental results, flow
field behind the hub of the disc has a major effect till a certain distance behind the disc. Due
to this reason, the error is high behind the disc.
It can also be seen from the normalized radial velocity fields from the experiment and the VR
model that there is difference in the radial velocity behind the hub. In VR model, this region
has mainly Vr = 0. However, in the experimental results, region of negative radial velocity due
to the nacelle is seen around the disc centre line.

2. Disc mesh effect: Other region where error is high is just behind the disc. It was noticed earlier
that due to porosity of the disc, the wake just behind the disc is characterized by discontinuity
in vorticity. Similar to the tower-shadow effect, this effect was also ignored in the VR model.
Hence, there is a high error just behind the disc both for the axial and the radial velocity fields.

3. Other Regions: In the other regions where vorticity is not strong, the error for the axial veloc-
ity field is less that 10% of the free-stream value. For the radial velocity, it is less than 2% of the
free-stream velocity.
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Axial Velocity Fields

(a) Porosity = 59% (decreasing porosity) and CT = 0.555

(b) Porosity = 47% (decreasing porosity) and CT = 0.557

(c) Porosity = 31% (decreasing porosity) and CT = 0.579

Figure 7.76: Error in axial velocity field for porosity changing with Frequency = 5Hz and reduced frequency = 1.57
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(a) Porosity = 19% (decreasing porosity) and CT = 0.620

(b) Porosity = 14% (minimum porosity) and CT = 0.705

(c) Porosity = 19% (increasing porosity) and CT = 0.697

Figure 7.77: Error in axial velocity field for porosity changing with Frequency = 5Hz and
reduced frequency = 1.57
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(a) Porosity = 31% (increasing porosity) CT = 0.678

(b) Porosity = 47% (increasing porosity) and CT = 0.657

(c) Porosity = 59% (increasing porosity) and CT = 0.596

Figure 7.78: Error in axial velocity field for porosity changing with Frequency = 5Hz and
reduced frequency = 1.57
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(a) Porosity = 64% (maximum porosity) and CT = 0.550

(b) Porosity = 59% (decreasing porosity) and CT = 0.554

Figure 7.79: Error in axial velocity field for porosity changing with Frequency = 5Hz and
reduced frequency = 1.57
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Radial Velocity Fields

(a) Porosity = 59% (decreasing porosity) and CT = 0.555

(b) Porosity = 47% (decreasing porosity) and CT = 0.557

(c) Porosity = 31% (decreasing porosity) and CT = 0.579

Figure 7.80: Error in radial velocity field for porosity changing with Frequency = 5Hz and reduced frequency = 1.57
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(a) Porosity = 19% (decreasing porosity) and CT = 0.620

(b) Porosity = 14% (minimum porosity) and CT = 0.705

(c) Porosity = 19% (increasing porosity) and CT = 0.697

Figure 7.81: Error in radial velocity field for porosity changing with Frequency = 5Hz and
reduced frequency = 1.57
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(a) Porosity = 31% (increasing porosity) CT = 0.678

(b) Porosity = 47% (increasing porosity) and CT = 0.657

(c) Porosity = 59% (increasing porosity) and CT = 0.596

Figure 7.82: Error in radial velocity field for porosity changing with Frequency = 5Hz and
reduced frequency = 1.57
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(a) Porosity = 64% (maximum porosity) and CT = 0.550

(b) Porosity = 59% (decreasing porosity) and CT = 0.554

Figure 7.83: Error in radial velocity field for porosity changing with Frequency = 5Hz and
reduced frequency = 1.57

FREQUENCY = 3HZ AND REDUCED FREQUENCY = 0.94
Figure 7.84-Figure 7.88 show error in the axial velocity for the unsteady load case of 3Hz frequency.
Figure 7.89-Figure 7.93 show error in the radial velocity for the unsteady load case of 3Hz frequency.
Following analysis can be made from the figures:

1. Axial Velocity

(a) Similar to the steady load cases, the VR model does not take vorticity due to the mesh
of the disc and tower-shadow effect into account. Due to this, the negative axial velocity
behind the disc is not observed in velocity fields generated by VR model.

(b) For all cases, the error (εx ) is less than 10% of U∞ in other regions. Near the wake bound-
ary, it is smallest, as the wake strength used for VR model is estimated from vorticity in
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that region only.

2. Radial Velocity

(a) Compared to the axial velocity, error in the radial velocity is smaller for all unsteady load
cases. (−0.2 ≤ εr ≤ 0.2)

(b) Similar to the axial velocity fields, error (εr ) is maximum behind the disc and the hub.

Axial Velocity fields

(a) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure 7.84: Error in axial velocity field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94
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(a) Porosity = 47% (decreasing porosity) and CT = 0.593

(b) Porosity = 31% (decreasing porosity) and CT = 0.622

(c) Porosity = 19% (decreasing porosity) and CT = 0.649

Figure 7.85: Error in axial velocity field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94
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(a) Wake strength in the shear layer for porosity 43.4%

(b) Porosity = 14% (minimum porosity) and CT = 0.684

(c) Porosity = 19% (increasing porosity) and CT = 0.671

(d) Porosity = 31% (increasing porosity) and CT = 0.651

Figure 7.86: Error in axial velocity field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94
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(a) Porosity = 47% (increasing porosity) and CT = 0.612

(b) Porosity = 59% (increasing porosity) and CT = 0.584

(c) Porosity = 64% (maximum porosity) and CT = 0.569

Figure 7.87: Error in axial velocity field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94
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(a) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure 7.88: Error in axial velocity field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94

Radial Velocity fields

(a) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure 7.89: Error in radial velocity field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94
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(a) Porosity = 47% (decreasing porosity) and CT = 0.593

(b) Porosity = 31% (decreasing porosity) and CT = 0.622

(c) Porosity = 19% (decreasing porosity) and CT = 0.649

Figure 7.90: Error in radial velocity field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94
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(a) Porosity = 14% (minimum porosity) and CT = 0.684

(b) Porosity = 19% (increasing porosity) and CT = 0.671

(c) Porosity = 31% (increasing porosity) and CT = 0.651

Figure 7.91: Error in radial velocity field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94
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(a) Porosity = 47% (increasing porosity) and CT = 0.612

(b) Porosity = 59% (increasing porosity) and CT = 0.584

(c) Porosity = 64% (maximum porosity) and CT = 0.569

Figure 7.92: Error in radial velocity field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94
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(a) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure 7.93: Error in radial velocity field for porosity changing with frequency = 3Hz and
reduced frequency = 0.94

FREQUENCY = 1.5HZ AND REDUCED FREQUENCY = 0.47
Figure 7.94-Figure 7.98 show the difference in average axial velocity fields for changing load with
frequency of 1.5Hz. Figure 7.99-Figure 7.103 show the difference in average radial velocity fields for
changing load with frequency of 1.5Hz. Similar to the previous cases, error is maximum behind the
disc, hub and in the region below r/D = 0. For axial velocity, difference in most regions is less than
10% of the free-stream velocity. For radial velocity, difference in other regions is less than 2% of the
free-stream velocity.

Axial Velocity Fields

(a) Porosity = 59% (decreasing porosity) and CT = 0.566

Figure 7.94: Error in axial velocity field for porosity changing with frequency = 1.5Hz and reduced frequency. = 0.47
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(a) Porosity = 47% (decreasing porosity) and CT = 0.605

(b) Porosity = 31% (decreasing porosity) and CT = 0.639

(c) Porosity = 19% (decreasing porosity) and CT = 0.666

Figure 7.95: Error in axial velocity field for porosity changing with frequency = 1.5Hz and
reduced frequency. = 0.47
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(a) Wake strength in the shear layer for porosity 43.4%

(b) Porosity = 14% (minimum porosity) and CT = 0.692

(c) Porosity = 19% (increasing porosity) and CT = 0.675

(d) Porosity = 31% (increasing porosity) and CT = 0.651

Figure 7.96: Error in axial velocity field for porosity changing with frequency = 1.5Hz and
reduced frequency. = 0.47
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(a) Porosity = 47% (increasing porosity) and CT = 0.616

(b) Porosity = 59% (increasing porosity) and CT = 0.575

(c) Porosity = 64% (maximum porosity) and CT = 0.555

Figure 7.97: Error in axial velocity field for porosity changing with frequency = 1.5Hz and
reduced frequency. = 0.47
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(a) Porosity = 59% (decreasing porosity) and CT = 0.565

Figure 7.98: Error in axial velocity field for porosity changing with frequency = 1.5Hz and
reduced frequency. = 0.47

Radial Velocity fields

(a) Porosity = 59% (decreasing porosity) and CT = 0.565

Figure 7.99: Error in radial velocity field for porosity changing with frequency = 1.5Hz and
reduced frequency. = 0.47
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(a) Porosity = 47% (decreasing porosity) and CT = 0.605

(b) Porosity = 31% (decreasing porosity) and CT = 0.639

(c) Porosity = 19% (decreasing porosity) and CT = 0.666

Figure 7.100: Error in radial velocity field for porosity changing with frequency = 1.5Hz
and reduced frequency. = 0.47
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(a) Porosity = 14% (minimum porosity) and CT = 0.692

(b) Porosity = 19% (increasing porosity) and CT = 0.675

(c) Porosity = 31% (increasing porosity) and CT = 0.651

Figure 7.101: Error in radial velocity field for porosity changing with frequency = 1.5Hz
and reduced frequency. = 0.47
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(a) Porosity = 47% (increasing porosity) and CT = 0.616

(b) Porosity = 59% (increasing porosity) and CT = 0.575

(c) Porosity = 64% (maximum porosity) and CT = 0.555

Figure 7.102: Error in radial velocity field for porosity changing with frequency = 1.5Hz
and reduced frequency. = 0.47
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(a) Porosity = 59% (decreasing porosity) and CT = 0.565

Figure 7.103: Error in radial velocity field for porosity changing with frequency = 1.5Hz
and reduced frequency. = 0.47

COMPARISON WITH HOT-WIRE DATA

Figure 7.104, Figure 7.105 and Figure 7.106 present the normalized axial velocity results for HWA
and VR model at the hot-wire location for 5Hz, 3Hz and 1.5Hz. For most cases, hot-wire results are
lower than those of the VR model. As stated before, this can be due to several reasons. The position
of the hot-wire was measured manually with a ruler of uncertainty ±0.5mm. As the hot-wire was
not coordinated with the trigger system of the PIV, in order to find porosity, time of the first trigger
is used. Whenever a initial trigger was given to PIV at the maximum porosity, it was saved in the
system. Other causes for the difference can be the calibration of HWA, over-heating of the probe,
wake-strength estimation for the VR model, etc.
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(a) Normalized Axial velocity vs. CT (b) Normalized Axial velocity vs.
Porosity

(c) Error in normalized Axial velocity

Figure 7.104: Normalized axial Velocity comparison between hot-wire results and VR
model for unsteady load cases for frequency of 5Hz and k = 1.57

(a) Normalized Axial velocity vs. CT (b) Normalized Axial velocity vs.
Porosity

(c) Error in normalized Axial velocity

Figure 7.105: Normalized axial Velocity comparison between hot-wire results and VR
model for unsteady load cases for frequency of 3Hz and k = 0.94
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(a) Normalized Axial velocity vs. CT (b) Normalized Axial velocity vs.
Porosity

(c) Error in normalized Axial velocity

Figure 7.106: Normalized axial Velocity comparison between hot-wire results and VR
model for unsteady load cases for frequency of 1.5Hz and k = 0.47

As discussed in this chapter, load and velocity for first and the last time-node does not coincide.
This is expected to be due to uncertainty in experiment and post-processing. These uncertainties
are discussed in the next chapter.





8
UNCERTAINTY ESTIMATION

The results analysed in the previous chapters are influenced by experimental errors. The experi-
mental errors are both systematic and random. Although it is difficult to quantify these errors, a
rough estimation of uncertainties are made in this chapter based on possible sources of errors.

8.1. UNCERTAINTY IN THE FREE-STREAM
As stated in section 5.2, OJF wind tunnel uses radiators to minimize temperature variation, but tem-
perature variations were still observed. In order to quantify the error due to temperature variation,
air is assumed to be an ideal fluid. Hence, ideal gas law (Equation 8.1) can be applied to estimate
the effect of temperature variation.[10]

P∞ = ρRT (8.1)

Minimum temperature was recorded to be 18.6◦C and maximum temperature was recorded as
20.1◦C . The average temperature was recorded to be 19.52◦C . Hence, density variations were found
to be: ρmi n = 1.204kg /m3,ρmax = 1.21kg /m3 and ρav g = 1.2065kg /m3.

Using conservation of mass, variation in the free-stream velocity can be estimated: ρu = const ant .
The average free-stream velocity was recorded to be 5.89m/s. Hence, the free-stream velocity vari-
ation can be estimated to be 5.868-5.898m/s. Therefore, uncertainty due to temperature variations
is found to be less than 0.4% of the mean free-stream velocity value used.

Other sources of errors are model blockage, wind tunnel shear and turbulence. The data was ac-
quired till an axial distance of 180cm from the wind tunnel opening and till the radial distance of
70cm from the wind tunnel centre. With every 1m downstream distance from the wind tunnel, the
jet decreases by 16.7cm. At a distance of 2m, the jet has decreased by almost 35cm. Therefore, the
measurement field is still in the region where shear layer and flow oscillations are negligible. At this
distance, turbulence level is less than 0.5%. The flow inhomogeneity is found to be less that 1% at
this distance. [10] Due to the wake of the model, the fluid next to the wake will be compressed and
blocked, which induces model blockage uncertainty. But as the model area is less than 3% of the
wind tunnel jet area, the error due to model blockage can also be estimated to be negligible

185
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8.2. UNCERTAINTY IN PIV
Pressure and load uncertainty are related to uncertainty in the velocity field as these quantities are
inferred from the velocity field. The errors in velocity field are both random and bias errors. [22]
The random errors are mainly caused due to cross correlation and flow fluctuations.

Table 8.1: Uncertainty estimation due to random errors in PIV measurement [22]

Error Type Estimator Typical Mean Mean velocity
mean velocity uncertainty
value uncertainty [m/s] % of V∞

Random
cross-correlation

[
εup

N

]
εu = 0.1px 0.03(steady) 0.05(steady)

0.0025(unsteady) 0.04(unsteady)

Velocity fluctuations

[
σup

N

]
σu = 0.5% 0.035(steady) 0.06(steady)

0.0029(unsteady) 0.05(unsteady)

Table 8.1 summarizes the uncertainty estimation due to random errors. As the table shows, the ran-
dom errors decreases by square root of number of samples. The number of samples for steady load
cases were 70 and for unsteady load cases 100. Uncertainty due to cross-correlation is assumed
typically to be 0.1px. Dividing this value by square root of N gives uncertainty of 0.05% of the free-
stream value in steady loading and 0.04% of the free-stream value for unsteady loading. Random
velocity fluctuations are taken to be 0.5% as the turbulence of OJF is very low. Uncertainty due to
this is found to be 0.06% of the free-stream value in steady loading and 0.05% of the free-stream
value in unsteady loading. Therefore, in total uncertainty due to random errors is 0.1% of the free-
stream velocity. Uncertainty due to random errors carried forward in other calculations is following:

1. Pressure from Bernoulli equation: As PBERN ∼ V 2, uncertainty in pressure estimation from

Bernoulli equation is ∆PBer n
PBer n

=
√

2

(
∆
*
V
*
V

)2

. Therefore, uncertainty in pressure calculated from

Bernoulli equation is 0.15% of the free-stream value.

2. Static pressure field: It is difficult to quantify error in the pressure field, as it is not known
how uncertainties are affected during Poisson integration. But by adding/subtracting the total
uncertainty from the velocity fields, it is found that uncertainty due to random errors is really
small.

3. Load: The uncertainty in the load calculated with both the methods ranges between 0.1% and
0.2% of original value.

Other sources of uncertainty in PIV measurements are:

• Peak locking: When particle image is bigger than pixel size, displacement is rounded to the
nearest integer value. Due to this, error in velocity measurement occurs. If one particle image
diameter is bigger than 2 pixel unit, than this uncertainty is of acceptable value. Typically it
ranges between 0.05-0.1pixels.[67] Therefore, this will result in uncertainty of 0.02-0.04% of
the free-stream velocity.

• Spatial resolution: Uncertainty due to spatial resolution is defined as the ration of window
size to spatial wavelength.[68] As the value of spatial wavelength is not known, it cannot be
estimated.
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• Image matching: This is typically of 0.1px value, which gives 0.04% of the free-stream velocity.

• Uncertainty due to error in traversing: As seen in the flow fields, the regions where adja-
cent FOV are stitched together, there is a discontinuity. This discontinuity arises from small
changes in the flow field but mainly due to error in traversing the camera setup. From the
correlation analysis of the fields, this error was estimated to be 0-8mm in the radial direction.
Therefore in these regions, the error in the velocity is higher than in the other locations in the
field.

• Other sources of error are due to non-uniform seeding, particle slip, friction between the disc,
misalignment of the disc, distortion of the acquired images, etc.

LOAD CHANGE DUE TO CONTOUR BOUNDARY VARIATIONS

Table 8.2 shows variation in load as boundary for momentum integration is changed. This table is
for first time node for unsteady load case with frequency = 5Hz and k =1.57. This was repeated for all
load cases, and similar results were found. As the table shows that for most variations, the change is
less than 2% of the value used. This value increases to 5-15% when axial boundaries moved to less
than 0.2m near the disc. This is because near the disc effect of porosity of the disc and the hub is
maximum as seen in the previous chapters. Near the disc viscous affects are not negligible which
was the assumption used for estimating load. It is also seen that when radial positions are also near
the tip, the change in CT is maximum. The reason being same that viscous affects cannot be ignored.

Table 8.2: Uncertainty Estimation in load due to contour variation

x/D upstream x/D downstream r/D top r/D bottom CT % change in CT

boundary boundary boundary boundary
[-] [-] [-] [-] [-] [%]

-0.5030 0.9270 0.6530 0.0647 0.5586 -0.649
-0.5030 0.9270 0.3168 0.0653 0.2926 47.279
-0.1665 0.9270 0.6680 0.0647 0.4781 13.856
-0.4010 0.9265 0.6530 0.0647 0.5395 2.793
-0.4525 0.9267 0.6530 0.0647 0.5494 1.009
-0.2968 0.9313 0.6530 0.0647 0.5182 6.631
-0.4833 0.9267 0.6530 0.0647 0.5560 -0.180
-0.4783 0.9267 0.6530 0.0647 0.5553 -0.054
-0.4732 0.9267 0.6530 0.0647 0.5542 0.144
-0.4732 0.8960 0.6530 0.0647 0.5506 0.793
-0.5030 0.8962 0.6530 0.0647 0.5550 0.000
-0.5030 0.8753 0.6530 0.0647 0.5520 0.541
-0.5030 0.4170 0.6530 0.0588 0.5263 5.171
-0.5030 0.8752 0.5200 0.0650 0.4973 10.396
-0.5030 0.8752 0.6025 0.0650 0.5629 -1.423
-0.5030 0.8752 0.6283 0.0650 0.5574 -0.432
-0.5030 0.9270 0.6283 0.0650 0.5643 -1.676
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Figure 8.1: Different boundaries considered for momentum integration of the flow field
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CONCLUSION AND

RECOMMENDATIONS

The wake of a porous disc is captured using Particle Image Velocimetry till x/d = 1 for steady load
cases and till x/D = 2 for unsteady load cases. In this chapter, main results are summarized along
with recommendations for further research projects:

9.1. STEADY LOAD CASES
The following major conclusions are made for the actuator disc under steady loading:

1. Effect of porosity on pressure distribution and disc loading: Pressure fields estimated using
Poisson integration show that pressure increases as the flow approaches the disc, and de-
creases after it. Pressure also decreases towards the disc centre line. This is the result of wake
expansion. From the radial distribution of pressure field, it can be shown that load on the disc
non-uniform. This is contrary to the AD model assumption that the disc is uniformly loaded.

Load on the disc decreases as porosity is varied from 14% to 64%. This is because as disc
porosity decreases, a more strong boundary is created against the flow and pressure differ-
ence across the disc increases. The disc load does not vary linearly with porosity, likely due to
the uncertainty stated in the previous chapter also has an effect of the estimation of load.

2. Effect of loading on axial velocity: The axial velocity induction increases with the disc load.
The velocity induction is higher behind the disc hub resulting from the tower shadow effect.
The wake directly behind the disc constitutes of discontinuity of vorticity resulting from the
mesh of the disc. Due to this, axial velocity field just behind the disc is also discontinuous.

3. Effect of loading on radial velocity: Compared to the axial velocity, radial velocity is very
small. It is the highest around the disc edge. This region around the disc edge with high radial
velocity increases in size with loading. As the wake is expanding, the radial velocity field is
mainly positive (except in the region behind the hub), indicating outward movement towards
the free-stream
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4. Effect of loading on vorticity distribution: Vorticity is the strongest near the wake edge and
just behind the disc. These are regions of strong velocity gradient. The tip vorticity is more
persistent for higher loading.

5. Effect of loading on wake expansion and recovery: Wake expands more with increase in load
on the disc. Recovery for higher load cases takes a longer downstream distance to recover.
The gradient of decrease in velocity with downstream distance is higher for those cases. For
none of the load cases, the flow has fully recovered till x/D = 1. However, gradient of velocity
change is increasing with distance, which indicates velocity reaching a minimum.

6. Vortex Ring Method: Solutions from Vortex Ring method is in good agreement with the ex-
perimental data. The regions with maximum difference between the two methods are regions
behind nacelle and just behind the disc. The wake expansion (region where u/U∞ = 1) is
estimated to be similar to the experimental data, with less than 0.5% error in the location.
As experimental data was only collected till x/D = 1, the model assumes that for steady load
cases, wake has stopped expanding after this point, resulting in negative radial velocity near
x/D = 1. This further introduces an error in the model.

9.2. UNSTEADY LOAD CASES
1. Effect of sinusoidal change in porosity on the pressure and loading: Pressure increases with

wake expansion and decreases with wake contraction. This is caused due to cyclic loading on
the disk. As there is a small gradient in the pressure coefficient for all axial locations, the as-
sumption of uniform loading is not completely true. This is due to the non-uniform velocity
field.

The loading calculated using both MT and momentum integration is cyclic, which was the
intention of changing porosity harmonically. For higher frequency load case, the difference
between the loads is higher for the same porosity with different phase.

Difference between step-change in porosity and sinusoidal change in porosity can be seen in
the load calculations. As seen in [1, 27], when there is a step decrease in porosity, there is an
overshoot in loading and velocity, before a subsequent decay to a steady-state. This is because
of difference in dynamic inflow for two types of unsteady loading.

2. Effect of sinusoidal change in the porosity and cyclic loading on the axial velocity field: The
axial velocity forms a loop for cyclic loading. For same loading, different induction is seen
when phase of the load cycle is different. A small difference exits between the first and the
last velocity fields (the first and the eleventh disc alignments) of the same unsteady load case.
This is likely because of the possible disc alignment errors and other uncertainties resulting
in variations on the disc loading.

With changing load in a cyclic manner, the wake expands and contracts which is contrary to
the steady loading during which wake only expands (within the region of x/D = 1). For the
higher frequencies, this effect is higher. During the first half of the load cycle in which load is
increasing, the wake near the disc expands more. During the next half of the cycle, in which
porosity increases and the loading decreases, wake expansion near the disc decreases. The



9. CONCLUSION AND RECOMMENDATIONS 191

lowest frequency load case show the least effect, but still the wake expansion is not similar to
the steady cases. Velocity induction for this case is also different for same loading with differ-
ent phase. Downstream the disc, wake is expanding and contracting for all the unsteady load
cases, however when compared to the other two cases, the last case with minimum frequency
the effect is very small.

3. Effect of sinusoidal change in porosity and cyclic loading on the radial velocity: Similar to
the steady cases, radial velocity is small in comparison to the axial velocity fields. The radial
velocity fields show the rotation of vortices. The regions with high radial velocity indicates
strong vortex. However as the frequency decreases, the size of these regions decrease.

However, contrary to the steady load cases, radial velocity fields for unsteady load cases have
regions with both positive and negative value. This indicates flow is going outward and in-
wards. This is due to the wake expanding and contracting with increase and decrease in load-
ing respectively. For the first half of the load cycle, where loading on the disc increases, radial
velocity is positive next to the disc. However, for the second half, region of negative radial
velocity starts to appear as the wake expansion is decreasing.

4. Effect of sinusoidal change in porosity on the vorticity: Two regions of vorticity roll up were
seen within the region up to x/D =2 during the first half of the load cycle for the highest fre-
quency load case. For the second half, the first roll-up position moves downstream and no
second roll-up is seen within that distance. This is likely because of higher velocity induction
for the first half of the load cycle. Hence, flow velocity is lower than the second half of the load
cycle.

For the load case with 3Hz frequency, the vorticity roll-up position moves downstream with
increasing load. However, vorticity only rolls up for two maximum loadings. For all other
cases of 3Hz frequency. For the load case with 1.5Hz frequency, vorticity rolling up phenom-
ena is not seen, but wake expansion process as observed in axial velocity fields is noticeable.

5. Vortex Ring Method: Results from the VR method are in good agreement with the experimen-
tal results other than the tower shadow effect and porous disc effect.

(a) Axial Velocity: The results estimated using the VR method are in good agreement regard-
ing axial velocity with results from the experiment. Other than the regions just behind
the disc and the hub, the difference between the two results is less than 10% of the free-
stream value.

(b) Radial Velocity: The radial velocity fields estimated using VR method also show positive
and negative region denoting the effect of cyclic loading on the wake. For radial velocity,
the difference is less than 2% of the free-stream in most regions.
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9.3. LIMITATIONS AND FURTHER WORK RECOMMENDATIONS
1. Improvements in the Experiment:

(a) During the experiment, towers of the disc and hot-wire had oscillations. This can be
reduced by mechanically clamping the tower to increase its stability.

(b) Random error can be further decreased by increasing the number of samples.

(c) One of the uncertainties that could not be quantified was friction of the two discs. As two
discs were used to vary the porosity, while keeping them as close as possible, uncertainty
was introduced.

(d) Error in traversing the PIV set-up can easily be reduced as the traversing system in OJF
has less than 0.4mm of uncertainty.

(e) The load cell used in this experiment had a small Signal-to-Noise ratio, this affected the
results.

(f) As seen in chapter 8, uncertainty estimation is only made for random errors and peak
locking, while there are other sources of errors too, which need to be quantified as well.

(g) In order to analyse trends in detail, more data points per load cycle should be measured.

2. Further recommendations

(a) Increasing the sampling size of image per PIV measurement.

(b) Interpolating pressure distribution at the disc from both upstream and downstream re-
gions. Then load can be estimated from the pressure jump across the disc.

(c) Validating velocity fields estimated using Free Wake Vortex Ring method for cyclic load-
ing.

(d) Validating dynamic inflow engineering models.

(e) Validating CFD (RANS) model for cyclic change in the load.

(f) Collecting experimental data using PIV for a step change in the loading. In [1], hot-wire
was used to collect data, but hot-wire does not provide whole flow field.



A
PARTICLE IMAGE VELOCIMETRY

In this chapter, working principles of Particle Image Velocimetry are discussed. Unlike the hot-wire
anemometry , PIV is a non-intrusive method to measure velocity field (see Appendix B for working
principles of HWA).

Figure A.1: Experimental arrangement of PIV in a wind tunnel [18]

It is one of the most successful flow measurements techniques. It has many advantages:

• It is a non-intrusive method, so the instruments do not need to immersed in the flow. Hence
there is no much disturbance to the flow.

• It is possible to capture the whole field both for quantitative and visualization purposes. [19]

• It can be used to measure vorticity.[19]

• Unlike HWA, it does not require daily calibration as it does not dependent on ambient tem-
perature or pressure changes.[19]
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However along with these advantages, PIV has some disadvantages too. PIV has a complex set-up
and needs more optical access. It has low temporal resolution and post processing is time consum-
ing. [19]

A.1. WORKING PRINCIPLE
Figure A.1 shows a schematic of planar PIV set-up. PIV allows to measure instantaneous velocity
field, by using displacement of tracer particles which are carried by the fluid over short time inter-
val. These tracer particles should be small enough to not alter the fluid properties and should be
able to scatter light. This light scattered is captured by a digital imaging device, which is placed per-
pendicular to the measurement plane. [19],[18]

A.2. FLOW SEEDING
Tracer particles used are usually microscopic particles which should not affect the flow properties.
The concentration of these particles is generally between 109 − 1012par ti cles/m3. Beyond this
limit, the particles start affecting the flow properties. The main parameter that is used to check this
property of tracer particles is mass ratio. Mass ratio is defined as ratio of fluid mass to the mass of
particle. This ratio should be less than 10−3, in order for particles to follow the flow without altering
its properties. [19],[18]

Figure A.2: Discrepancy between the particle and the flow [19]

Along with the size of these particles, material of these is also really crucial to meet these properties.
The choice of material depends on the mechanical properties of the particle. Imaging device should
be able to clearly capture the light scattered by these particles. Therefore important parameters to
consider here are: size of these particles and refractive index. [19],[18]

The requirement of not altering the flow properties and being able to scatter light properly demands
opposite parameters. For the former, it should be as small as possible but in order to scatter light
properly, particles should be large enough. [19],[18]
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In order for particles to accurately follow the flow, buoyancy neutral particles are used. These are

particles such that
(ρp−ρ f )

ρ f
¿ 1. This is easy to get for liquid flows, but as gas has very low density,

it gets difficult to get such particles. For gaseous flows, therefore very small particles are required.
[19],[18]

Another property that can be taken into account is particle response time, τp . It is the time after
which particle changes its velocity to 63% of ∆U1−2. This property is very crucial for turbulent flows
as it should be less than the small time scale of the flow. Figure A.3 shows that increasing the parti-
cle diameter increases its response time. Therefore, smaller particle is preferred as it adapts to flow
changes more quickly. For turbulent flows, selection of particle can be done using Stokes number,
SK=

τp

τ f
and τ f can be found using dimensional analysis [19],[18]

Figure A.3: Particle Response time with respect to its size [19]

Apart from the particles being able to scatter light properly and not affecting the fluid properties,
there are other requirements for particles. Particles should not be hazardous to health and should
be non-corrosive and non reactive as otherwise they will affect the flow facility. Particle should also
leave minimum residue after use, therefore, they should be self evaporating.[19],[18]

Scattering Properties of Tracer Particles: As mentioned before, particles should be able to scatter
light properly. This depends on the diameter of the particles, refractive index and wavelength of the
light.[18]

According to Mie’s theory, if dp > γ, then normalized diameter, q , can be used to determine this
property of particles.[18]

q = πdp

γ

As q increases, ratio of forward to backward increases, as also shown in Figure A.4. Therefore, it is
better to place imaging device at forward position, i.e., 0 degrees or 180 degrees. However due to
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limited optical access, it is generally placed at 90 degrees, where scattering is least.[19],[18]

Figure A.4: Particle Illumination in PIV [19]

Seeding Technique: In order to meet the above mentioned requirements, it is important to seed
these particles properly, but optimum seeding is very difficult. For liquid flows, particles are simply
dispersed in the liquid, while for gaseous flows, they are first entrained in the fluid and then injected
before measuring instruments. [19],[18]

A.3. ILLUMINATION
For illumination of these particles, a light source is needed. Lasers are most commonly used devices
for the particle illumination as they are able to omit high intensity monochromatic light. The laser
sheet needs to be very thin so that only the particles in the field of measurement are captured in the
image. This thickness is obtained using optics.

The pulse time, i.e., the duration of illumination should be such that the particle should not appear
like a line but rather dots. Therefore, pulse time needs to be short enough to avoid blurring of the
images and out of plane movement of the particles. However it should also be long enough to be
able to measure the displacement of particles between two images with sufficient resolution. The
light source needs to illuminate the measurement plane twice by separation of short time, known
as separation time. [19],[18]

A.4. IMAGING EVALUATION
This section will discuss the post processing process. In order to acquire velocity field from images,
two factors are very important: image window size and cross correlation. The parameters that are
needed for it are magnification factor, pixel size, window size, separation time and overlap ratio.

Calculate the magnification factor M.

M = sensor size

imaged object size
= pixel size×number of pixels in the sensor

FOV
(A.1)
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M = di

do
(A.2)

(A.3)

together with

1

f
= 1

di
+ 1

do
(A.4)

Image Window size :As shown in Figure A.5, image is divided into small areas known as "interro-
gation windows". Approximately each window should have about 10 particles. Size of the window
should be small enough to be able to capture flow details properly, but too small window means a
lot of redundant and false vectors.[10] The displacement of these particles is found using correlation
methods. An assumption of homogeneous movement of particles between two images is made for
this. [18]

Cross-Correlation :Cross Correlation is basically similarities between two separate measurements.
For each window, cross-correlation value is found and place where maximum of this function takes
place indicates the average displacement of the particles in that window. This is repeated for all
windows and velocity field is found using dividing this displacement by separation time and scaling
factor (M/number of pixels) (see Figure A.5). [19] This is done for each interrogation window. Ide-
ally adjacent interrogation areas should have some overlap as the particles on the edge which might
have moved out of the window in two different frames.

Figure A.5: Cross Correlation Process for PIV [19]
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Uncertainty Calculation: As stated in the earlier section, that velocity is derived using mean dis-
placement of particles, so velocity found is mean velocity. Uncertainty in velocity can be found from
uncertainty in displacement and separation time using error propagation. [19]

εu =
√(

∂U

∂t
ε∆t

)2

+
(
∂U

∂x
ε∆x

)2

(A.5)

εu =
√(

− ∆x

∆t 2 ε∆t

)2

+
(

1

∆t
ε∆x

)2

(A.6)

εu = 1

∆t

√
(−Uε∆t )2 + (ε∆x )2 (A.7)



B
HOT-WIRE ANEMOMETRY

Hot-wire anemometry is based on the velocity measurement by measuring changes in heat by plac-
ing a heat sensor in the fluid flow. This heat sensor is usually a thin cylindrical wire which is electri-
cally conductive.[19]

B.1. WORKING PRINCIPLE
HWA uses a electricity conducting wire. When current, I, passes through it, electricity is dissipated
into thermal energy by Joule’s effect. [19] This power generation due to Joule’s effect is given by
Equation B.1 and Figure B.1:

Pi nput = I 2Rwi r e (B.1)

Figure B.1: Heat transfer through a wire [19]

As the wire is in an equilibrium state, the power generated by Joule’s effect is equal to the heat loss
to the fluid. As the velocity changes, the heat transfer changes, and the wire temperature changes to
acquire a new equilibrium. Therefore, rate of heat exchange between the wire and the fluid depends
on the temperature difference between them. [19]
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Most commonly used operating principle for HWA is Constant Temperature Anemometry (CTA).
There are others such as constant Current Anemometry, but they are less commonly used. In the
CTA operating hot-wire anemometry, current through the wire changes to keep the temperature of
the wire, Tw , constant. When the flow passes over the probe, there is a heat loss from the wire and
in order to maintain a constant temperature, voltage across the wire changes. Therefore, the heat
loss is equal to the power generation by Joule’s effect. [19]

Heat loss is given by Equation B.2:

Plost =Qconv +Qcond +Qr ad (B.2)

Heat loss due to conduction and radiation are considered negligible as:

• The flow velocity is normal the axis of wire, and uniform over its length. [19]

• Temperature and density of the fluid are constant. [19]

• Temperature of the wire is uniform over its length. [19]

• Area of the wire is very small. [19]

Therefore, the power loss can be estimated by Equation B.3:

Plost = h · Awi r e
(
Twi r e −T f lui d

)
(B.3a)

Pi nput = Pl ost (B.3b)

(B.3c)

where Pi nput is the electrical power input to keep the temperature of the wire constant, I is the cur-
rent needed, Rwi r e is the resistance of the wire, Plost is the loss of power due to convection, h is the
forced convection coefficient, Awi r e is the area of the wire, Twi r e is the temperature of the wire and
T f lui d is the temperature of the air. [19]

For a forced convection case, the h is given by the Equation B.4. [19].

h = Nu ·k f

d
(B.4a)

Nu =
(
a +b ·U n

f lui d

)
(B.4b)

where Nu is the Nusselt number, k f is the heat conductivity of the air, d is the diameter of the wire,
a and b are constant and U f lui d is the fluid velocity.[19]

Therefore:

I 2Rwi r e = h · Awi r e
(
Twi r e −T f lui d

)
(B.5)
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Using Equation B.4, equation for power loss in terms of Nusselt’s number, area of wire and temper-
ature difference can be found:

I 2Rwi r e =
Nu ·k f

d
· Awi r e

(
Twi r e −T f lui d

)
(B.6)

B.2. VELOCITY CALIBRATION
Before starting an experiment with HWA, velocity calibration needs to be done, i.e. velocity is found
in terms of voltage gradient across the wire in order to maintain constant temperature.

At the first, the flow conditions are set, and velocity of the flow is measured using some other equip-
ment such as a pitot tube. Then the hot-wire probe is immersed in the flow and voltage is measured
using a voltmeter. These steps are repeated for several velocities and data for velocity and related
voltage is collected. As Nu = a1 +b1Ren , therefore Nu = a2 +b2Ren Along with this, using Equa-
tion B.3 and Equation B.4, it can be found that E 2 ∝U n

f lui d . (seeEquation B.7) [19]

E 2 =I 2R2
wi r e (B.7a)

∴ E 2 = (
Twi r e −T f lui d

)(
a3 +b3 ·U n

f lui d

)
(B.7b)

∴ E 2 ∝U n
f lui d wi thn ≈ 0.5 (B.7c)

Temperature and Pressure Correction: During the measurements, temperature and pressure might
vary from the calibration conditions. This will have an effect on the relationship between voltage
difference across the hot-wire and the measured velocity. To take the temperature variation into
account, Equation B.8 is used, where Ecor r is the corrected voltage difference, Eun is the measured
voltage difference, Topr,HW A is the operating temperature of hot-wire, Tcal i b is the temperature dur-
ing calibration and Tamb is the temperature during actual measurements.

Ecor r = Eun

√
Topr,HW A −Tcal i b

Topr,HW A −Tamb
(B.8)

Using Ecor r from Equation B.8 in Equation B.7, Vun is found and then corrected using Equation B.9.
This equation is for correction in velocity for the pressure variation. In this equation, Vcor r repre-
sents the corrected velocity, Pcal i b and Pmeas are the pressure during calibration and measurement
campaigns respectively.

Vcor r =Vun
Pcal i b

Pmeas
(B.9)

B.3. HOT-WIRE ANEMOMETRY MEASUREMENTS IN 2D AND 3D
Generally the hot-wire anemometry is used for one dimensional flows, but it is also possible to do
2-dimensional and 3-dimensional measurements with it. There are many types of probes available:
Miniature probe, Gold-plated probe, Film Probe, Fibre Film probe, X-probe, Split fibre probe and
tri-axial probe. X-probe and Split fibre probe can be used for 2D measurements and tri-axial probe
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is used for 3D measurements. [19]

Figure B.2 shows a X-probe. In this 2D velocity component can be found using Equation B.10 and
Equation B.11. [19]

Figure B.2: X-probe for HWA [19]

U =U1cosα1 +U2si nα2 (B.10)

V =U1si nα1 −U2cosα2 (B.11)

where U1 and U2 can be found from directional calibrations and yaw coefficients. [19]

Using an tri- axial probe, velocity measurements in 70 degrees around the probe axis can be made.



C
LOAD DETERMINATION FROM

VELOCITY FIELD

In this section, principles of load distribution from velocity field is discussed. There have been many
methods purposed for load determination: Imaichi and Ohmi (1983) for 2D incompressible flows,
NOCA et al. [69], Noca et al. [70] and van Oudheusden et al. [66]. In this section, method described
uses momentum equation to acquire forces acting on the body from velocity field and its derivative.

C.1. STEADY, IN-COMPRESSIBLE FLOWS
At first, method for steady incompressible flows is discussed. Figure C.1 shows and airfoil immersed
in a steady, incompressible flow. Using integral form of momentum equation for the complete con-
trol volume, i.e., S = a-b-c-d-e-f-g-h-i-a, gives Equation C.1 in case there is no body in the volume:
[20]

−
∫∫
©
S

(
ρ~V ·dS

)
u −

∫∫
©
S

(
pdS

)+∫∫
©
S

τdS = 0 (C.1)

Figure C.1: Control Volume around the body [20]
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where first term represent momentum flux through the control surface, second term represents
forces due to pressure and last term is for viscous shear stresses. Contribution from c-d and f-g is
not taken into account as flux, pressure forces and viscous forces cancel each other out here. [20]

As stated by Newton’s third law, for every action there is equal and opposite reaction. When a body
is immersed in the flow, the body exerts equal and opposite force back on the flow, hence, this force
is given by Equation C.3

−
∫∫
©
S

(
ρ~V ·dS

)
u −

∫∫
©
S

(
pdS

)+∫∫
©
S

τdS = *

F (C.2)

When control volume is taken far from the body, it can be assumed that viscous forces are negligible.
The velocity data is provided from PIV. Hence the only unknown is pressure.[20]

Pressure can be found using differential form of momentum equation:

D
*
V

Dt =−∇p
ρ + *

F + *

F vi sc

∂~V
d t +~V ·∇~V =−∇p

ρ + *

F + *

F vi sc

(C.3)

As the flow is steady and viscous forces are negligible, the equation becomes: [20]

~V ·∇~V =−∇p

ρ
+ *

F (C.4)

∇p =−ρ (
~V ·∇~V )+µ∇2~V (C.5)

Right hand side of the equation can be computed from velocity data from PIV. Then pressure can
be found by integrating the pressure gradient, assuming pressure, p0 near the wall of control vol-
ume is known. Now that pressure is known, Equation C.2 can be solved to get force distribution. [20]

C.2. UNSTEADY FLOWS
Method for unsteady flows is very similar, where pressure gradient is computed using Equation C.6,
which is then integrated for pressure

∇p =−ρ
(
∂~V

d t
+~V ·∇~V

)
+µ∇2~V (C.6)

As Equation C.3 is valid for both steady and unsteady, force distribution can then be found from that
equation. In integral form, this equation becomes:

*

F =−ρ
∫ ∫ ∫ ∂

(
ρ

*

V
)

∂t
dV (t )−

∫∫
©
S

ρ
(
*

V .
*
n

)
· *V dS −

∫∫
©
S

p
*
ndS +

∫∫
©
S

τ
*
ndS (C.7)

Therefore, for stationary frame of reference, force in axial and radial direction is given by Equa-
tion C.8: [71]
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[
Fx

Fy

]
= ∫

µ

 2 du
d x
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du
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d x

)(
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d x
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]
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(C.8)

Ct =
*

F x

0.5ρV 2∞
(C.9)

where
*
nd s =

[ −d y
d x

]
Equation C.10 and Equation C.11 show expressions to calculate pressure gradient: [71]

∇p =−ρ
(
∂~V

d t
+~V ·∇~V

)
+µ∇2~V (C.10)

[ d p
d x
d p
d y

]
=−ρ

[ du
d t
d v
d t

]
−ρ

[
u du

d x + v du
d v

u d v
d x + v d v

d y

]

−ρ
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du′u′
d x + du′v ′

d v
du′v ′

d x + d v ′v ′
d y

]

+µ
[

d 2u
d x2 + d 2u

d y2

d 2v
d x2 + d 2v

d y2

] (C.11)

C.2.1. PRESSURE CALCULATION USING POISSON INTEGRATION

As seen in the equations for load calculation, pressure needs to be calculated first. Pressure can be
calculated using Poisson integration as shown by Equation C.12:

∇2p =−ρ∇ (u ·∇u) (C.12)

In order to calculate pressure, at first pressure gradient is found using Equation C.11. After that
pressure is found by solving Poisson pressure equation, given by Equation C.13. [71]

∇2p ≈ Dp = g (u, v) ⇒ p = D−1p (C.13)

where matrix D is found by discretization of Laplace operator using second order finite difference
method (as shown in Equation C.14) and g (u, v) is a forcing function found from momentum equa-
tion using central finite difference method, given by Equation C.15. [71]

Dp = pi+1, j −2pi , j +pi−1, j

∆x2 + pi , j+1 −2pi , j +pi , j−1

∆y2 (C.14)

g (u, v)i , j =

(
d p
d x

)
i+1, j

−
(

d p
d x

)
i−1, j

2∆x
+

(
d p
d y

)
i , j+1

−
(

d p
d y

)
i , j−1

2∆y
(C.15)
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for i = 1...n and j = 1...m

To solve this equation, Neumann condition and Dirchlet boundary conditions on the wake bound-
aries can be used by calculating pressure with Bernoulli theorem. [71]

C.3. NOCA’S METHOD FOR LOAD DETERMINATION
There is another method of force determination from velocity field presented by NOCA et al. [69]
(1999). It gives closed form force distribution and is based on momentum distribution. Figure C.2
gives control volume of a body with contour Sb and volume boundary, S.

As represented in NOCA (1999), fluid dynamics force per unit density is represented by Flux Equa-
tion, given by Equation C.16

Figure C.2: Control Volume around the body for momentum integration of the flow field
[21]

F

ρ
=− d

d t

∮
Sb (t )

(n̂ · (ux))dS +
∮

S(t )

(
n̂ ·γ f lux

)
dS −

∮
Sb (t )

(n̂ · (u −us)u)dS (C.16)

where n̂ is normal vector to the body. T is the stress tensor give by T = µ
(∇u +∇uT

)
and γ f lux is

given by Equation C.17

γ f lux = 1

2
u2I −uu − 1

N −1
u (x ×ω)+ 1

N −1
ω (x ×u)

− 1

N −1

[(
x · du

d t

)
I −x

du

d t
+ (N −1)

du

d t
x

]
+ 1

N −1
[x · (∇·T ) I −x (∇·T )]+T

(C.17)



C. LOAD DETERMINATION FROM VELOCITY FIELD 207

However as shown in the Equation C.17, this method requires determination vorticity, which can
lead to source of error for thin boundary layer bodies. Due to this γ f lux is represented is terms of
pressure:

γ f lux = p

ρ
I −uu − du

d t
x +T (C.18)

However this method also requires determination of pressure. This can be done in the same way as
in the previous method using Equation C.19:

∇p =−ρ
(
∂~V

d t
+~V ·∇~V

)
+µ∇2~V (C.19)





D
ACTUATOR DISC UNDER

UNSTEADY LOADING :
PRESSURE DISTRIBUTION

D.1. FREQUENCY = 5HZ AND RED. FREQUENCY = 1.57

(a) Porosity = 59% (decreasing porosity) and CT = 0.555

Figure D.1: Pressure Field for porosity change with frequency of 5Hz and Reduced
Frequency = 1.57
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210 D.1. FREQUENCY = 5HZ AND RED. FREQUENCY = 1.57

(a) Porosity = 47% (decreasing porosity) and CT =0.558

(b) Porosity = 31% (decreasing porosity) and CT =0.579

(c) Porosity = 19% (decreasing porosity) and CT =0.620

Figure D.2: Pressure Field for porosity change with frequency of 5Hz and Reduced
Frequency = 1.57
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(a) Porosity = 14% (minimum porosity) and CT = 0.705

(b) Porosity 19% (increasing porosity) and CT = 0.697

(c) Porosity = 31% (increasing porosity) and CT = 0.678

Figure D.3: Pressure Field for porosity change with frequency of 5Hz and Reduced
Frequency = 1.57



212 D.1. FREQUENCY = 5HZ AND RED. FREQUENCY = 1.57

(a) Porosity = 47% (increasing porosity) and CT = 0.657

(b) Porosity = 59% (increasing porosity) and CT = 0.596

(c) Porosity = 64% (maximum porosity) and CT = 0.550

Figure D.4: Pressure Field for porosity change with frequency of 5Hz and Reduced
Frequency = 1.57
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(a) Porosity = 59% (decreasing porosity) and CT = 0.554

Figure D.5: Pressure Field for porosity change with frequency of 5Hz and Reduced
Frequency = 1.57
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D.2. FREQUENCY = 3HZ AND RED. FREQUENCY = 0.94

(a) Porosity = 59% (decreasing porosity) and CT = 0.527

(b) Porosity = 47% (decreasing porosity) and CT = 0.593

Figure D.6: Pressure Field for porosity change with frequency of 3Hz and Red. Freq = 0.94
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(a) Porosity = 31% (decreasing porosity) and CT = 0.622

(b) Porosity = 19% (decreasing porosity) and CT = 0.649

(c) Porosity = 14% (minimum porosity) and CT = 0.684

Figure D.7: Pressure Field for porosity change with frequency of 3Hz and Red. Freq = 0.94



216 D.2. FREQUENCY = 3HZ AND RED. FREQUENCY = 0.94

(a) Porosity = 19% (increasing porosity) and CT = 0.671

(b) Porosity = 31% (increasing porosity) and CT = 0.651

(c) Porosity = 47% (increasing porosity) and CT = 0.612

Figure D.8: Pressure Field for porosity change with frequency of 3Hz and Red. Freq = 0.94
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(a) Porosity = 59% (increasing porosity) and CT = 0.584

(b) Porosity = 64% (maximum porosity) and CT = 0.569

(c) Porosity = 59% (decreasing porosity) and CT = 0.572

Figure D.9: Pressure Field for porosity change with frequency of 3Hz and Red. Freq = 0.94
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D.3. FREQUENCY = 1.5HZ AND RED. FREQUENCY = 0.47

(a) Porosity = 59% (decreasing porosity) and CT = 0.566

(b) Porosity = 47% (decreasing porosity) and CT = 0.605

Figure D.10: Pressure Field for porosity change with frequency of 1.5Hz and Red.
Frequency = 0.47
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(a) Porosity = 31% (decreasing porosity) and CT = 0.639

(b) Porosity = 19% (decreasing porosity) and CT = 0.666

(c) Porosity = 14% (minimum porosity) and CT = 0.692

Figure D.11: Pressure Field for porosity change with frequency of 1.5Hz and Red.
Frequency = 0.47



220 D.3. FREQUENCY = 1.5HZ AND RED. FREQUENCY = 0.47

(a) Porosity = 19% (increasing porosity) and CT = 0.675

(b) Porosity = 31% (increasing porosity) and CT = 0.651

(c) Porosity = 47% (increasing porosity) and CT = 0.616

Figure D.12: Pressure Field for porosity change with frequency of 1.5Hz and Red.
Frequency = 0.47
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(a) Porosity = 59% (increasing porosity) and CT = 0.575

(b) Porosity = 64% (maximum porosity) and CT = 0.555

(c) Porosity = 59% (decreasing porosity) and CT = 0.565

Figure D.13: Pressure Field for porosity change with frequency of 1.5Hz and Red.
Frequency = 0.47





E
EXTRA PLOTS FOR UNSTEADY

LOADING OVER ACTUATOR DISC

E.1. FREQUENCY = 5HZ AND REDUCED FREQUENCY = 1.57
In this section, normalized axial velocity field from the experiment are presented for the 5Hz fre-
quency load case. These fields are same as in subsection 7.2.1 with different colour scale.

(a) Porosity = 59% (decreasing porosity) and CT = 0.555

Figure E.1: Normalized Axial Velocity Field used for porosity changing with frequency =
5Hz and reduced frequency = 1.57 (Experiment)
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224 E.1. FREQUENCY = 5HZ AND REDUCED FREQUENCY = 1.57

(a) Porosity = 47% (decreasing porosity) and CT = 0.557

(b) Porosity = 31% (decreasing porosity) and CT = 0.579

(c) Porosity = 19% (decreasing porosity) and CT = 0.620

Figure E.2: Normalized Axial Velocity Field used for porosity changing with frequency =
5Hz and reduced frequency = 1.57 (Experiment)
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(a) Porosity = 14% (minimum porosity) and CT = 0.705

(b) Porosity = 19% (increasing porosity) and CT = 0.697

(c) Porosity = 31% (increasing porosity) CT = 0.678

Figure E.3: Normalized Axial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Experiment)



226 E.1. FREQUENCY = 5HZ AND REDUCED FREQUENCY = 1.57

(a) Porosity = 47% (increasing porosity) and CT = 0.657

(b) Porosity = 59% (increasing porosity) and CT = 0.596

(c) Porosity = 64% (maximum porosity) and CT = 0.550

Figure E.4: Normalized Axial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Experiment)
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(a) Porosity = 59% (decreasing porosity) and CT = 0.554

Figure E.5: Normalized Axial Velocity Field for porosity changing with frequency = 5Hz
and reduced frequency = 1.57 (Experiment)
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E.2. NORMALIZED AXIAL VELOCITY VS. POROSITY FOR SELECTED POINTS

(a) x/D = -0.35, r/D = 0.25

(b) x/D = -0.25, r/D = 0.25

Figure E.6: Normalized axial velocity Vs. CT for two different points in wake for different
unsteady load cases
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(a) x/D = 0.4, r/D = 0.25

(b) x/D = 0.5, r/D = 0.25

Figure E.7: Normalized axial velocity Vs. CT for two different points in wake for different
unsteady load cases



230 E.2. NORMALIZED AXIAL VELOCITY VS. POROSITY FOR SELECTED POINTS

(a) x/D = 0.7, r/D = 0.25

Figure E.8: Normalized axial velocity Vs. porosity for different points in wake for different
unsteady load cases
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E.3. NORMALIZED RADIAL VELOCITY VS. POROSITY FOR SELECTED POINTS

(a) x/D = -0.35, r/D = 0.25D

(b) x/D = -0.25, r/D = 0.25D

Figure E.9: Normalized radial velocity Vs. CT for two different points in wake for different
unsteady load cases



232 E.3. NORMALIZED RADIAL VELOCITY VS. POROSITY FOR SELECTED POINTS

(a) x/D = 0.4, r/D = 0.25D

(b) x/D = 0.5, r/D = 0.25D

Figure E.10: Normalized radial velocity Vs. CT for two different points in wake for
different unsteady load cases
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(a) x/D = 0.7, r/D = 0.25D

Figure E.11: Normalized radial velocity Vs. porosity for different points in wake for
different unsteady load cases
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E.4. VELOCITY AT ONE LOCATION IN THE FIELD USING VR METHOD

(a) Porosity = 59% (decreasing porosity) and CT = 0.555

(b) Porosity = 47% (decreasing porosity) and CT = 0.557

Figure E.12: Velocity calculations at x/D = 0.4 and r/D = 0.25 (Vortex Ring Method)
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