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Abstract 

The use of machine learning systems has great potential to better predict probabilities of default for credit 

underwriting. Despite this advantage, herewith there exists the substantial risk of discrimination. 

Moreover, machine learning models with the highest prediction-accuracy are often the least explicable 

(i.e. explainable).  

Nonetheless, explicability is needed to create accountability of automated credit decisions by machine 

learning systems. Furthermore, there exists a regulatory need for explicability of machine learning 

systems in the General Data Protection Regulation and the Consumer Credit Directive. Besides that, an 

ethical- and societal need exists for explicability. 

Within the exploration of literature, it becomes clear that research lacks on how to move from a high-

level principle like explicability, towards a prospective assessment of a machine learning use case on this 

principle, it lacks a multi-disciplinary perspective, and it misses an assessment framework that can guide 

decision-makers within machine learning use cases, aligned with a multi-organizational development 

lifecycle. 

This research aims to design a prospective pragmatic assessment framework that can guide decision-

makers, within machine learning applications in European credit underwriting cases from the point of 

view of explicability. To accomplish this, the Design Science Research Methodology, complemented 

with the Value Sensitive Design approach, is utilized. 

To this end, the Explicability Assessment Framework (EAF) was developed. This framework is 

adapted to the context- and explanation characteristics of the case, and aligns with the CRISP-DM 

development lifecycle. It was found in two case studies that the framework helps with the decision-

making whether a machine learning system is sufficiently explicable or not. 

Lastly, a wide range of future research areas is identified that needs attention: empirical validation and 

expansion of the framework, the relevance for automated explanation creation, the scalability to other 

context and a large amount of explanations, and the practical perspective regarding adoption in the 

industry. 

Keywords: Explicability, Assessment, Machine Learning, Ethics, Credit Underwriting, Framework Design, Design Science Research 

Methodology, Value Sensitive Design 

1. Introduction 

In the last couple of years research in the field of artificial 

intelligence (AI) has grown and more companies are 

acknowledging the advantages of this innovative 

technological area. The financial services industry sees it as 

 
aSubmitted in partial fulfillment of the requirements for the degree of Master of Science in Complex Systems Engineering and Management. If additional 

information, substantiation or background is desired (such as the User’s guidelines of the EAF, and the interviews), I refer to the Master’s thesis that forms 

the base of this paper. This thesis can be found in the following repository: https://repository.tudelft.nl/islandora/search/?collection=education 

one of the most promising emerging technologies [1] and use-

cases are already widely investigated for services, such as 

credit underwriting [2]–[5] and pricing of these services [6].  

Machine Learning (ML), as a sub-category of AI, can be 

defined by combining the definitions of Russell & Norvig [7] 

and Samuel [8] as follows: the use of self-learning algoritgms 
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from experience to adapt to new circumstances and to detect 

and extrapolate patterns. It has the potential to reduce costs, 

improve efficacy, find and create new business ventures and 

improve risk management [9]. In addition to these advantages, 

the application of this technique brings societal risks. 

1.1. Problem background 

The use of machine learning has shown that unpredicted 

and unwanted outcomes can occur. A problem that has 

occurred in several scenarios, is that human biases in observed 

data are being reproduced and even exacerbated by computers 

[10], [11]. In financial services, this could result in interest-

rate discrimination [12] and a disproportional amount of 

expensive subprime loans issued to minority groups [13]. 

To deal with this problem, accountability is a first priority 

since this can help with doing justice when this occurs, and 

foremost, accountability should help to prevent these 

problems. In order to create accountability, an automated 

decision should be able te be explained [14]; i.e. a sufficient 

level of explicability is required.  

Additionally, there is extra complexity with regards to the 

opaqueness of black-box models. The models with the best 

prediction-accuracy are often the least interpretable [15], [16], 

so there exists an important tension here: prediction-accuracy 

vs explicability. 

The General Data Protection Regulation (GDPR) [17] as 

well as the Consumer Credit Directive [18] ask for the ability 

to explain decisions, with respectively the right to explanation 

and right to non-discrimination. To accomplish this, the 

machine learning system and the institutional system around 

it should be designed in such a way that the tension is 

systematically taken into account. Undesirable ethical, legal 

and societal effects should be minimized by designing the 

right kind and level of explicability in the systems; the moral 

overload [19] must be reduced. One way to do this is to 

improve the ML system based on a conducted evaluation of 

the ML system on explicability already in the development 

lifecycle. It is currently unclear how to structurally do this. 

Thus, the following research question guides the research: 

“How can decision-makers prospectively assess machine 

learning applications within credit underwriting from the 

point of view of explicability?” 

1.2. Recent progressions  

Following the recent advancements and increasing interest 

of organizations in the ethics of AI, the European Commission 

appointed an AI expert group to advice (on a high-level) on 

the decomposition of the general strategy on Artificial 

Intelligence in Europe [20]. The advice from the group 

includes 4 principles towards achieving Trustworthy AI. The 

principles are Respect for human autonomy, Prevention of 

harm, Fairness, and Explicability.  

This research focuses on the explicability of machine 

learning systems in credit underwriting for consumer loans 

(using machine learning models for risk prediction with a loan 

applicant). The lack of explicability of a system causes the 

problem that decisions cannot be justified to the subjects of 

these decisions, and therefore it remains unclear for them what 

the underlying reasoning is. This could clash with ethical 

principles (i.e. accountability, transparency, human 

autonomy) and even the law (i.e. GDPR, CCD). 

In order to move from high-level principles (such as 

accountability, explicability) towards the pragmatic level of 

implementing these principles, a gap between these levels 

needs to be closed. A hands-on pragmatic assessment 

framework is developed by means of the Design Science 

Research Methodology (DSRM) [21] complemented with the 

Value Sensitive Design Approach [22] (these methods are 

explained in chapter 3). It takes a multi-disciplinary approach 

and is adapted towards the context characteristics, which is 

essential for AI ethics research [20], [23], [24]. 

1.3.  Structure of the paper 

Section 2 of this paper elaborates on the background of a 

few important aspects for the framework: machine learning in 

financial services, the values explicability, transparency & 

accountability for machine learning, the drivers for 

explicability, people related to ML explicability, a good 

explanation and the defined knowledge gap that this research 

fills. Section 3 describes the research approach that has been 

pursued. Section 4 elaborates on the results of the research. 

Secton 5 discusses and evaluates the research and the results, 

after which section 6 concludes this research paper with 

answering the research question and describing the limitations 

and recommendations. 

2. Background 

2.1. Machine learning in the Financial Services Industry 

Considering the amount of data that a bank owns, it is clear 

that utilizing this data for risk prediction is another area where 

using machine learning could create a lot of value. One of the 

interesting cases in this category for the foreseeable future is 

the application of machine learning models for credit 

underwriting. Banks see a lot of potential in using ML models 

for assessing the risk of a loan applicant in order to make more 

precise predictions of the probability of default, which cuts 

losses and increases the amount of approvals of good loans. 

The focus in this research is on personal consumer loans, due 

to the personal data that can be used and implicitly has the risk 

of discrimination.  

This case has accountability, trust and fairness as the 

specific values of interest. Trust is lost in AI when users 

cannot understand the decisions of the systems [25]. A bank 

has an important accountability relation towards their 
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consumers and trust towards the banking industry is required 

for the stability of the financial system. Accountability is in 

this research the leading value, explicability as means towards 

this, but we keep in mind that in doing so we implicitly 

improve trust and fairness as well. 

2.2. Explicability and machine learning 

2.2.1.  Explicability 

Explainability and explicability are often used 

interchangeably in the scientific literature. The word 

explicability does not linguistically include the act of 

explaining, which makes it a more neutral word in comparison 

to explainability; it does not rely on a certain level of pre-

knowledge, expertise on the subject or preferences of the 

explainee (the human who receives the explanation). This 

generality is required to ensure the explicability of a machine 

learning model that serves a wide range of knowledge among 

the explainees within this case, so therefore we choose 

explicability over explainability. 

Within the scope of this paper, the definition of Gilpin et 

al. [26] complemented by the definition of Mittelstadt, Russell 

& Wachter [27] will be central: ‘an explicable system is a 

system that can create complete and post-hoc human 

interpretable explanations of models and decisions, especially 

with respect to how it behaved, and why’. In order to be able 

to explain a machine learning model, it is required that the 

information that concerns the model aspects of interest is 

available to investigate; it should be transparent enough for 

the explainer to inspect the workings and formulate an 

explanation based on this investigation. 

2.2.2.  Transparency 

From the machine learning perspective, it is argued that 

transparency in itself shouldn’t be a goal, but a means to an 

end [28]. Explanations of actions (e.g. decisions) require 

transparency “in terms of the algorithms and data used, their 

provenance and their dynamics, i.e. algorithms must be 

designed in ways that let us inspect their workings” [14]. Thus, 

transparency can be seen as a means to explicability. 

Transparency is the opposite of the opacity of black-box 

models [29]. Important to observe here is that models can be 

transparent without being explicable: a very complex model 

designed in such a way that all the internal workings can be 

inspected does not directly imply that its workings are 

understandable enough for an explainee. Transparency on its 

own is not a sufficient condition to achieve explicability. 

The goal of transparency eventually determines to what 

extent a system needs to be transparent. This goal within this 

thesis is to improve explicability in order to improve 

accountability. Full transparency to the public is not required 

nor advisable here [28], [30]. In fact, full transparency to the 

public could cause issues related to violations of privacy, 

undermined efficiency and property rights on algorithms [30]. 

2.2.3.  Accountability 

Accountability can be defined in the sense of a social 

relation [31]: a relationship between an actor and a forum, in 

which the actor has an obligation to explain and to justify his 

or her conduct, the forum can pose questions and pass 

judgement, and the actor may face consequences. To achieve 

this, accountability “requires both the function of guiding 

action (by forming beliefs and making decisions) and the 

function of explanation (by placing decisions in a broader 

context and by classifying them along moral values)” [14]. 

The function of explanation can be seen as the 

operationalization of explicability. Therefore, explicability is 

a means for accountability. Explanation is discussed as a tool 

towards ensuring accountability [32]. Accountability itself can 

be seen as a step towards fairness or non-discrimination, and 

this reaches even broader to values such as trust, security, 

safety, and privacy; accountability can be a powerful means 

towards reducing risks and harm [33]. 

We can project the characteristics of a public accountability 

relationship [31] on the credit underwriting case and outline 

the case according to these characteristics: 

1. There is a relationship between the bank (actor) and 

the credit applicant (forum) 

2. In which the bank is obliged 

3. To explain and justify 

4. His decision regarding the credit application 

(conduct) 

5. The credit applicant can pose questions 

6. Pass judgement (e.g. the decision seems based on 

data that is odd to play a role in it and could even 

imply discrimination) 

7. And the bank may face consequences (e.g. legal 

consequences, or publicly released news-item that 

could cause damage to the brand or distrust) 

The improvement of explicability simplifies committing to the 

third characteristic and is, therefore, an important step towards 

accountability. 

2.2.4. The drivers for explicability 

Additional to the aim to ensure accountability, the 

Consumer Credit Directive (CCD) and General Data 

Protection Regulation (GDPR) are the main drivers from the 

law perspective for requiring improvement of explicability. 

Moreover, there is an ethical and societal need for 

explicability. 

The CCD [18] describes that “the creditor must inform the 

applicant immediately and without charge of the results of 

such consultation and of particulars of the database 
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consulted”. Thus, the consumer has a right to know what the 

credit decision is based on. 

The GDPR [17] states that there is a right to explanation, 

however, within the scientific community, there is a doubt 

whether the GDPR is legally binding, concerning the ‘right to 

explanation’ (article 22)  [34]–[36]. We move beyond the 

limitations of this regulation since this research does not have 

the goal to just comply to the regulations, but to intrinsically 

improve the incorporation of important values at stake in the 

design process of machine learning systems. Moreover, the 

willingness of humans to understand decisions that concern 

their lives (human autonomy) is arguably a legitimate interest 

which should lead to an adjustment of GDPR (or an alternative 

regulation) such that it overcomes the challenges that GDPR 

currently faces concerning legally binding explanation 

requirements. 

The ethical need concerns the values that the subjects of the 

decision care about: personal autonomy, fairness, trust, 

accountability, transparency and explicability. Non-

commitment to these values could ultimately lead to social 

denial of using this technology. From the perspective of the 

company using the technology, it is important that the system 

complies to the values of the employees. Employees won’t be 

willing to understand how the system works if they do not trust 

it, and subsequently they cannot explain the system. 

The societal need concerns the institutions put into place to 

improve ethics. The banking code [37] let bankers say an oath 

that let them put the interests of customers first and to 

maintain and promote trust in the financial sector. The United 

Nations Human Rights [38] describe the importance of 

equality, fairness and non-discrimination in multiple articles. 

These give additional reasoning for the need for explicability. 

2.2.5. People related to ML explicability 

Explicability of machine learning systems is dependent on 

the stakeholders of these systems: different types of 

explanations may be needed for different actors in different 

contexts. In addition, there currently are methods which aim 

to improve the explicability of ML systems.To approach this 

from a more practical perspective, the widely used CRISP-

DM lifecycle model (figure 1) [39], [40] will be expanded in 

the evaluation phase with the explicability perspective. This is 

the phase where the assessment framework takes its place.  

 

This model is inter-organizational and in practice in the 

industry, and therefore of use with regards to our pragmatic 

goal for the industry of the framework. 

In the evaluation phase of CRISP-DM, the decision is taken 

about what training- and ML model the best to be used is to 

continuate to deployment. To do this, the model(s) should be 

evaluated on the performance of the model and on 

explicability as well. Four different groups are identified as 

stakeholders for this explicability. 

The model developers (data scientists) take on the 

evaluation task in the CRISP-DM, and is thus the target group 

of the framework (the users of the framework). The decision-

maker within the evaluation step is the manager of the model 

development team. 

On the other side of the spectrum, there is the layperson 

who receives an explanation on a credit decision that concerns 

him or her. The explanations for them need to be very 

accessible and understandable.  

Further, there is the business employee within the company 

that use the ML system. They have a firm understanding of the 

business logic, reasoning behind the use and process, 

however, they miss the mathematical and technological 

knowledge; they require less mathematical explanations. 

Lastly, there’s the auditor who is an external controller and 

validator of the ML system after a system is deployed. They 

require explanations to check compliance with regulatory 

standards and principles. 

2.3. What is a good explanation? 

2.3.1. Explanation types 

There is a variety of explanation types that can be 

categorized in trifold [25]: 

Figure 2: Assessing the 'explicability process' 

Figure 1: CRISP-DM 
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◼ Explanation as a cognitive process: “the process of 

abductive inference to determine the causes of a given 

event, and a subset of these causes is selected as the 

explanation” (formulating the explanation) 

◼ Explanation as a product: “the explanation that results 

from this cognitive process is the product” (e.g. a 

textual, visual or conversational explanation) 

◼ Explanation as a social process: “the process of 

transferring knowledge between explainer and 

explainee (interaction) such that the explainee has 

enough information to understand the causes of the 

event” 

To fully assess explicability of a machine learning system, 

the development lifecycle has to be enhanced with tasks that 

assess all three categories of explicability, or as I call it ‘the 

explicability process’ (figure 2). However, for the scope of 

this thesis, the focus will be on the assessment of explanation 

as a product (circled with blue). The main reason for this is 

that it first needs to be clear what product the cognitive process 

requires to deliver, to understand how the cognitive process 

needs to be assessed, and how the social process needs to be 

designed and assessed.  

The cognitive- and social process will in short be elaborated 

upon to set the context of the product, and to create a starting 

point for future research concerning the assessment of these 

two processes. 

2.3.1.1. Cognitive Process 

For future research the main question to be answered here 

is: How can the methods used by the explainers to formulate a 

good explanation be assessed? 

The explaining methods can be classified among four 

categories, based on the problem that the explanation tries to 

solve with relation to a black-box model [41]: 

◼ The model explanation problem: the formulated 

explanation by these methods is a human-interpretable 

and transparent model that mimics the behavior of the 

black-box model, e.g. (automatic) rule extraction [26]  

◼ The outcome explanation problem: the formulated 

explanation by these methods is the specific rule that 

is used to classify a specific outcome of the model, e.g. 

LIME [42] 

◼ The model inspection problem: the formulated 

explanation by these methods is a representation of 

some specific property of interest of the black-box 

model, e.g. SHAP [43], counterfactual explanation 

[41], [44] 

◼ The transparent box design problem: the methods 

within this category are design methods for a 

transparent box model (opposed to a black-box model) 

and provide a human-interpretable and transparent 

model that can be used and does not require another 

model to mimic the behavior, in order to provide 

locally or globally human-interpretable explanations, 

e.g. designing a decision tree classifier model [45] 

This research focuses on the development of a framework 

that can be used for multiple types of cognitive processes 

(explaining methods).  

2.3.1.2. Social process 

Most literature does not incorporate the social aspects of 

explanation: transferring the (proposed understandable) 

formulated  explanations to the explainee and the social 

interaction between the explainer and the explainee in relation 

to this. Nevertheless, alignment with societal values and 

ensuring the understanding of public opinion is very important 

[46].  

The context of the case defines what social process needs 

to be put in place. The goal of the explanation is either 

justification or teaching [16]. Considering the accountability 

value of the credit underwriting case, the justification of a 

decision is the important goal for an explainee. 

Further, validation is needed whether an explanation is 

understandable for an explainee. There are three different 

approaches for evaluation of explanations [32]: application-

grounded, human-grounded and functionally-grounded. 

Considering the context of the credit underwriting case, the 

application-grounded evaluation seems the best fit, as there 

exists a concrete application. Moreover, social studies should 

investigate if there exists an optimal mix of these approaches 

for this case context. 

2.3.1.3. Product 

Explanation products can include different types of 

intelligibility [47]: application, situation, input, output, model, 

why, why not, how, what if, what else, visualization, certainty, 

and control. The context of the case for the assessment defines 

ultimately which of these types should be included [32]. In 

addition, this explanation product type leads to the explanation 

producing method (or multiple methods) that can be used. 

Further, due to the justificatory goal, the explanation should 

answer the following question [48]: “Why should we believe 

that this prediction is correct?” Hence evidence on the 

correctness of the prediction (decision) should be included in 

the explanation. This can take the following forms and it is 

case-context dependent which ones to include [48]: 

◼ Normal evidence and counter-evidence 

◼ Exceptional evidence and counter-evidence 

◼ Contrarian evidence and counter-evidence 

◼ Missing evidence and counter-evidence 

 

On top of that, an explanation product has a moment in time 

and a scope [34]: ex-ante/ex-post (prior to an automated 

decision and after an automated decision) and global/local 

(system functionality/specific decision) 
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Local ex-post explanation will be the scope within this 

research, as this type is the most relevant for the GDPR and 

CCD (justificatory value is needed required), for ensuring the 

explicability of this type is in line with the fourth characteristic 

of the public accountability relationship and since 

accountability is the upper value of interest. 

Another dimension of explanation to be chosen is the level 

of abstraction. Three different levels are identified (figure 3).  

◼ Machine-level: a mathematically sound explanation so 

that a data scientist and/or mathematician can validate 

the quality of the algorithms, calculations and model 

outcomes. On this level the explainers and the 

explainees are both humans from the data science 

domain who are required to have proficiency with 

regards to machine-interpretability. 

◼ Business-level: an explanation that makes a decision 

understandable for the people in an organization whose 

tasks revolve around the value creation for the 

company and consumer. Within this level, the goal is 

to validate whether the model does what is supposed 

by the business objectives and if it can be implemented 

in the business processes. Within this level, the 

explainers are humans from the data science domain 

and the explainees are humans from the business 

domain of the organization. 

◼ Consumer-level: an explanation that revolves around 

the data subjects of the decision, or the consumer, 

whose expertise level spectrum reaches from fully 

experienced to no experience with the content. This 

means that the explanations should be prepared to 

inform consumers from the full expertise level 

spectrum sufficiently. It focuses on human-

interpretability and understandable language. Humans 

from the business domain are the explainers to the 

explainees in society (consumers). 

The levels relate to each other and the confirmation that one 

level is validated forms the base for the other explanation, 

from bottom to top. A machine-level explanation must be of 

sufficient quality such that the mathematical and logical 

soundness can be validated. Without this, the decision-makers 

on the business-level do (legitimately) not trust the model 

enough to have it implemented. In addition, a high-quality 

business-level explanation is needed to be able to validate the 

soundness of this explanation in relation to the machine-level. 

This is required for the explainers to be able to ensure the 

consumers that the used model excludes unwanted social 

inequities such as discrimination and non-fairness. 

Concerning the GDPR, the consumer-level explanations 

are the most of interest and this is the scope of the research. 

The reason for this is the proposed (arguably non-legal) rights, 

in this regulation, for individuals that are the subject of the 

data that is used. The layperson perspective is the most 

interesting, since the consumer-level has the most to offer for 

them. 

2.3.1.4. Explanation scope of interest 

Class name Characteristics of 

the explanation of 

interest 

All possible 

characterisitics of 

the class 

Assessment moment Prospective Retrospective, 

prospective 

Explicability process 
sub-part 

Explanation product Cognitive process, 
social process, 

explanation product 

Explanatory value Justification Justification, teaching 

Explanation scope Local Local, global 

Moment in time Ex-post Ex-post, ex-ante 

Level of abstraction Consumer-level Machine-level, 

business-level, 

consumer-level 

Explainee Layperson Data-scientist, 
business, auditor, 

layperson 

For the scope of this research, it boils down to the point that 

the assessment framework will be created for the 

characteristics stated in table 1. An important statement to 

make here is that not all characteristics can form logical 

combinations that are useful to assess: for example, the 

combination of local and ex-ante explanations, or machine-

level explanations with a layperson as explainee 

2.3.2.  Explanation goodness evaluation 

The quality of an explanation product can be evaluated 

among four identified characteristics [49], [50]. 

◼ Completeness: “the extent to which all of the 

underlying system is described by the explanation.” A 

very useful characteristic, but completeness does not 

imply directly more trust towards a system. This 

characteristic is more important for global 

explanations. 

◼ Conciseness: “concise, easily consumable bites of 

information, that users can attend to if interested.” 

Always important, but has tension with completeness. 

An optimal point between those characteristics should 

be aimed for. 

◼ Soundness: “the extent to which each component of an 

explanation’s content is truthful in describing the 

underlying system.” An essential characteristic and 

this should be aimed for within all types of 

explanations. 

Figure 3: Levels of abstraction 

Table 1: Explanation assessment types 
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◼ Comprehensibility: selective in features to explain. An 

important aspiration, but an explanation can by default 

not be comprehensible for 100% of the society, so an 

important question here is to what extent this should be 

aimed for. Comprehensibility is extended with the 

linguistic aspects, such as choice of words. 

The framework should make it possible to assess the 

explanation product on these four principles. The context 

properties, such as “the expertise of the user”, determine the 

level of importance of these characteristics [41]. If it turns out, 

within the execution of the development lifecycle, that a 

formulated explanation on a certain abstraction level is not 

good enough (i.e. the assessment results in the conclusion of a 

non-sufficient explanation), one should iterate back and try to 

find the cause, and improve the explanation. Moreover, if it 

turns out that the problem of inexplicability cannot be solved 

in a case where explicability is required, the data science team 

has to evaluate if another model that is possibly more 

explicable, can solve the problem and has a sufficient level of 

explicability. 

2.4. Knowledge gap 

The current literature shows that research on explicability 

in machine learning systems is emerging, however, some 

aspects are still underexposed and need research devoted to it.  

Explicability has been shown to be a means towards more 

accountability of machine learning systems. Explicability is 

researched from a lot of different viewpoints (machine 

learning, philosophy, ethics, law), however it lacks research 

on how to prospectively assess explicability on a pragmatic 

level, which is needed in order to move from the ideals of 

incorporating values towards the real-world operationalization 

of values. 

In addition, the literature on explicability often takes a 

mono-disciplinary viewpoint, and assessment requires a 

multi-disciplinary approach since the ‘goodness’ of 

explanation of a machine learning system has multiple 

perspectives. The contextual characteristics of the case 

ultimately define which aspects of explicability are required 

to be assessed, from which perspectives and this needs to be 

aggregated in the framework. 

Further, the framework should be able to guide the design 

and development of a machine learning system with the 

decision-making concerning explicability of this system, so it 

needs to be aligned with the development lifecycle in place; 

literature lacks a robust framework that is aligned with a 

development lifecycle that is multi-organizational so that it 

can be used within multiple banking companies. 

3. Research Methodology 

As mentioned in chapter 1.2, this research uses the DSRM 

(Design Science Research Methodology) complemented by 

the VSD (Value Sensitive Design) approach. These methods 

are chosen with regards to the goal of filling the knowledge 

gap. 

3.1. Value Sensitive Design approach 

Value Sensitive Design [22], or Design for Values, is an 

approach that enables the incorporation of human values 

throughout the whole design process. It builds on the theory 

that the impact of technology on the society is caused by its 

design features, the context of use and the users of the 

technology [51]. 

Within this research, VSD works in two ways: 

First, the assessment framework will be designed for the 

values of accountability, with as means for this the value 

explicability, which eventually could enhance the values trust 

and fairness. 

Second, the assessment framework should guide decision-

makers within the development lifecycle in such a way that 

they incorporate the value of ‘explicability’ in their design of 

the machine learning system; the framework can be used to 

embed the value in the system. 

Next to the designing for explicability and accountability, 

the assessment framework will be designed for using it in 

complex socio-technical systems; i.e. it will be designed for a 

bank. The use of machine learning the credit underwriting case 

requires the combination of technological, legal, ethical, 

social and business disciplines. Thus, an interdisciplinary 

approach is required to be able to address the aspects from 

different perspectives that come with explicability of machine 

learning systems in banks. The Value Sensitive Design 

approach is interdisciplinary by default and thus fits well to 

this need. 

The focus is on the conceptual investigation from the VSD 

tripartite methodology (figure 4 [52]); the identification of the 

stakeholders, their values, and the guiding value for which the 

framework will be designed. 

Since we focus on the design of a framework as the artifact, 

and not a purely technical artifact, the technical investigation 

is considered as less important. In addition, the empirical 

investigation of using the assessment framework is an aspect 

Figure 4: Value sensitive design tripartite [52] 
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for future research, although we include it a little by pursuing 

semi-structured interviews to validate the objectives. Real-

world use of the framework should carry out a supported 

conclusion regarding the validity. 

3.2. Design Science Research Methodology 

The DSRM [21] provides a structured methodology for 

design research. Since the VSD-approach does not entail a 

functional methodology to design an artifact (the assessment 

framework, as deliverable) [53], the DSRM has been chosen 

as the main methodology, complemented by VSD. One of the 

outputs of the DSRM is an artifact, which can be an 

(assessment) framework [54]. 

Using this qualitative methodology has the advantages of 

literature-based, practical guidance and a model that provides 

in a presentation [21]. Moreover, it is a strong methodology 

for research in information systems and revolves around the 

proof that the artifact is actually useful in a specific case. The 

DSRM consists of a comprehensive process of six phases. 

3.2.1. DSRM Phase 1: Problem identification and 

motivation 
In this phase, the problem is identified and motivation is 

given of why this problem needs to be solved by means of the 

framework, and what the value of this is. The introduction of 

this paper has discussed this phase. The objectives of the 

framework should at least be formulated in such a way that 

this problem can be effectively solved by the framework. 

3.2.2. DSRM Phase 2: Objectives of the solution 
This phase identifies and discusses the objectives that the 

assessment framework needs to achieve. In addition, these 

objectives will be used for the evaluation phase (phase 5) to 

validate if the framework has solved the earlier stated 

problem. The research aimed to formulate assessment factors 

that are applicable for the specific case and explanation type 

of interest. Further, the objectives should ensure the quality of 

the framework. Conducted semi-structured interviews helped 

with the enhancement of the validity of the objectives. The 

literature overview from chapter 2 in combination with the 

formulated problem statement from chapter 1 form the input 

for this phase. The output of this phase is a list of objectives 

that the framework should achieve. 

3.2.3. DSRM Phase 3: Design and development 
First, within this phase, the objectives are transformed 

through specification, as described by van de Poel [55]. 

Furthermore, the contextual needs for the framework are 

transformed into design-requirements [56]. Lastly, semi-

structured interviews improved the validity of these design 

requirements. The requirement for the design-requirements 

are specified by van de Poel (2013) as well: the design-

requirements should satisfy the upper norm or the objective 

The design requirements serve a ‘for the sake of’-relation with 

the upper-norm, or objective; this relationship will be leading 

the formulation of the design requirements.. The deliverable 

consists of a list of design-requirements for the framework. 

Second, the design-requirements are creatively converted 

into an assessment framework as artifact. This is 

accomplished by creating a morphological chart [57] and 

synthesizing the means that are needed to commit to the 

design-requirements. As a result the Explicability Assessment 

Framework (EAF) was created. Furtermore, a user’s 

guidelines was designed to support the use of the EAF. 

3.2.4. DSRM Phase 4: Demonstration 
In this phase, the EAF was applied to two cases in the same 

area of credit underwriting for personal loans. The first one is 

an explanation by rule extraction from a support vector 

machine algorithm [58]. The second one is a counterfactual 

explanation from a set of classification algorithms [44] 

(including black-box algorithms such as support vector 

machine with linear kernel (SVC) and multi-layer perceptron). 

With these case applications, the user’s guidelines has been 

utilized to fill the framework.  

3.2.5. DSRM Phase 5: Evaluation 
The evaluation phase entails the evaluation of the designed 

artifact on the formulated objectives from phase 2.  

First, the results of the demonstration are observed and 

compared with these objectives, after which a conclusion can 

be formulated to which extent the framework effectively 

meets the objectives.  

Second, the demonstration process itself will be evaluated, 

since the objectives-based evaluation is partly dependent on 

this. Within this phase the limitations of the framework and 

the research are discussed as well. In the end, a decision will 

be made if the framework is good enough or that a back 

iteration to phase three has to take place to improve the 

artifact, before moving on to the communication phase, and 

recommendations for future research can be derived from 

these conclusions. 

3.2.6. DSRM Phase 6: Communication 
The last phase consists of the discussion on the research 

phases, results and process. Further, it includes guidelines for 

using the framework and the generalization possibilities will 

be discussed as well. The main research question is answered, 

conclusions, reflection on the research & these conclusions are 

formed and recommendations for future research are 

formulated. Moreover, a main part of this phase is the 

presentation of the results and the research in a scholarly or 

scientific format, which is the case by means of this paper. 
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4. Results 

After thorougly executing the methodology from chapter 3, 

this research produced multiple results. First, objectives are 

formulated that are aimed to solve the problem from chapter 

1. Second, a design has been created with design-requirements 

and means to commit to these requirements (appendix 1). 

Third, the Explicability Assessment Framework is developed 

(appendix 3). Lastly, this framework is demonstrated by 

means of two case studies (appendix 4 and 5). Chapter 5 

(evaluation) elaborates on the evaluation phase of the DSRM, 

including the limitations of the framework and the research. 

4.1. Objectives of the solution 

To formulate the objectives, it is first necessary to outline 

three important assumptions.  

First, the assessment will solely focus on textual 

explanations.  

Second, the assessment will solely focus on local ex-post 

explanations, and this implies that it concerns hypothetical 

explanations, since the assessment takes place before a real-

world decision has been made (see figure 5).  

Third, decision-makers are assumed to choose a system that 

has better performance with a sufficient level of explicability 

over a system that has a worse performance with a sufficient 

level of explicability. 

Next, the complexities are derived from the problem, the 

research objective and the literature overview. The design 

objectives are transformed from the complexities in such a 

way that the accomplishment of the objective(s) solves the 

complexities. The framework needs to reach the following 9 

objectives:  

A. Provides guidance for the users of the framework 

B. Helps with decision-making on whether a certain 

task or decision-making functionality can be 

delegated to the machine learning system 

C. Is able to prospectively assess explanations 

D. Is able to assess justificatory explanations 

E. Is able to assess consumer-level explanations 

towards a layperson 

F. Is able to assess the completeness of explanations 

G. Is able to assess the soundness of explanations 

H. Is able to assess the comprehensibility of 

explanations 

I. Is able to assess the conciseness of explanations 

Meeting these objectives result in a framework that solves the 

problem as formulated. The objectives are evaluated and 

validated within conducted semi-structured interviews with 

inudstry experts. 

4.2. Design & Development phase 

4.2.1.  Design 

Within this phase, design-requirements are developed to 

serve the higher the objectives [55]. The design requirements 

can be categorized as functional requirement (FR; a service or 

function that the system should provide, a thing it should do, 

or some action it should take), a non-functional requirement 

(NFR; a quality, property or attribute that the system must 

possess) or a constraint (C; a restriction or bound under which 

the system should operate, or the way in which the system is 

to be developed). A total of 20 design requirements are 

drafted, of which 18 are functional requirements and 2 are a 

constraint (see appendix 1). The requirements are validated by 

industry experts by means of semi-structured interviews. 

4.2.2. Development 

Subsequently, the transformation into a pragmatic 

prospective assessment framework continues with a 

morphological chart [56] with (a) means for every requirement 

(see appendix 1). The means are chosen such that for every 

requirement there is at least one means to meet this, and these 

are synthesized into the actual framework; the Explicability 

Assessment Framework (EAF). 

4.2.2.1. Assessment framework relations 

Before moving to this step, appendix 2 shows the relations 

and input that are of influence for the explicability assessment 

framework and shows more conceptually how we arrived at 

the point where we currently are in the development. 

The context and explanation characteristics need to be 

documented for transparency of the situation and moreover 

define how the assessment framework needs to be adapted. 

This explicability assessment framework is adjusted to the 

decision type (the acceptance or denial of a credit application), 

the (potential) effects of this decision (receiving/being denied 

a loan, having more good outstanding loans/less bad 

outstanding loans, risk of discrimination) for the actor (the 

bank) and the forum (the loan applicant) of the actor-forum 

relationship (public accountability relationship). The 

assessment moment (prospective) is a choice that is led by 

pursuing the Value Sensitive Design approach and therefore 

the need to have a tool for assessment within the development 

lifecycle before development, such that the designers can 

make the right design choices. The values (accountability and 

explicability as means for accountability) lead, in addition to 

this assessment moment, to the ethical need in society (right 

Figure 5: Timeline for the hypothetical decision 
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for explanation), the regulations (Consumer Credit Directive, 

GDPR) and the actor-forum relationship.  

Next, the context characteristics interrelate with the 

explanation characteristics. The actor-forum relationship 

defines who the explainee (layperson) is of the explanation 

that is being assessed. Further, this explainee defines the level 

of abstraction (consumer-level) of the explanation and the 

explanatory value (justification) that is the most valuable for 

this explainee. The explanatory value defines the explanation 

scope (local) and the moment in time (ex-post) of the 

explanation. Lastly, the explicability process sub-part 

(explanation product) defines the assessment object, and is 

chosen. 

Moving to the final part, the input for the Explicability 

Assessment Framework (EAF) is the assessment object (the 

explanation product), which in this case is a textual 

explanation. The framework needs to be aligned with and 

adopted with the CRISP-DM lifecycle. In order to do this, the 

framework is supported by the user’s guidelines. The 

Explicability Assessment Framework results in an overview of 

the assessment and a final conclusion concerning the 

explicability of the machine learning system regarding the 

specific explanation and context. 

4.3. Demonstration phase 
The designed framework (appendix 3) is applied to two use 

cases supported by the user’s guidelines.  

Within the first case study, it becomes apparent that the 

explanation does not suffice. To improve explicability of the 

machine learning system the explanation should at least 

improve on completeness, comprehensibility and the 

layperson perspective. To do this, first the cause of contrarian 

evidence must be found and investigated in order to find out if 

it is a problem, and further the explanation should be made 

simpler, in a narrative format and should include a why-

statement and more contextual details. 

The second case study shows that the explanation does not 

suffice as well. To improve this, the contrarian evidence cause 

should be investigated to check if this is a problem, the 

explanation should be made simpler, in a narrative format, and 

include more of the logical links between the separate parts of 

the explanation, it should include a how-statement and context 

needs to be added. 

Concluding, the application of the framework shows hands-

on next steps for the decision-makers in the development 

lifecycle to improve explicability of the machine learning 

system, so it is pragmatic to use in combination with the user’s 

guidelines. Further iterative steps should discover if these 

improvements can be made, and if thus the machine learning 

system can be made explicable within the specific context. 

 

 

 

5. Evaluation 

This chapter elaborates on the demonstration phase of the 

DSRM; the evaluation phase. This is an essential part since it 

focuses on serving the real-world objectives as defined. 

First the EAF is evaluated on the achievement of the 

objectives. The question to answer here is: ‘does the 

demonstration show that the framework accomplished the 

objectives?’.  

Second, a broader scope is taken and the limitations of the 

framework and the research are discussed. 

5.1. Evaluation of the EAF on the objectives 

A. Provides guidance for the users of the framework 

Yes, there is extensive guidance for decision-makers to use the 

framework, however, the complete usefulness still needs to be 

empirically validated in the industry by the proposed users of 

the framework. 

First, the guidelines describe how the use of the 

framework fits within the CRISP-DM lifecycle. Although this 

model is often (slightly) adjusted to the specific use-case 

context, we argue that since this lifecycle model is a widely 

adopted one in the industry, many development lifecycles 

include the different phases of the lifecycle in some way; an 

evaluation phase where the assessment of explicability should 

take place. The guidelines, therefore, show the decision-

makers when the assessment should take place.  

Second, the guidelines include a step by step task 

description of what to fill in what section of the framework, 

including examples and what choices to make. In addition, it 

shows the sequence of the tasks to do. Finally, the guidelines 

include a recommendation of what to do as the next step with 

an insufficient level of explicability of the machine learning 

system (iterate back to the business understanding step). 

B. Helps with decision-making on whether a certain 

task or decision-making functionality can be delegated to 

the machine learning system 

Yes, the concluding section that summarizes the outcome of 

the assessment with the framework, complemented with the 

future steps to take, can ultimately form a decision if the task 

can be delegated to the machine learning system. 

Both of the case studies show that a substantiated 

conclusion can be formulated based on the before conducted 

assessment. An enumeration is given of the different 

assessment subsections that are insufficiently good that lead 

to the conclusion that the explanation is insufficiently good. 

Moreover, it shows what parts need to be improved in order to 

improve the explicability, and this helps the decision-makers 

with the future steps to take. 

 

C. Is able to prospectively assess explanations 

Yes, the demonstration shows that it is possible to assess 

explanations for hypothetical decisions with the framework. 
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The demonstration is uses two papers that both focus on 

machine learning systems that are applied to historical data in 

order to investigate the systems. The generated explanations 

are based on this as well, so since these systems are not 

deployed yet and hypothetically make the decisions, we can 

state that the explanations are on hypothetical decisions. The 

assessment of these explanations was successful, thus we 

conclude that the framework is able to be used to prospectively 

assess explanations. A prerequisite for this is that hypothetical 

decisions can be produced in order to be able to create local 

ex-post explanations. 

 

D. Is able to assess justificatory explanations 

Yes, with the selection of the right evidence roles and 

intelligibility types for the justificatory goal, the framework 

can be adjusted towards this goal, and thus reach this 

objective. Future empirical research should investigate among 

explainees which options are the most relevant. 

The demonstration shows that for both cases the choices 

for evidence roles and intelligibility types can be made and 

supported and that this impacts question 1.X and 3.X in the 

assessment since these questions should be answered for the 

chosen options. The finalized frameworks in the 

demonstration show that the assessment of the choices for 

evidence roles and intelligibility types are essential in ensuring 

a good explanation that can be used for justification. The 

framework is, therefore, able to be used for assessment of 

justificatory explanations. 

 

E. Is able to assess consumer-level explanations  

towards a layperson 

Yes, the framework shows in the demonstration that it can 

be adjusted towards this perspective with the following parts: 

the selection of evidence roles and intelligibility types, 

question 2.1 and 2.2 in the framework and the 

comprehensibility and conciseness sections. Only the basics 

of the evidence roles and intelligibility types are therefore 

chosen in the demonstrations. In addition, the knowledge of a 

layperson is estimated with regards to the given explanation 

and an assessment takes place if this corresponds with each 

other. Concluding, we can say that the framework is able to 

assess consumer-level explanations towards a layperson. 

However, since it is hard to say for another person what 

knowledge a layperson has and has not (due to a lack of 

information), empirical research should be conducted in order 

to investigate this, and a feedback-loop should be created with 

this new information to improve the explanations. 

 

F. Is able to assess the completeness of explanations 

Yes, the framework can be used to check which intelligibility 

types are included in the explanation. 

The demonstration shows that first, the intelligibility types 

[47] have to be chosen that need to be included in an 

explanation to be considered complete. Afterwards, the 

assessment can take place where we look if the intelligibility 

types are present in the explanation. Both cases show that the 

completeness of the explanation lacks and that additional 

information should be added in order to have a sufficient level 

of completeness of the explanation. We can conclude here that 

the framework has the ability to be used for the assessment of 

completeness of an explanation. 

A note has to be made here that, even though the choices 

have to be supported, the chosen intelligibility types are still 

chosen, and the quality of this aspect can be improved when a 

certain standard is adopted so that it is directly clear in what 

situations what intelligibility types need to be included. Future 

research should investigate this aspect. 

 

G. Is able to assess the soundness of explanations 

The framework is able to partly assess the soundness of the 

explanations, with regards to the known workings of the 

system.  

However, it is therefore required that the user of the EAF 

knows the workings, or that the user of the EAF can trust on 

the conclusion of someone else that can validate the inner 

workings. Thus, the machine-level validity and business-level 

validity of explanations on these levels need to be ensured, 

before we are able to ensure that the explanation is fully sound 

on the required level. The assessment of explanations on this 

level is out-of-scope in this research and requires research in 

order to design a framework to accomplish this (or extend this 

framework with this point of view). 

Within the demonstration phase, we can see that section 

4 of the EAF contains four different levels: full truth model, 

simplified truth model, the truth of (a) singular feature(s) and 

not the truth. It is evident that all the different subsections of 

an explanation need to be based on the truth; false, incorrect 

or untruthful statements cannot be tolerated. However, there 

can be situations where the explainees are not interested in 

knowing all the steps, all features and the full truthful 

workings of the system, but just parts of it. Both explanations 

in the cases possess solely statements that are truthful; the first 

explanation concerns a simplified truth model that mimics the 

full truth model, and the second explanation concerns the truth 

of a few singular features that the decision is based on. 

 

H. Is able to assess the comprehensibility of 

explanations 

The framework includes important aspects for assessment of 

the comprehensibility, however, future research is needed to 

fully understand the needs of laypersons regarding 

comprehensibility, since these are currently assumptions. 

Within the demonstration, we can see that the assessment 

of these aspects in both of the explanations results in 

recommendations for improvement. Besides that, it is 

important to have future research conduct empirical surveys 
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among the explainees, with as final goal to design a feedback 

loop for improvement of explanations. This falls under the 

social process of explanation which is out-of-scope for this 

thesis. 

 

I. Is able to assess the conciseness of explanations 

The framework is able to document and assess the conciseness 

of explanations, however it is currently still unclear what the 

threshold is with this aspect of explanation. This should be 

researched in order to be able to fully assess the conciseness. 

The framework contains three metrics to assess the 

length of an explanation: textual lines, amount of words and 

number of concepts. In addition, the aspect of modularity of 

an explanation plays a role here, since easily extendable 

explanation can first be very concise and if the explainee needs 

more explanation this can be added (this is an important aspect 

of the social process of explanation). 

The demonstration shows that the framework is able to 

be used to acknowledge and document the facts concerning 

the length of an explanation and the modularity of an 

explanation. We, therefore, can conclude that the framework 

can be used for conciseness assessment, with the prerequisite 

that the users of the framework have a clear view on what the 

threshold is for a sufficiently concise explanation.  

Moreover, future research should be focused on what the 

ideal situation is regarding the length of an explanation in the 

specific context, or what best-case ranges are. This is currently 

lacking and therefore no conclusion can be given regarding 

whether the explanation is concise enough. Empirical 

evidence is very useful for this aspect 

5.2. Limitations 

In this research, and especially after the conducted 

evaluation with regards to the objectives, it becomes clear that 

the framework has a lot of advantages that positively 

contributes to the design field of machine learning systems. 

However, the performed research comes as well with its 

limitations. There have been five limitations identified.  

 

First, a limitation resulted from the ambitious aim to cover 

and synthesize a wide range of literature in the novel research 

area of explicability for machine learning into one framework. 

There was not a framework in the literature present what this 

framework could build upon, so a new framework had to be 

designed from scratch. Due to time and resource constraints, 

the framework as the output of this research covers just a 

modest part of the full explicability spectrum to cover (which 

is needed to fully ensure explicability of a machine learning 

system). It is a firm step in the right direction, but there are 

several prerequisites for the use of the framework, such as that 

the soundness of the explanation can only be ensured if the 

user of the framework is confident that the machine-level and 

business-level explanations are sound, and it has very specific 

context characteristics. But then again, this framework is able 

to be used to assess the soundness with regards to what is 

known about the other levels. So, given that the other levels 

are sound (which should be assessed as well), the framework 

can be used to assess the soundness of an explanation. 

The second limitation that has been identified is that the 

evidence roles and intelligibility types are currently chosen. 

Although the choices can be supported with arguments, there 

is a risk that a choice is hard to substantiate. Subsequently, 

there is a risk of confirmation bias, in such a way that users 

choose their evidence roles and intelligibility types 

strategically so that an explanation seems better than it 

actually is, and the machine learning system passes this 

specific assessment.  

Additional to this second limitation, is the following 

limitation that unfolds from the evaluated demonstration: 

some factors of the framework (soundness, conciseness) lack 

a robust threshold to be used to observe if an explanation is 

good enough on this factor. Subsequently, this means that with 

the current framework the user should think of this by itself 

and this implies the risk of confirmation bias of the created 

explanations. Nonetheless, one can state that supervisory 

organizations should develop standards for this that can be 

implemented afterwards. The sections are present and should 

ultimately be extended with a minimum threshold to test the 

explanation on. 

The fourth limitation is that the usability of the framework 

in combination with the user’s guidelines is not empirically 

validated by industry experts, solely the design objectives and 

design requirements. Although the designer of the framework 

is able to apply the framework in the demonstration phase to 

two cases, it cannot directly be deduced that this is easily 

doable for users that did not design the EAF. Considerable 

effort has been taken to make it as pragmatic as possible, but 

this needs to be validated in future research. Current resource 

and time constraints do not allow to include this in the current 

research project. 

Lastly, a limitation is the fact that it is hard for the decision-

makers of a machine learning system to know what can be 

considered as the knowledge level of a ‘layperson’. First, 

because a layperson is actually a large group of diverse people, 

and secondly because without interaction with this group it is 

mainly a guess without validation what this knowledge is. 

Subsequently, it is hard to fully assess the comprehensibility 

towards a layperson of an explanation without including this 

knowledge from the layperson. 

6. Conclusion 

This final chapter presents the conclusions of the conducted 

research for this thesis. All sequential steps of the DSRM are 

executed and the results are synthesized and discussed here. 
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6.1. Main findings 

By synthezising and analyzing all the results from the prior 

steps, we can now answer the main research question: 

“How can decision-makers prospectively assess 

machine learning applications within credit underwriting 

from the point of view of explicability?” 

The demonstration and evaluation phases show us that the 

framework positively contributes to the ability of the 

machine learning system designers and decision-makers to 

evaluate the explicability of the system.  

First, they need to describe and document the context 

characteristics of the use case, to create transparency and 

overview of the influential factors.  

Second, the explanation characteristics need to be chosen. 

Concerning the applicability of the EAF, the explanation to 

be assessed should fall into the following scope: a textual 

explanation product (explicability process sub-part), ex-post 

(moment in time), local (explanation scope), justification 

(explanatory value), consumer-level (level of abstraction) 

and layperson (explainee).  

Next, framework adjustments have to be made to tailor the 

EAF to the context. Evidence roles and intelligibility types 

are chosen to commit to the justificatory value, consumer-

level and layperson perspective.  

Subsequently, the actual assessment can take place where 

the explanation is systematically assessed with questions on 

the justificatory value, the layperson perspective, 

completeness, soundness, comprehensibility, and 

conciseness.  

The conclusion that is derived from this assessment can 

now be supported with arguments why a certain explanation 

is not good enough, and therefore why the machine learning 

system is not explicable enough.  

Furthermore, these arguments create a starting-point of an 

improvement iteration towards a more explicable machine 

learning system. 

6.2. Interpretation of the main findings 

The answer to the main research question indicates that the 

findings contribute to a more systematical and theory-based 

assessment of explicability of machine learning systems in 

credit underwriting. This additional evaluation is needed to 

ensure a future-proof method for explicability compliance, 

with regards to the GDPR, CCD and foremost to satisfy the 

ethical need in society. The design of this framework is a 

significant step towards the ability to fully assess the 

explicability of a machine learning system. 

Reducing the gap between explicability (a high-level 

principle) of the AI ethics literature and the operational-level 

of machine learning system development for credit 

underwriting is a novel field within the literature and has not 

been extensively addressed before. By means of an assessment 

framework, a design-perspective has been taken, such that this 

novel evaluation method can be incorporated in the (CRISP-

DM) development lifecycle: a prospective assessment tool 

that guides decision-makers and eventually helps with the 

improvement of explicability of machine learning systems. 

In addition, this thesis contributes to two main action points 

from the Ethical Framework for a Good AI Society [46], the 

second and the fourth one: 

- 2. “Assess which tasks and decision-making 

functionalities should not be delegated to AI systems, through 

the use of participatory mechanisms to ensure alignment with 

societal values and understanding of public opinion. This 

assessment should take into account existing legislation and 

be supported by an ongoing dialogue between all stakeholders 

(including government, industry, and civil society) to debate 

how AI will impact society opinion.” 

- 4. “Develop a framework to enhance the explicability 

of AI systems that make socially significant decisions. Central 

to this framework is the ability for individuals to obtain a 

factual, direct, and clear explanation of the decision-making 

process, especially in the event of unwanted consequences. 

This is likely to require the development of frameworks 

specific to different industries, and professional associations 

should be involved in this process, alongside experts in 

science, business, law, and ethics.” 

When we look at the generalizability of the findings, we 

can observe a few things. First, the hypothesis is that, despite 

the narrow scope of application, with just small adjustments 

of the framework, it can be possible to extend the scope and 

cover a wider range of explicability. Second, it might be very 

interesting for other application areas, that have similarities 

regarding the context and explanation characteristics, to 

investigate if this framework could help them as well with the 

evaluation of explicability in their ML systems.  

However, the application scope of this framework is just a 

small part of the full explicability range, it should be seen as a 

step in the right direction, and this thesis can be qualified as a 

starting point for future research, in order to ultimately be able 

to cover the full range. 

6.3. Recommendations for future research 

The evaluation phase made clear that there are six main 

limitations with the conducted research. This paragraph 

contains recommendations for future research to cope with 

these limitations (in the same order as these limitations in 

chapter 5.2). Subsequently, it adds more general 

recommendations for future research, that relates to the 

generalizability and broader application field that is 

interesting to investigate in order to create value for the 

scientific community and society. 

6.3.1. Recommendations regarding the limitations 
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To cope with the scope limitation of the framework, future 

research should investigate the change of an explanation 

characteristic one-by-one. The two main questions here are: 

what does the change of an explanation characteristic 

influence regarding the explicability assessment framework, 

and how can the framework be adapted such that the new 

situation can be assessed? When this is investigated, the 

researcher can adapt and design another framework that 

complements the EAF. By continuing this, a full set of 

frameworks can theoretically be designed (or one large 

framework) that should cover the full explicability scope. 

Second, additional research must be conducted on what 

intelligibility types and what evidence roles to include in the 

explicability assessment with certain characteristics, to reduce 

the risk of confirmation bias. Currently, this is chosen, and the 

framework improves in robustness if there is a standard for 

this. 

Third, the soundness and conciseness factors of an 

explanation require a certain threshold, so that the users of the 

framework know whether an explanation is good enough on 

those factors. However, currently, research has to take place 

on what the thresholds are in what context, such that the EAF 

can be adapted towards this. 

Fourth, the usability of the framework should be validated 

by the actual proposed users of the framework. The question 

to be answered here in empirical research is: Is the EAF easy 

enough to be used in real-world cases? Despite the fact that 

the researcher can easily apply the framework, this does not 

directly imply a high usability level for all the users of the 

framework and this should be empirically tested. 

Fifth, research should be conducted to empirically 

investigate what can be considered as the knowledge level of 

a layperson within this field. This should increase the ability 

to assess the comprehensibility of an explanation, and this 

increases the validity of the framework. The approach of 

Doshi-Velez & Kim [32] can be taken as starting point and a 

mix of application-grounded, human-grounded and 

functionally-grounded evaluation can be taken to investigate 

this aspect.  

6.3.2. Further recommendations 

Additional to the former recommendations regarding the 

limitations, there are several other research fields related that 

are interesting for future researchers as well.  

To start off, it would be recommended to investigate the 

possibilities of this framework in another context, such as 

automated court decisions. Could this framework be adapted 

towards this context such that explanations on those decisions 

can be assessed? The ethical load and challenges are different, 

but one can see that there are similarities that might indicate 

the usefulness of this framework for this context. 

Second, the scalability of the assessment is a very 

interesting field and research on how to assess not just one but 

a whole range of explanations in as less time as possible would 

significantly improve the value of this research. Most people 

do not want to assess just one specific explanation every time, 

but multiple explanations first, and maybe certain outliers 

afterwards. 

Further, it is advised that future researchers investigate 

what this systematical and structured assessment means for 

the automation of explanation generation (e.g. for this specific 

case). Could it be possible that next to the automated decision, 

a machine learning system is supplemented by an IT system 

that correctly generates good explanations that satisfy 

explainees, and ensure the explicability of the system? The 

outcome of this thesis is a good starting point for such a 

question. 

To create even more robustness and validity for this 

research, a second round of expert interviews should be 

executed, in order to validate the framework. In addition, it 

would be interesting to explore more use cases and evaluate 

how the assessment goes with these cases.  

Another research field that is advised to be investigated, is 

confirmation bias within the assessment itself, as this is 

executed in the evaluation phase of the development lifecycle 

by the designers of the ML system. Research has to be 

conducted in the field of explicability incorporation in the 

development lifecycle and the relation between confirmation 

bias and the quality of the assessment. 

Lastly, the conducted interviews have shown us two 

interesting observations: 

First, there exists a gap between the practical status quo of 

machine learning model development and the proposed 

assessment. The main added value of this research was 

searched in the quantitative field by the interviewees, 

however, this is a qualitative thesis and qualitative assessment 

should already be incorporated in the model development 

phase, which is aligned with the Value Sensitive Design 

approach. The need to incorporate this qualitative part at the 

beginning of the development was not directly seen by the 

interviewees. Future research should find out if this is a 

common thing in the industry, and how to create a change of 

perspective of these industry experts such that this need is seen 

by them as well. 

Second, it appears that large banking companies are 

currently quite risk-averse with using machine learning 

systems in the credit underwriting cases. It obviously is a cost-

benefit tension for the companies and it should be investigated 

what the costs are for fully ‘implementing’ explicability in 

such a machine learning system, and if it is still profitable for 

the banks to use machine learning systems in these cases, 

concerning the compliance to regulation and ethical need. 
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Appendixes 

Appendix 1. Morphological chart 

Function - Means Means #1 Means #2 

[FR.A1] shall show which new tasks need to be 

performed in the development lifecycle 

User’s guidelines that describe which tasks to perform  

[FR.A2] shall show how the new tasks need to be 

performed in the development lifecycle 

User’s guidelines that describe how the tasks need to be 

performed 

 

[FR.A3] shall show in what sequence the tasks 

need to be performed in the development lifecycle 

User’s guidelines that state in what sequence the tasks need 

to be performed 

 

[FR.A4] shall show at what times in the 

development lifecycle the tasks need to be 

performed 

User’s guidelines that show at what times in the CRISP-DM 

lifecycle the tasks are included 

 

[FR.B1] shall result in a conclusion if the 

explanation of interest is good enough 

A conclusion section that synthesizes the assessments of the 

individual sections that concludes whether the explanation is 

good enough  

 

[FR.B2] shall give an overview of the specific 

explicability issue(s) in the system if it is not 

explicable enough 

A summarizing section that shows the explicability issues to 

solve in the case of insufficient explicability and whereto the 

iteration step needs to go to accomplish this 

 

[C.C1] shall be usable for explanation assessment 

before the machine learning system is deployed 

n/a - constraint  

[C.C2] shall be technique-agnostic, thus usable to 

assess different formats of explanations 

n/a - constraint  

[FR.D1] shall be able to check which ‘evidence 

roles’ are useful to be included in the explanation 

An overview of the evidence roles with examples and a 

usefulness check of these for the explanation 

 

[FR.D2] shall be able to check which ‘evidence 

roles’ are present in the explanation 

Contains the question for all important evidence roles: “Does 

the explanation contain the *X-evidence role*?” 

 

[FR.E1] shall be able to specify the knowledge 

level or expertise that the explainee needs to have 

in order to understand the explanation 

Contains the question: “What knowledge does the explainee 

need to have in order to understand the explanation?” 

 

[FR.E2] shall be able to conclude whether the 

explanation is understandable enough for a 

layperson 

Contains the question: “Is the answer for FR.E1 limited 

enough to be considered understandable for a layperson?” 

 

[FR.F1] shall be usable to check which 

intelligibility types the explanation requires to 

fulfill a sufficient level of completeness 

An overview of the intelligibility types and a usefulness 

check of these for the explanation 
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[FR.F2] shall be usable to assess the extent to 

which the relevant aspects are included in the 

explanation 

Contains the question for the relevant intelligibility types: 

“Does the explanation address *intelligibility type X?” 

 

[FR.G1] shall be usable to assess the extent to 

which each component of an explanation’s content 

is truthful to how the underlying system took the 

decision 

Contains the question: “Is the explanation a correct 

representation of how the model came to the decision; i.e. is 

the explanation based on the full truth, a simplified truth 

model, the truth of a singular feature or not the truth?”  

 

[FR.H1] shall be usable for the assessment of the 

narrative aspect of an explanation 

Contains the question: “is the explanation textually written in 

a narrative format?” 

Contains the question: “does the explanation 

include singular facts or datapoints without 

context?” 

[FR.H2] shall be usable for the assessment of the 

human-interpretable linguistic aspects of the 

explanation 

Contains the question: “Is the language used considered 

easily understandable for humans?” 

Contains the question: “does the explanation 

sufficiently link the decision, important 

features, the roles and effects of these features 

in a logical way?  

[FR.I1] shall be able to assess the explanation 

length 

Contains the question: “How many textual lines does the 

explanation include?” 

Contains the question: “How many words does 

the explanation include?” 

[FR.I2] shall be able to assess the number of 

concepts included in the explanation 

Contains the question: “how many concepts are included in 

the explanation?” 

 

[FR.I3] shall be able to assess the modularity of 

the explanation structure 

Contains the question: “Is the explanation structure 

considered modular; i.e. can the explanation easily be 

extended when consumers ask for additional explanation, 

without losing the structure of the explanation? 

 

 



Appendix 2. Assessment framework relations 

 



Appendix 3. Explicability Assessment Framework (EAF) 

1. Context characteristics 

Decision type *insert description of the type of decision that the machine learning 

system makes in the case of interest* 

Value(s) *insert the value of interest for the design of the machine learning 

system in the use case* 

Actor-forum relationship *insert a description of the type of relationship the actor and the forum 

have* 

Forum *insert the forum of the decision* 

Actor *insert the actor of the decision* 

Potential effects *insert a description of the potential effects for the forum and actor of 

the decision* 

Ethical need *insert a description of the ethical need that drives incorporating the 

value in the design of the system* 

Regulation(s) *insert a description of the regulation(s) that drives incorporating the 

value in the design of the system* 

2. Explanation characteristics 

Explainee Layperson/business/data-scientist/auditor 

Level of abstraction Consumer-level/business-level/machine-level 

Explanatory value Justification/teaching 

Explanation scope Local/global 

Moment in time Ex-post/ex-ante 

Explicability process sub-part product/cognitive process/social process 

3. Framework adjustments 

Evidence roles selection (justification) 

 Normal evidence Normal counter-evidence 

 Exceptional evidence Exceptional counter-evidence 

 Contrarian evidence Contrarian counter-evidence 

 Missing evidence Missing counter-evidence 

Intelligibility types selection 

 Input Output 

 Why How 

 Why not What if 

 What else Visualization 

 Certainty Control 

 Situation  

4. Assessment Object Assessment 

*insert the full explanation to be assessed* 

Questions: Answers: 
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Justificatory explanation 

1.X For evidence role X, does the explanation 

contain this evidence role? 

 

Explanation towards a layperson 

2.1 What knowledge does the explainee need to have 

in order to understand the explanation? 

 

2.2 Is the answer of 2.1 conform to the 

corresponding knowledge of the explainee? 

 

Completeness  

3.X For intelligibility type X, does the explanation 

contain this intelligibility type? 

 

Soundness  

4 Is the explanation a correct representation of how 

the model came to the decision; i.e. is the 

explanation based on the full truth model, a 

simplified truth model, the truth of (a) singular 

feature(s) or not on the truth? 

 

Comprehensibility  

5.1 Is the explanation textually written in a narrative 

format? 

 

5.2 Does the explanation include singular facts of 

datapoints without context? 

 

6.1 Is the used language considered easily 

understandable for humans? 

 

6.2 Does the explanation sufficiently link the 

decision, important features, the roles and the effects 

of these features in a logical way? 

 

Conciseness 

7.1 How many textual lines does the explanation 

include? 

 

7.2 How many words does the explanation include?  

8 How many concepts are included in the 

explanation? 

 

9 Is the explanation structure considered modular; 

i.e. can the explanation easily be extended when 

consumers ask for additional explanation, without 

losing the structure of the explanation? 

 

5. Concluding section 

*insert conclusion … * 
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Appendix 4. EAF application case study 1: 

1. Context characteristics 

Decision type The machine learning system decides if the credit applicant is classified as 

good or bad (i.e. a high vs low probability of default) 

Value(s) Explicability  

Actor-forum relationship Public accountability relationship between a bank and the credit applicant 

(consumer) 

Forum Credit applicant 

Actor Bank 

Potential effects Receiving/being denied a loan, having more good outstanding loans/less 

bad outstanding loans for banks, risk of discrimination for credit applicants 

by banks, and as a consequence: legal prosecution, or publicly released 

news-item(s) that could cause damage to the brand, or distrust 

Ethical need “Explanation capability towards the consumer is of crucial importance in 

a domain where the model needs to be validated before being 

implemented” 

Regulation(s) N/a – no specific geographical area, but a more general use case 

2. Explanation characteristics 

Explainee Layperson 

Level of abstraction Consumer-level 

Explanatory value Justification 

Explanation scope Local 

Moment in time Ex-post 

Explicability process sub-part Explanation product 

3. Framework adjustments 

Evidence roles selection (justification) 

 Normal evidence Normal counter-evidence 

 Exceptional evidence Exceptional counter-evidence 

 Contrarian evidence Contrarian counter-evidence 

 Missing evidence Missing counter-evidence 

Intelligibility types selection 

 Input Output 

 Why How 

 Why not What if 

 What else Visualization 

 Certainty Control 

 Situation  

4. Assessment Object Assessment 

Example rule set used to result in decision X (applicant is good/bad): 

“if (Checking Account < 0DM) and (Housing = rent) 

then Applicant = Bad 

elseif (Checking Account < 0DM) and (Property = car or other) and 

(Present residence since ≤ 3y) 

then Applicant = Bad 

elseif (Checking Account < 0DM) and (Duration ≥ 30m) 

then Applicant = Bad 

elseif (Credit history = None taken/All paid back duly) 

then Applicant = Bad 
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elseif (0 ≤ Checking Account < 200DM) and (Age ≤ 28) and 

(Purpose = new car) 

then Applicant = Bad 

else Applicant = Good” 

Questions: Answers: 

Justificatory explanation 

1.1 Does the explanation contain normal evidence? No 

1.2 Does the explanation contain normal counter-

evidence? 

Yes, the low amount at checking account, long 

duration, age < 28 are features that are expected to 

influence the decision negatively (towards applicant = 

bad) 

1.3 Does the explanation contain contrarian evidence? No 

1.4 Does the explanation contain contrarian counter-

evidence? 

Yes, housing = rent, property = car, purpose = new 

car, credit history = none taken/all paid back duly are 

not expected to directly influence the decision 

negatively (it is not directly clear why this is the case), 

but it does. 

Explanation towards a layperson 

2.1 What knowledge does the explainee need to have in 

order to understand the explanation? 

How an if-else statement works, the definitions of 

checking account, DM, Duration, Credit history, 

present residence 

2.2 Is the answer of 2.1 conform to the corresponding 

knowledge of the explainee? 

A layperson might not have the knowledge to 

understand how an if-else statement works, what DM 

means 

Completeness  

3.1 Does the explanation contain this intelligibility type 

“why”? 

No, but can easily be seen with regards to the input data 

of the applicant, of which it is aware 

3.2 Does the explanation contain this intelligibility type 

“how”? 

Yes, it shows how the decision has been made 

3.3 Does the explanation contain this intelligibility type 

“why not”? 

Yes, it shows why the other decision has not been made 

Soundness 

4 Is the explanation a correct representation of how the 

model came to the decision; i.e. is the explanation 

based on the full truth model, a simplified truth model, 

the truth of (a) singular feature(s) or not on the truth? 

It is a simplified truth model, derived from the Support 

Vector Machine used to make a decision 

Comprehensibility 

5.1 Is the explanation textually written in a narrative 

format? 

It is textually written, however, it is not in a narrative 

format 

5.2 Does the explanation include singular facts of 

datapoints without context? 

Yes, there is no context on the reasoning why certain 

rules are in place 

6.1 Is the used language considered easily 

understandable for humans? 

No, there are signs (</<=) and statements (elseif) that 

are not directly clear for humans what it means 

6.2 Does the explanation sufficiently link the decision, 

important features, the roles and the effects of these 

features in a logical way? 

Yes, it does link the decisions, the important features 

and their roles for the decisions in a logical if-else rule 

relationship 

Conciseness 
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7.1 How many textual lines does the explanation 

include? 

13 

7.2 How many words does the explanation include? 84 

8 How many concepts are included in the explanation? 9 

9 Is the explanation structure considered modular; i.e. 

can the explanation easily be extended when consumers 

ask for additional explanation, without losing the 

structure of the explanation? 

Yes, extra rules can easily be added. 

5. Concluding section 

The explanation is insufficiently good, and therefore the ML system within this context and specific explanation is 

insufficiently explicable, because: 

- The explanation includes contrarian counter-evidence 

- A layperson requires knowledge to understand the explanation that it might not has 

- It misses a clear statement on why a certain decision has been made, although this can easily be derived 

from the decision tree 

- It misses the narrative format 

- It misses the context of why certain rules are there that influence the decision 

- It contains signs and statements that are not directly considered clear for a human what is meant with it 

In short: it lacks the layperson perspective, it is not complete enough, it is not comprehensible enough. 

 

For the designers of the machine learning system that has been used for the decision, this means that they have to do the 

following in a back-iteration to the business understanding step: 

- First, they have to find out how it comes that contrarian counter-evidence is included in the explanation and has 

influenced the decision in an unexpected way. This could indicate a problem with the validity of the model, but this is 

not necessarily true. If there is a problem, the designers obviously have to solve this in order to be able to ensure the 

validity and the ability to justify the decisions. 

- Second, the explanation should be enhanced with simpler language, that can be more easily understood and the unclear 

signs and statements must be replaced. 

- Third, a why statement and context to the rules need to be added, after which the full explanation needs to be 

transformed into a narrative format 



Appendix 5. EAF application case study 2: 

1. Context characteristics 

Decision type The machine learning system predicts a variable called ‘RiskPerformance’. 

“The value “Bad” indicates that a consumer was 90 days past due or 

worse at least once over a period of 24 months from when the credit 

account was opened. The value “Good” indicates that they have made 

their payments without ever being more than 90 days overdue.” 

Value(s) Explicability 

Actor-forum relationship Public accountability relationship between a bank and the credit applicant 

(consumer) 

Forum Credit applicant 

Actor Bank 

Potential effects Receiving/being denied a loan, having more good outstanding loans/less 

bad outstanding loans for banks, risk of discrimination for credit applicants 

by banks, and as a consequence: legal prosecution, or publicly released 

news-item(s) that could cause damage to the brand, or distrust. 

Ethical need “Explaining predictions of black-box models is of uttermost importance in 

the domain of credit risk assessment” 

Regulation(s) “The problem is even more prominent given the recent right to ex- 

planation introduced by the European General Data Protection Regulation 

Goodman and Flaxman [2016], and a must due to regulation in the 

financial domain.” 

2. Explanation characteristics 

Explainee Layperson 

Level of abstraction Consumer-level 

Explanatory value Justification 

Explanation scope Local 

Moment in time Ex-post 

Explicability process sub-part Explanation product 

3. Framework adjustments 

Evidence roles selection (justification) 

 Normal evidence Normal counter-evidence 

 Exceptional evidence Exceptional counter-evidence 

 Contrarian evidence Contrarian counter-evidence 

 Missing evidence Missing counter-evidence 

Intelligibility types selection 

 Input Output 

 Why How 

 Why not What if 

 What else Visualization 

 Certainty Control 

 Situation  

Assessment Object Assessment 
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Questions: Answers: 

Justificatory explanation 

1.1 Does the explanation contain normal evidence? Yes, MSinceOldestTradeOpen and 

NumSatisfactoryTrades are expected to influence the 

decision positively (lower probability for ‘bad’ target), 

and they do. 

1.2 Does the explanation contain normal counter-

evidence? 

Yes, NetFractionInstallBurden and 

NumBank2NatlTradesWHighUtilization are expected to 

influence the decision negatively (higher probability for 

‘bad’ target), and they do. 

1.3 Does the explanation contain contrarian evidence? No 

1.4 Does the explanation contain contrarian counter-

evidence? 

Yes, NumRevolvingTradesWBalance is not expected to 

influence the decision strongly negative but it does. 

Explanation towards a layperson 

2.1 What knowledge does the explainee need to have in 

order to understand the explanation? 

The definitions and effects on the decision of: 

NumRevolvingTradesWBalance, 

NetFractionInstallBurden, 

NumBank2NatlTradesWHighUtilization, 

NumSatisfactoryTrades and MSinceOldestTradeOpen. 

2.2 Is the answer of 2.1 conform to the corresponding 

knowledge of the explainee? 

A layperson might not have the knowledge to 

understand what the definitions of the explaining 

features mean and what their effect is on the decision. 

Completeness 

3.1 Does the explanation contain this intelligibility type 

“why”? 

Yes, it shows why the decision has been made. 

3.2 Does the explanation contain this intelligibility type 

“how”? 

No, it does not show how the decision has been made. 

3.3 Does the explanation contain this intelligibility type 

“why not”? 

Yes, it shows why the other decision has not been 

made. 
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Soundness 

4 Is the explanation a correct representation of how the 

model came to the decision; i.e. is the explanation 

based on the full truth model, a simplified truth model, 

the truth of (a) singular feature(s) or not on the truth? 

The explanation is based on the truth of a few singular 

features that the decision is based on. 

Comprehensibility 

5.1 Is the explanation textually written in a narrative 

format? 

It is textually written, with a supportive visualization, 

however, it is not in a narrative format. 

5.2 Does the explanation include singular facts of 

datapoints without context? 

Yes, the explanation contains features with singular 

values without context around these features or values. 

6.1 Is the used language considered easily 

understandable for humans? 

Yes, it contains an easily understandable enumeration 

of an answer to the main question: what values does the 

application need to be approved? 

6.2 Does the explanation sufficiently link the decision, 

important features, the roles and the effects of these 

features in a logical way? 

No, it does include the decision and the important 

features, however, it does not include a link of these in 

a logical way including their effects and roles 

Conciseness 

7.1 How many textual lines does the explanation 

include? 

7 

7.2 How many words does the explanation include? 30 

8 How many concepts are included in the explanation? 5 

9 Is the explanation structure considered modular; i.e. 

can the explanation easily be extended when consumers 

ask for additional explanation, without losing the 

structure of the explanation? 

Yes, additional features and/or additional explanation 

to the features can easily be added 

Concluding section 

The explanation is insufficiently good, and therefore the ML system within this context and specific explanation is 

insufficiently explicable, because: 

- The explanation includes contrarian counter-evidence 

- A layperson requires knowledge to understand the explanation that it might not have 

- It misses a clear statement on how the decision has been made 

- It misses the narrative format 

- The explanation contains singular values without context 

- The explanation does not link the decision and important features with their effects and roles 

In short: It lacks the layperson perspective, it is not complete enough, it is not comprehensible enough. 

 

For the designers of the machine learning system, this means that they have to do the following in a back-iteration to the 

business understanding step: 

- First, again the reason for the contrarian counter-evidence need to be found in order to find out whether this indicates 

a problem with the validity of the model and ability for decision justification. 

- Second, the explanation should be improved: simpler language, that can be more easily understood, and links between 

the decision and important features, effects and roles should be added. 

Third, a how-statement and context to the singular values need to be added, after which the full explanation needs to be 

transformed into a narrative format. 

  

  


