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Abstract—In this paper we propose a generic graphene-
based Spiking Neural Network (SNN) architecture for pat-
tern recognition and the associated weight values initialization
methodology. The SNN has a Winner-Takes-All 3-layer structure
and exhibits tuneable recognition accuracy by exploiting inter-
patterns similarity/dissimilarity. To demonstrate the capabilities
of our proposal we present an SNN instance tailored for low
resolution MNIST handwritten digits recognition and evaluate
its recognition accuracy by means of SPICE simulations. 2
voltage levels are initially utilized for synaptic weight values
representation and the recognition accuracy varies from 75.8% to
99.2%, which, together with its compactness and energy efficient
(pJ range/spike), suggests that our approach has great potential
for edge device implementations.

Index Terms—Graphene, GNR, Nanoelectronics, Neuromor-
phic Computing, Spiking Neural Network, Pattern Recognition.

I. INTRODUCTION

The proliferation of on-chip battery-powered edge intelligence
has driven and in turn was driven by a paradigm shift in neural
network architectures to enable energy-effective neuromorphic
computing. Spiking Neural Networks (SNNs) that aim to
mimic the excellent human brain properties (e.g., massively
parallel processing, in-memory computing, ultra-low energy
consumption, high resilience and adaptation flexibility) by
replicating its structure and operation principles, are the fore-
front drivers of the neuromorphic computing revolution.
During recent years, many efforts have been made for SNN
basic constituents, i.e., neurons and synapses, modelling and
implementation by means of complex CMOS circuitry, and
more recently by emerging technologies, e.g., memristors
[1], phase change memories [2]) in conjunction with CMOS
circuitry. However, such approaches are still restricted from the
point of view of large-scale energy-efficient implementations.
Graphene, one of the prominent post-Si forerunners, exhibits
a set of unique properties [3], [4] which makes it particularly
attractive for neuromorphic implementations, e.g., ballistic
transport, inherently analog operation, and biocompatibility,
and previous work demonstrated graphene’s suitability for
artificial neurons [5], synapses [6], [7], and SNNs [8], [9].

SNNs are fundamentally different from ANNs, from in-
ner structure to operation principle. The SNN event-driven
operation and its temporal and local nature of information
processing require a rethinking of the architecture design,
operation, and training process. ANNs’ well established and
effective training methods, e.g., back propagation, cannot
be utilized for SNNs, because of the discontinuous, non-

differentiable nature of spikes generation as well the involved
complex dynamics. As such, training is gating the SNNs
proliferation and a popular approach to deal with it is to
first design the ANN architecture, train it via traditional ANN
methods, and subsequently convert the ANN into SNN [10],
[11]. However, while bypassing some SNN training difficulties
(e.g., gradient computation), this approach fails to capture
the neurons and synapses temporal dynamics. Furthermore,
conversion imposes a series of constraints on the initial ANN
structure that might diminish the SNN accuracy [12]. Very few
approaches [13] directly design and train SNNs, and the major-
ity of them are conventional ANN rate-based approximations
(e.g., deep networks) [14], and thus while being faster and
more energy efficient, no accuracy gains are expected relative
to their ANN counterparts.

In this paper, we propose a generic graphene-based SNN
architecture for pattern recognition and the associated design
methodology for initial synaptic weight values determination.
The SNN architecture relies on a Winner-Takes-All structure
augmented with inter-pattern similarities/dissimilarities sub-
networks. The initial weight values are determined via an
off-line analysis of the training set similarities/dissimilarities
statistics, thus we rely on a design-time learning and not
no a traditional training. As proof-of-concept, we present a
graphene SNN architecture instance for a hand-written digit
recognition problem for which our SPICE simulations indicate
digits recognition accuracies from 75.8% to 99.2%. The main
features of the proposed generic SNN architecture can be
summarised as: (i) compactness and energy efficiency due
to effective graphene-based implementation of neurons and
synapses [8], and simple architecture, and (ii) desired recog-
nition accuracy tunable architecture, which are edge device
desirable features.

The rest of the paper is organized as follows: Section
II presents the generic graphene-based device employed for
neurons and synapses implementations. Section III introduces
the generic SNN architecture and the synaptic values deter-
mination methodology, and presents an SNN instance for a
handwritten digits recognition. In Section IV we evaluate the
recognition ability by means of SPICE simulations and Section
V summarizes our main findings.

II. BACKGROUND

Figure 1 illustrates the generic graphene-based device that is
utilized for implementing spiking neurons and STDP synapses.
It relies on a Graphene NanoRibbon (GNR), which acts as
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Fig. 1: Generic graphene-based device and conduction map example.
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Fig. 2: SNN architecture for pattern recognition.

conduction channel when the device is subjected to a drain-
to-source bias voltage. The actual conductance is controlled by
external voltages applied on the top and/or bottom gates [15]
and the nanoribbon geometry and contact topology determines
the device conduction profile [16]. Note that all neurons and
synapses utilized in this paper are GNR-based [8].

III. SNN ARCHITECTURE AND NETWORK DYNAMICS

In this Section, we describe the proposed generic pattern
recognition SNN architecture and the afferent design method-
ology for determining the initial weight values. Then, we
present an SNN architecture instance for reduced resolution
MNIST digit recognition.

The proposed SNN architecture, illustrated in Figure 2, has
an output layer L2 whose neurons are bijectively associated
with the to be discriminated categories and relies on a Winner-
Takes-All (WTA) strategy, i.e., the L2 neurons mutually inhibit
each other, until after some time only one neuron continues
to fire, namely the one which label (category) appears to be
the most appropriate for the applied input pattern. As WTA
neurons input, the typical approach is to exploit similarities
between same category patterns. This is reflected by L1 to
L2 all-to-all excitatory synaptic connectivity. Nevertheless, this
only works for few discrimination categories and for patterns
that have a low degree of correlation for different categories,
i.e., are easily distinguishable. To this end, we propose to
augment the WTA with a subnetwork that exploits pairwise
dissimilarities in order to provide additional inhibition for
aiding the discrimination of highly correlated categories. Small
L1 to L3 excitatory clusters that reflect particular dissimilar-

ities between 2 hard to distinguish categories, can together
provide the additional inhibition extent from one category to
the other. We note that no learning/training is involved, as the
weights are determined based on an off-line analysis according
to certain similarity/dissimilarity statistics.

To exemplify the proposed SNN architecture design, we
consider a hand-written digits recognition task. Specifically,
we have used the UCI handwritten digits dataset [17], which
consists of 3823 training and 1797 testing images, where
each image is an 8 × 8 pixels, grayscale image of digits 0
to 9, and where each pixel value is an integer in the range
[0, 16]. The proposed SNN architecture follows the structure in
Figure 2 and can beperceived as consisting of 3 subnetworks:
a subnetwork that exploits digits similarity, a subnetwork
that exploits digits dissimilarity, and a third Winner-Takes-
All subnetwork that carries out the digits discrimination via
a competition mechanisms. L1 is the input layer, with 64
neurons each corresponding to an image pixel, L2 is the SNN
output layer with 10 neurons, and L3 may include up to 100
neurons to add L2 pairwise digits disambiguation for certain
digits (which are more similar to each other and harder to
distinguish from one another).

The images are provided as input stimuli to the SNN first
layer of 64 sensory neurons, with every pixel corresponding to
an L1 spiking neuron. Pixel values are binarized and converted
into spike event (for pixel values ≥ 5) and no spike event
(for pixel values < 5). Different binarization threshold values
were tested experimentally, however no single optimal value
was found. Nevertheless, a threshold of 5 did result in higher
recognition accuracy for some of the digits that are harder to
distinguish because of overlapping features with other digits.
We note that, since the images are binarized they can be
straightforward converted into a spike-based spatial represen-
tation, bypassing the need for random number generators and
extra circuitry associated with existing SNN input encoding
methods, such as rate encoding, temporal coding, rank order
coding, etc. [18], [19].

IV. SIMULATION RESULTS

As concerns the simulation environment, the preliminary anal-
ysis for initial synaptic weights is performed in Matlab, while
the actual graphene-based SNN architecture is simulated in
SPICE [20].

Authorized licensed use limited to: TU Delft Library. Downloaded on July 22,2024 at 13:47:39 UTC from IEEE Xplore.  Restrictions apply. 



L1 neuron no. 

Fi
rin

g 
fr
eq

ue
nc
y

Partition 1

Partition 2

Partition 3

Partition 4

(a) (b) (c)

Fig. 3: L1 neurons partitioning example vis-a-vis their firing frequency for all digit 0 training images (a) digit 0 firing frequency
stencil, (b) neurons grouping into 4 equidistant partitions, (c) 4 equidistant partitioning stencil.

Digits Recognition Accuracy (R!"") [%] 

0 1 2 3 4 5 6 7 8 9

376 389 380 389 387 376 377 387 380 382

82.2 1.5 12.1 46.5 22.5 11.2 68.7 44.2 98.7 -30.6

87.3 8.7 16.9 46.5 30.7 18.6 68.7 45.4 99.3 7.6

86.7 23.9 33.4 -1.8 39.8 -5.9 66.3 33.6 42.1 55.3

88.3 -8.5 41.1 74.8 27.9 -6.4 70 53.5 99.6 -1.3

88.3 29.6 45.5 70.1 39.5 9.3 69.3 49.4 62.1 28.5

88.3 9.3 51.9 74.5 52.7 10.6 69 56.8 99.8 58.9

Baseline   [max no. of partitions]

2 PARTITIONS

2 PARTITIONS

3 PARTITIONS 

3 PARTITIONS

4 PARTITIONS

NImgTrain

[0 - 200 - 400]

[0 - 200 - 300 - 400]

[0 - 100 - 200 -300 - 400]

[0 - 150 - 250 - 400]

[0 - 150 - 400]

Digit

Fig. 4: Example of L1 neurons partitioning for synaptic weights
initialization.

A. Similarity sub-network

A first architectural decision concerns the initial L1 to L2
synaptic weights. In principle each and every synaptic weight
could be initialized to a different value. However, since for
edge devices area and energy consumption are critical, it
would be desirable to reduce as much as possible the cardi-
nality of the initial synaptic weight values set. One solution to
determine the optimal number of L1 to L2 synaptic partitions
(where to each partition is assigned a same initial weight
value), is to rely on the neurons firing patterns (e.g., firing
frequency). In particular, we applied all 376 training images
belonging to digit 0 and recorded the firing frequency for each
of the 64 L1 neurons. Then we partitioned the L1 neurons
into multiple groups, based on their firing frequency similarity
and subsequently carried out the same analysis independently
for all the other digits. Figure 3 graphically illustrates the L1
neurons firing frequencies for the entire set of digit 0 376
training images, and an example of partitioning into 4 groups
based on the frequency values similarity.

As performance measure for the similarity sub-network
synaptic weights initialization, we consider the SNN recog-
nition accuracy for a digit dig, which is computed as follows:

Racc = (NImgTraindig−Nfaultydig)∗100/NImgTraindig, (1)

where NImgTraindig denotes the total number of training
images for digit dig, and Nfaulty is the number of false
positive recognitions for that digit. To determine the quan-
tization degree of the synaptic weight values, we investigated
the effects on the SN recognition accuracy when considering
(i) different number of partitions individually for every digit,
(ii) different number of partitions common for all digits, and
(iii) the firing frequency threshold value for assigning neurons
to different partitions when the number of partitions is given.
Simulation results, exemplified in Figure 4, indicated that (i) in
general as the number of partitions increases, the recognition

accuracy improves for some digits, but degrades for other
digits, and after a certain number of partitions, there is an
overall degradation for all digits recognition accuracy, and (ii)
the accuracy is very much dependent on finding the optimal
thresholds to separate the partitions. All results in Figure 4
are reported relative to the baseline configuration for which
every L1 neuron forms its own partition. For the 2 partitions
case, setting the firing frequency threshold to 150 instead of
200 yields better accuracy ranging from 4.5% up to 85.9%
for digits {0; 1; 2; 4; 9}, while degrading the accuracy ranging
from −2.4% up to −56.6% for digits {3; 5; 6; 7; 8}. Thus,
for 2 partitions, a threshold of 200 leads to better results
overall. Similar conclusion can be drawn from the 3 partitions
example. We note that the SNN architectural design for the
digits similarity subnetwork should be done in tandem with the
digits dissimilarity subnetwork, as otherwise would misguide
the design space exploration and lead to suboptimal results.
Furthermore, for determining the partitions Pareto optimal
configuration, several aspects require consideration, e.g., a
higher recognition accuracy for digits which pose recognition
difficulty because of their high degree of similarity with other
digits (e.g., 6 and 8) is preferable to a higher accuracy percent-
age for digits which are more easily distinguishable, does a
higher number of partitions justifies the extra area and energy
circuitry associated with multiple voltage levels or a lower
number of partitions in tandem with increasing complexity
of the digits dissimilarity subnetwork can resolve recognition
disambiguation more cost effectively, etc. From the design
space exploration it was found that 2 equidistant partitions
not only offered the best area and energy trade-offs, but also
outperformed recognition accuracy wise configurations with
multiple partitions.

B. Dissimilarity sub-network
The dissimilarity subnetwork is designed for pairwise digit

inhibition and only for the digits for which the SNN recogni-
tion accuracy is low. Figure 5 exemplifies the design principle
of the dissimilarity subnetwork from digit 0 to digit 1. To
derive the L1 neuronal cluster, the 2 digit stencils can be
subtracted and the neurons with the lowest and/or highest
firing activity which correspond to the most dissimilar features
present or absent from one digit, are selected. Depending on
the desired SNN recognition accuracy more or less neurons
can be included and grouped either as a single cluster or
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0 0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0
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167 367 373 370 375 376 372 176 76 187 112 53 142 222 209 96
371 372 155 48 30 52 352 375 99 32 -226 -327 -299 -232 52 100
346 363 102 11 4 47 338 374 -12 -14 -280 -372 -375 -329 -45 -2
72 351 373 343 316 353 371 206 -126 65 123 108 89 105 82 -78
0 19 92 319 339 268 93 1 -12 -6 75 305 333 252 40 -76
0 0 0 0 0 0 0 0 0 0 0 0 0 0 -8 -14

0 0 1 0 0 0 0 0 1 9 17 25 33 41 49 57
0 4 46 95 65 6 1 0 2 10 18 26 34 42 50 58

91 180 261 317 233 154 163 80 3 11 19 27 35 43 51 59
272 340 381 375 329 284 300 275 4 12 20 28 36 44 52 60
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Fig. 5: Inhibition from digit 0 to digit 1: (a) digit 0 and digit 1 L1 stencils, (b) digit 0 to digit 1 dissimilarity stencil, and (c) example of 2
L1 dissimilarity clusters.

D0 D1 D2 D3 D4 D5 D6 D7 D8 D9

D0 100.0% 97.9% 99.5% 99.0% 86.8% 98.4% 99.5% 99.2% 96.8% 99.7%

D1 99.2% 100.0% 82.4% 88.4% 76.7% 87.2% 98.1% 96.6% 60.8% 76.7%

D2 100.0% 74.0% 100.0% 81.2% 97.4% 92.6% 94.2% 97.9% 67.6% 85.3%

D3 99.7% 77.6% 89.2% 100.0% 96.4% 75.0% 100.0% 94.6% 76.1% 50.3%

D4 98.4% 54.0% 96.8% 97.9% 100.0% 90.4% 91.2% 94.3% 63.4% 73.3%

D5 99.7% 72.2% 83.2% 82.0% 93.0% 100.0% 96.6% 97.7% 90.0% 58.6%

D6 99.5% 94.3% 96.6% 99.7% 85.8% 97.9% 100.0% 99.7% 93.4% 100.0%

D7 100.0% 75.6% 97.6% 94.9% 83.5% 93.4% 100.0% 100.0% 85.3% 87.2%

D8 97.6% 50.1% 77.1% 92.3% 77.5% 88.8% 96.6% 92.8% 100.0% 95.8%

D9 99.7% 60.7% 89.5% 73.3% 84.0% 94.9% 100.0% 93.0% 75.8% 100.0%

SNN recognition accuracy [%] -  "training images" set

99.5% 76.3% 80.0% 87.4% 76.7% 88.6% 94.4% 97.2% 79.5% 44.0%

99.7% 79.2% 90.8% 95.6% 92.5% 87.5% 95.4% 97.4% 85.0% 89.5%

SNN recognition accuracy [%] - "testing images" set

99.2% 75.8% 76.6% 85.3% 76.0% 87.8% 94.2% 96.9% 85.5% 89.0%

% correct inhibition from digit Dx (green) to all the other digits (blue)

from
to

Fig. 6: Pairwise digit inhibition and SNN recognition accuracy for
the set of training and testing images.

as multiple clusters as illustrated in Figure 5 (c). Figure 6
exemplifies numerically the pairwise inhibition effects of the
dissimilarity subnetwork for all digits. The % correct inhibition
from digit A to every other digit B is derived as the ratio
between the number of A digit inhibitions when applying as
SNN input B images and the total number of train images
for digit A. Suppose there are 2 digits - A and B, and we
would like to determine the L1 neuronal cluster for inhibition
from digit A to B. Ideally, the neuronal cluster should reflect
features that are present in all images from digit A (otherwise
less images from digit B get inhibited) and at the same time ab-
sent in all images from digit B (otherwise there are more false
positive inhibitions). In practice this trade-off has to carefully
considered, since it affects the recognition ability not only for
the considered 2 digits, but for the other digits as well. To this
end, we define a cost function for each L1 neuron, which is
increased when the neuron benefits overall the entire SNN, and
decreased otherwise. Simulation results in Figure 6 indicate
that the inhibition is effective for some digits (% correct
inhibition is higher), which might rely solely on the WTA L2
inhibition and not require any inhibition via the dissimilarity
sub-network. On the contrary, for other digits the % correct
inhibition is lower but can be increased more or less depending
on the SNN targeted recognition accuracy, for instance by
adding more L1 neuronal clusters in those particular cases.
Figure 6 shows the SNN recognition accuracy for the set of

training images, and for the set of testing images. The accuracy
is successively increased by improving the dissimilarity sub-
network for the digits with lower % of correct inhibition.
We note that the SNN recognition accuracy for the training
and testing set of images is quite similar with the exception
of digit 2, for which the accuracy degraded with 16%, and
that a simple SNN structure with 2-voltage levels only for
synaptic initialization can achieve good performance. We note
that this performance can be further improved via extending
the dissimilarity sub-network if very high accuracy is the
target. We note that it is hard to make comparison for neural
network architectures. For instance, comparing with an ANN
is rather irrelevant, since SNNs and ANNs are fundamentally
different from multiple standpoints, e.g., structure, mode of
operation, different design spaces, different algorithms, etc.
Furthermore, comparing against other spiking neural networks
is also less relevant since the vast majority of them rely on
deep neural network structure with hundreds of parameters and
multiple layers, while in our case the SNN architecture has a
simple structure, which would essentially translate to orders
of magnitude savings. As concerns the energy expenditure, for
both graphene-based neuron and synapse the energy/spike is
in the order of 10−7 to 101 pJ, for ps to ms spike timescale
[8], which indicates the energy effectiveness of proposed SNN
structure.

V. CONCLUSIONS

In this paper we proposed a generic graphene-based SNN
architecture for pattern recognition and a methodology for
initial weight values determination. The main advantages of
proposed SNN architecture are: (i) simple architecture, (ii)
energy effectiveness due to the simple architecture and the
utilization of graphene neurons and synapses, and (iii) recog-
nition accuracy aware design methodology. We also presented
a proof-of-concept SNN architecture for handwritten digits
recognition. SPICE simulation results indicate that a simply
binary weighted synaptic SNN network can achieve good
recognition accuracy performance (up to 99.2%) and thus
eliminate the recourse to deep neural network or complicated
design with hundreds of parameters and layers.
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