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Summary

After the study of fully developed and developing steady laminar flow

in curved channels of shallow rectangular wet cross-section (see earlier reports

1n this series), steady turbulent flow in such channels is investigated

as a next step towards a mathematical model of the flow 1n shallow river

bends.

A mathematical model is developed for this type of flow, using a turbulence

model with a prescribed distribution of the turbulence viscosity and

starting from the same similarity hypothesis as in the equivalent laminar

flow models. The influence of various characteristics of the turbulence

model and the admissability of the most important assumptions underlying

the mathematical system that is solved are tested for the flow in a rather

sharply curved flume with rather strong effects of curvature. The perform

ance of the model is tested by comparing its results with experimental data

from various laboratory flumes.

The turbulence model appears to be of great importance to the secondary flow

and the 'related quantities •.The similarity hypo thesis y.ieLds;sa'ti.sf.ac.t ory .

results for the main flow, but it needs to be refined for the calculation

of the magnitude and the direction of the b~d shear stress.

The model appears to be applicable to curved channels of not very sharp

curvature (i.e. flows with a smallor intermediate equivalent Dean number),

although the secondary flow intensity tends to be underestimated.
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1. Introduction

l.I. General

The flow and the bed topography in curved alluvial river channels play

a prominent part in several aspects of river engineering, such as

navigability, bank protection and dispersion of pollutants, Hitherto,

engineering problems concerning river bends are mostly investigated using

physical scale modeis, even though the complex character of the flow may

give rise to scale effects that make the model data hard to interpret

in prototype terms. The increasing facilities of electronic computers,

however, make it more and more attractive to develop mathematical modeis.

They would facilitate the understanding of the physical phenomena and could

be used together with or even instead of physical modeis.

As it is impossible to reliably predict the bed topography withouth knowing

the flow field, an adequate model of the flow in a curved channel with an

uneven bed must be developed first. Assuming disturbances of the flow to travel

at a much higher celerity than disturbances óf the bed, as is the case in most

of the navigable alluvial rivers, the bed can be considered as being fixed

when computin8 the flow. In addition, the flow can be assumed to be steady,

which is allowable under many practical conditions.

The development of a mathematical model of steady flow 1n river bends with a

fixed uneven bed is one of the research projects of the Laboratory of Fluid

Mechanics of the Delft University of Technology, as a part of the river bend

project of the joint hydraulic research programme T.O.W.*).

1.2. The present investigations

After studying fu~ly developed and developing laminar flow in curved channels

of shallow rectangular cross-section (DE VRIEND, 1978a and 1978b), the

development of a mathematical model of steady turbulent flow in such channels

is the next step ori the way to a mathematical model of the flow in shallow

river bends.

*) (joegepast Onderzoek Waterstaat), in which Rijkswaterstaat, the Delft

Hydraulics Laboratory and the Delft University of Technology participate.
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Passing from laminar to turbulent flow implies an essential

complication of the problem. Steady laminar flow is properly

described by the time-independent vers ion of the Navier-Stokes

equations. The turbulence-averaged motion ~n steady turbulent flow,

however, must be described by the Reynolds equations, in which the

Reynolds stresses account for the turbulence. These equations can only

be solved if additional assumptions are made for the Reynolds stresses

(the turhulence model). Establishing a turbulence model that is

appropriate to the type of flow considered here is one of the

purposes of the present project.

Another purpose of this step is to further develop the computational

procedure needed to solve the mathema.tical system, which is essentially

complicated by the introduction of turbulence, or rather: of the

turbulence model.

Furthermore, the development of a model of turbulent flow in curved

rectangular channels is ~ttractivebecause it provides the possibility of

testing the model, and so the turbulence model and the computational

procedure, against laboratory experiments, many of which were carried

out in rectangular flumes.
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2~ Mathematical formulation of the problem

2.1. Channel configuration and coordinate system

The pre'sentpart of the 1nvestigations on flow in river bends is to deal

with a computational technique for turbulent flow in curved shallow

channels. From this point of view a free surface and more or less arbitrary

channel patterns and bed configurations can be expected to be only complic

ating factors that will not essentially influence the computational method.

Therefore considerations are limited to channels'of uniform rectangular

wet cross-section with a channel axis consisting of circular arcs with

radii of curvature R *). Accordingly, the coordinate system to be used 1nc
the mathematical formufation of the present problem consists of a set of

cylindrical coordinate systems, each of which has a vertical axis that

goes through the centre of the circle forming the channel axis of the

relevant section (see figure I). For the sake of simplicity, the explanation

of the model and the underlying assumptions will be limited to one channel

section with a circular axis of radius R , uS1ng a cylindrical coordinatec
system (R,~,z) with the z-axis vertically upward and Z=O at the surface

(figure 2). If necessary, a transformation to curvd.li.near-, stream-oriented

coordinates will be carried out.

2.2. Differential equations

The mathematical model is based on a set of differential equations

representing the conservation of mass and turbulence-averaged momentum

in stationary turbulent flow of an incompr~ssible fluid. Anticipating on

what is stated in chapter 3 on the modeling of the Reynolds-stresses, a

scalar turbulence viscosity 1S assumed to be applicable. If At denotes

this turbulence viscosity, n the dynamic molecular viscosity of the fluid,

pits mass density, g the acceleration due to gravity, p the pressure

and vR' v~ and Vz the velocity-components in R-, ~- and z-direction,

respèctively, the differential equations read

(2.1)

H) R may be chosen infinitely large, so that the relevant k-th channel sectionc
. k . h1S stra1g t.
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(2.2)

(2.3)

1+-
P (2.4)

2.3. Boundary conditions

The boundary conditions at the surface arising from the impermeability

of this ,surface and the vanishing of the shear stresses along it read

vzl =0
z=O

,(2'.5)
-c

and

av "
{(At+n) J} = 0;

dZ z=O
(2.6)

, respectively. As the surface is kept fixed, it must pe considered as

africtionless rigid plate exerting normal stresses on the fluid. Consequently,

the dynamic free surface condition p=O is not applicable here.
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The boundary conditions at the fixed boundaries stem from the

impermeability of these boundaries and the no-slip conditions.

v = 0; V"
R ~

0; v = 0 forz z = -d and for (2.7)

in which B denotes the channel width. It should be noted that,

depending on the turbulence model adopted, the above conditions

at the fixed boundaries will necessitate a special treatment of

the flow in the vicinity of these boundaries (see chapter 3».

In addition to these "lateral" boundary conditions, inflow and outflow

conditions must be given. Most of these conditions will be formulated 1n

a later stage. Only the discharge Q is mentioned here, since it plays a

part in the integral conditions of continuity (cf. equation 2.1).

R +B/2
0c

f dR f v<l>dz = Q
.. , ,

R -I3/2 -dc

and it will be used 1n the normalization of the system.

(2.8)

2.4. Normalization

The normalization carried out in order to make all variables dimensionless

and oboestimate the order of magnitude of the various terms in the

differential equations is almost the same as in case of laminar flow

(DE VRIEND, 1978a and b).

In summary:

d= Vu; vR = R V v;
c

V
Z

= ~ V w
Rc

with V = Q/Bd (2.9)

y = R-Rc
a

so aR z = dr;, a
so az 1 a

d ar; (2.10)

= (2.11)R

in which S denotes the longitudinal coordinate and RO is a characteristic

radius of curvature of the channel to beoconsidered.

The only difference from the laminar flow case lies 1n the normalization

of the turbulence viscosity and the total pressure. The turbulence

viscosity is normalized by
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(2. 12)

-
, in which AO denotes the overall mean value of At+ n t.nthe equivalent

fully developed flow in an infinitely wide straight channel. Supposing

the total pressure to be normalized by

p + pgz = P P (2.13)

, the longitudinal momentum equation for fully developed flow ~n an

infinitely wide shallow channel reads

o P ~ AOV ~2
--~+~ (a~

pRO as pd a~2
(2.14)

The pressure gradient term and the diffusion terms in this equation must

be of the same importance. As the model to be developed should include

the flow case described by (2.14), the scalefactors of the pressure gradient

term and the vertical diffusion terms are ehosen equal. Henee

(~. 15)

in whieh ReO = pVd/ÄO ean be eonsidered as a Reynolds number based on

the mean turbulenee viscosity.

Defining € = d/RO' the normalized system of differential equations and

boundary eonditions beeomes

1 au av € + aw -_0+ - + - v
r d~ d~ r a~ (2.16)

(~ ~ + au au € )
€Reo r a~ v ~ + w äÇ + r uv

2 3
€ au € € av+ - - - -u + - 2 -}
r a~ 2 2 a~r r_

2 2
+ 2 ~ aa (I. au + c ~) + aa (dU _ _§_ u + ~ av) +

r a~ r a~ r a; a; r r a~

(2.17)



3 (_uav + av av)e Re v -- + W --o r a~ a~ aç

e av i: E: au+ - - - ~ v - -- 2 --}r a~ --2 2 a~r r

3 (~ aw + aw dW)
e Reo r a~ v ~ + W äi
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2 2
+ ~ aa (~ _ ~ u + ~ av) + 2 2 aa av +
r a~ a~ r r a~ E: a~ a~

(2.18)

B/2d 0

I d~ J udç = ~

-B/2d -1

. 2 2 aa a,.,
+ E: ----aç aç (2.19)

(2.20)

au av
W = 0; a -- = 0; a - = 0 at ç = 0aÇ aç

u = 0; v 0; W = 0 at ç

(2.21)

-1 + B
and at. ~ = - 2d (2.22)
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3. Turbulence model •
In case of turbulent flow, two types of diffusion terms occur in

the turbulence-aver~ged momentum equations, viz. the molecular diffusion

terms, which are the same as ~n case of laminar flow, and the turbulent

diffusion terms arising from the net exchange of momentum due to

turbulence (Reynolds stress terms). , .

On the analogy of the viscous stresses, the compönents of the Reynolds

stress tensor can be assumed proportional to the relevant components of

the rate-of-strain tensor of the turbulence-averaged flow. For instance

- p
(3. 1)

in which v~ and v~ denote the turbulent fluctuations of v~ and vz'

respectively. The coefficient of proportionality At' called eddy viscosity

or turbulence viscosity, is assumed to be a scalar quantity that depends

on the turbulence-averaged flow. Although many objections can be made

against this eddy viscosity concept, it appears to yield a satisfactory

description of the mean flow properties ~n many cases of turbulent flow

(HINZE, 1975).

As At depends on the mean flow, which in turn depends on At' the mathematical

system is not closed until either a direct relationship between At and the

mean flow properties has been established or additional differential

equations have been formulated from which such a relationship can be

derived (transport equations, describing the production, transport and

dissipation of turbulence properties; see, for instanee, LAUNDER, AND

SPALDING (1972»). As a .direct relationship between At and the mean flow

properties ~s mathematically simpler, such a relationship will be adopted

here. Only if this concept proves to fail, more advanced turbulence

models will be used.

To obtain an impression how At could be related to the maan flow, fully

devaloped turbulent flow in au infinitely wide straight channe l is

considered. The straamwise momentum equation for that flow case reads

(3.2)
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If the molecular part of the viscosity ~s neglected and a is

related to the mean flow by the mixing length hypothesis.

a = -ll; (I +1;) 2 I~IReal; a (3.3)

, K denoting Von Kármán's constant, then the vertical distribution of u

is a 10gBrithmic function. Since this distribution cannot satisfy the

no~sl~p condition ~t the fixed bottom I; = -I (cf. Equation 2.22), the
Hvelocity is prescribed to vanish at a level I; = I; slightly above the

bed, so that
_1/2

= Rea
u

K

1
(_ lI2.) /2 In(l:!:L)

as 1+z;*
(3.4)

If Chezy's coefficient C is adopted as an indication of the bed

resistance, H
I; ~s given by (DE VRIEND, 1976)

z;* '= - 1 + exp ( - 1 - *) (3.5)

and the velocity distribution can be expressed as

u = u {I + /g + /g In (I+Z;)}
KC, KC (3.6)

, in which ~ denotes the depth-averaged value of u (~ = 1 by definition

in the present case). Substitution of this result into (3.3) yields

K/ga = - -c- Z;(I+I;)Rea (3.7)

So the distribution of a along the vertical is a parabola vanishing at

the bottom and at_the surface and having its maximum at half depth.

The scalefactor Aa of the turbulence viscosity was defined such, that

~n the present flow case a = 1. Hence

and a = -6Z;(1+Z;) (3.8)
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(cf. ENGELUND (1974) and RASTOGI AND RODI (1978), applying a

turhulence viscosity with a depth-averaged value corresponding
C

with ReO = 137g)'

In case of a straight channel of finite width, hut without secondary

flow, the streamwise momentum equation for fully developed flow hecomes

ie+ a2 aa au
.2

+ aa aua u0 = a~+ -- + aas 2 al;;al;; aE;2 af;aE;al;;

and the equivalent of the m~x~ng length hypo thesis (3.3) reads

(3.9)

a (3.10)

in which l denotes the m~x~ng length. For a given distrihution of l ,m m
equation (3.9) and (3.10) can he solved to yield thè transverse

distrihution of u. The choice of l , however, introduces important
m

uncertainties, so that the computational effort needed to solve the

rather complicated system (3.9)-(3.10) may he unjustified. In that

case, either more complicated turhulence models have to he applied (see,

for instance, RASTOGI AND RODI (1978) and LESCHZINER (1978)) or more

crude, hut simpler models may just as well he used. As in the present

curved flow computations the modelling of turhulence is not expected to

he of primary importance (RODI, 1978'),it will he attempted to use models

that are simpler than (3.10).

The channels to he considered are shallow, 80 the vertical exohange of

momentum due to turhulence will he predominant in the greater part of the

cross-section. Only at relatively small distances (order of magnitude d)

from the sidewalls the influence of the horizontal exchange will he

perceptihle. Although, especially in curved channel flow, it may he

necessary to descrihe the flow in the sidewall regions accurately in

order to have a good prediction of the flow in the rest of the cross-section

(DE VRIEND, 1978a), this accurate prediction in the sidewall regions in

itself is not a purpose of the investigations. Therefore it will he attempted

to apply a turhulence model similar to the one Eor infinitely wide streams

(see equations 3.8) to shallow channels of finite width, as well.
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The vertical distribution of the turbulence viscosity 1S taken the

same as 1n the fully developed flow case treated in the foregoing, 1.e.

a tV 6Z;;(1+Z;;~ (3.11)

lt should be noted, however, that this is a rather arbitrary choice. As

an alternative, the vertical distribution of a could be derived from a

turbulence model that is different from the mixing length model under

lying (3.11). A model that was applied with success in fully three

dimensional computations of curved channel flow (PRATAP, 1975; PRATAP

AND SPALDING, 1975; LESCHZINER, 1978) is the so-called '_k-e:-model'

(LAUNDER AND SPALDING, 1972; RASTOGI AND RODI, 1978; RODI, 1978). This

"higher order" turbulence model is based on the solution of the turbulent

kinetic energy k and its rate of dissipation e:from two transport equations

and the determination of the eddy viscosity from an algebraic relationship

with k and e,

lf the free surface 1S assumed to be a plane of symmetry, as was done by

all the aforementioned authors dealing with three+di.mensionaI curved flow

computa~ions, the eddy viscosity distribution found from the k-e:-model appears

to differ considerably from the parabolic distribution (3.11), especially

in the upper half of the vertical (see figure 3).' Nonetheless, the differences

between the corresponding velocity distributions are rather small, which

suggests the distribution of e:in the upper half of the vertical to be

not very important.

Regarding this conclusion, the parabolic distribution (3.11) is adopted, mainly

because of its simple form. In a later stage, however, the influence of

replacing this distribution by the one found from the k-e:-model will be

investigated.

In the shallow flows considered here, turbulence 1S mainly generated at the

bottom. Therefore it is rather obvious to assume a relationship between the

turbulence viscosity and the bed shear stress: At is taken proportional to the

bed friction velocity. In case of fully developed, infinitely wide streams,

the norma lized friction velocity u equals Ig/c, so that it seems logical tor
describe the normalized turbulence viscosity in channels of finite width by

(3.12)
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Although the quantity C u lig i.s not aIways equal to unity r.n the•
flows to be considered, it will be of the order 0(1), so that the

turbulence viscosity is adequately normalized in this way.

The eddy viscosity distribution (3.12) implies that a goes to zero

at the bottom, where l+ç goes to zero, and at the sidewalls, where

the bottom friction velocity uo vanishes. This gives rise tot
difficulties when attempting to impose the no-slip conditions there

(cf. the problems near the bottom in case of uniform flow as discussed

earlier in this chapter). LAUNDER AND SPALDING (1974) suggest the use of

a "wall function technique" in order to avoid these difficulties: the

distribution of the velocity near a fixed boundary is given as a

function of the distance to that boundary. For smooth walls the following

"universal law of the wa ll,". (RASTOGI AND RODI, 1978) is widely used:

u
U = _I ln(Ey+)
res K (3.13)

in which: U = resultant velocity parallel to the wall,res
U = resultant friction velocity for the wall,r
E = roughness parameter ('" 9 for smooth wal l.s )' ,
+

U ylv = dimensionless wall d istance ,y =
IV • 0

Y = wall distance,

v kinematic viscosity of the f Luid ,

As in alluvial rivers the bottom uses to be rough, however, a rough

wall equivalent of (3.13) or a generalized form holding good for smooth

and for rough walls is needed. Therefore the following generalized wall

function ~s adopted:

Ures

Ur=- (3.14)

(cf. the logarithmic velocity distribution (3.6». Rewriting this expression

into the form of (3.13) yields

U IV

U = KO, ln(E* Zd)res with (3.15)
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In case of a smooth wall Chezy's factor can he approximated hy

C
Tg

U d
L'" 2.5 In(3.7 -)v (3.16)

, so that

U d
E~ '" 10 _L_

V (3.17)

, which is almost ~n accordance with the aforementioned value of

9 for E.

The rough wall approximation of Chezy's factor given by CHOW (1959)

reads

C dTg '" 2.5 In(12.2 k) (3.18)

, in which k denotes the Nikuradse sand roughness. Then

(3.19)

so that (3.15) can be elaborated to

Ures

U
L=-

K

'V

In(33 i) (3.20)

The dependenee on the dimensionless wall distance 'ylk is ~n accordance

with the theory of turbulent boundary layers along rough flat plates

(HINZE, 1975).

In order to have an indication of the performance of this turbulence model,

it is applied to fully developed flow in a straight shallow channel.

Assuming the logarithmic distribution (3.6) to hold good for the velocity

in any vertical, equations (3.9) and (3.12) can be elaborated to

o = - 2E. - 6 ~ z;;<I+Z;;) {I + Ig + Ig In(I+Z;;)} l._ (u au)as rg KC KC a~ L a~
6 (3.21)u U
K L
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As tne velocity has the same vertical distrihution in all verticals,

the bed friction velocity will he proportional to u. For the logarithmic

velocity distribution adopted, the constant of proportionality equals

~
C ~
Averaging equation (3.21) over the depth of flow then yields

o .ÊË. + (1 + L Ig) a (- aTI)
" 6 C "c" u~,oS .K 0." 0."

Ig -26 -- u
KC

(3.22)

The distribution of u near the sidewalls ~s given by
j

~I~< = I~LWI {KC + 1 + ln(t:,+ B/2d)}
... B/2d+o K 7g

(3.23)

~I~ = I~LWI {KC + 1 + ln(B/2d _ t:,)}
."~ B/2d-o K 7g

, in which u 1.S the depth-averaged sidewall friction velocity. _LW '
The system (3.22) - (3.23) contains two unknown constants, viz. ~ ,

which can bé determined from the integral conditions of continuity, and

IÜLWI, which must be estimated or determined from an additional condition

near the sidewalls. Such an additional condition can be obtained, for

instance, by assuming the regions where the depth-averaged velocity is

described by (3.23) to overlap with the region where equation (3.22) must

be solved. In that case (3.23) can be imposed not only in the points of

the computational grid nearest to the sidewalls, but also in the points

one step further inwards. Schematically

equation (3.22)----------------------~~ ~~'••---4.t---_.----......~- - - - - --4.~-----4.~--_e.......-... ~
'~(3. 23)>( ~(3.23)~

In figure 4 the results of this depth-averaged computation, the details

of which are given in Appendix A, are compared with experimental data for

a narrow, smooth-walled pipe (TRACY, 1965; height/width = 6.4; C ~ 60 m!/s)
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and with experimental data as weIl as computational results*) for a

~hallow rough-walled open channel (RODI, 1978; depth/width ~ 1/30;

C ~ 20 m!/s). The differences between the measured and the predicted

depth-averaged velocities occur within a distance d from the sidewalls,

but even there these differences, which are likely to arise mainly from

the secondary flow due to the transverse anisotropy of turbulence ~n

this non-circular conduit (GESSNER AND JONES, 1965; TRACY, 1965;

GERARD, 1978), never exceed 15% of the overall mean velocity. In addition,

only very small differences are found between the present results and those

obtained by the depth-averaged k-e-model.

Regarding this positive result, a generalized version of the turbulence

model used here will be applied in the curved flow computations.

The turbulence viscosity in this generalized model is described by

a =-6~U Z;(I+1';)
Y g 1" (3.24)

, in which U denotes the resultant bed friction velocity. The velocity
1"

distribution near the bot tom is assumed to be given by

ureslz; < - 1+&

U
1" {KC + 1 + lnÁl+ç)}

K Tg (3.25)

, ures denoting the resultant velocity parallel to the bottom. If the

bottom is horizontal, this condition can be split up into

U
{KC +

ul.c;
1" ' 1 + ln(l+C;)}--< -] +6 K Tg

v
(KC +v·1c; '"C ] + ln(l+c;)}=_. -

< -1 + & K... Tg

(3.26)

(3.27)

, where u and e:v are the longitudinal élnd the transverse component
1" 1"

of Ut' respectively. These components are determined fro~ additional

conditions obtained by assuming an overlap of the region where (3.25)

*) From a mathematical model based on a depth-averaged version of the

k-e-model (RASTOGI AND RODI, 1978; RaDI, 1978).
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holds good and the region where u and v must be solved from the

system of differential equations (see also Appendix B).

The velocity distributions near the sidewalls are generalized to

ul~2:- B/2d+(\

u'[l {KC . B (3.28)=-- + 1 + ln~2d + ~)}
K g

W
{KC + B

wl~.s.- B/2d+ól
Tl s»== -- +.ln(2d +.K Tg (3.29)

U
{KC BI Lr (3.30)

u ~ > B/2d - ó =- 7 + 1 + ln(- - ç; )}Tg 2d
- r

w
{KC BI '[r (3.31)

w ç; > B/2d - Ó =- -K- + 1 + ln(-- ç;)}Tg 2d
- r

, where u'[l and EW'[lare the longitudinal and the vertical component

of the friction velocity at the left wall and u and EW are the
'[r '[r

components at the right wall.

Averaging (3.28) and (3.29) over the depth of flow yields the following

generalization of (3.23):

(3.32)

~1Ç;>B/2d- Ó =-
- r

u'[r
K

{7i + 1 + ln~~d - ç;)} (3.33)

The wall friction velocities u'[l and u'[r are determined from additional

conditions obtained in the same way as in the case of straight channel

flow discussed before.

The wall function approximations used for the velocities parallel to the

fixed boundaries of the flow have implications for the velocities normal

to these boundaries, as well. The equation of continuity in the bottom layer,
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for instance, can be elaborated uS1ng (3.26) and (3.27) to yield

an expression for the vertical derivative of w, which can be

integrated to

av 1 ou,
K (a~' + ~ v, + r ~)(1+l;) {7%+ ln(l+ç)} (3.34)

Similarly, the radial velocity in the sidewall layers 1S g1ven by

(3.35)

v 1 ~>B/2d- s- r

au aw B(.!. __!_E. + ~) (__ ç;) {KC + ln(!_- ç;)}
K r o~ aÇ 2d iS 2d

(3.36)

The shear stresses at the fixed boundaries of the flow are related to the

wall friction velocities through the definition

u = IL I! sign (L ) .
L. : res res
res '

(3.37)

On the other hand the shear stress components are related to the corresponding

components of the rate of strain thr~ugh the eddy viscosity. The bottom

shear stress components, for instance, follow from

;: (3.38)

These expressions can be elaborated using (3.24), (3.26) and (3.27), to

yield

= U u •
L L'

L = U vb~ L L
and hence = U2 (U > 0), L

(3.39)
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, which is in accordance with (3.37).

The shear stresses at the left wall can be determined ~n a similar

way. Assuming a ~n the wall region to increase linearly with the

distance to the wall.
..-"

(3.40)

, in which UTl is the resultant wall friction velocity, these shear

stresses are given by

(3.41)

Similarly, the shear stresses at the right wall are

and (U < 0)
Tr

(3.42)

Both (3.41) and (3.42) are consistent with (3.37).
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4. Simplification

The normalized system (2.16) through (2.22) will be simplified us~ng

the experience gained in the development of the laminar f Iow model

(DE VRIEND, 1978b). The simplifying assumptions that have proved to be

applicable in case of laminar flow are supposed to hold for turbulent

flow, as well. As in the laminar flow case, the applicability of these

assumptions will be verified in a later stage.

4.1. Main and secondary flow; equation of continuity

To allow for the simplifications to be carried out, a main and a

secondary flow are distinguished. The main flow is defined such, that

its horizontal component is the component of the velocity in the

direction of the streamlines of the depth--averaged flow, to be called

"streamwise direction" here after (see figure 5). The secondary flow is

defined in planes normal to this streamwise direction.

According to this definition, the vertical distribution of the main flow

may vary in the streamwise direction. Consequently, the main flow may

have a non-zero vertical component. In accordance with the laminar flow

case, where it was shown to be negligible, this vertlcal component

of the main velocity is neglected. Then the following separation between

the main and the secondary flow can be made

u =
2u + e: u . "v

m s'
v + v •
m s' w ws (4. 1)

50 that

(4.2)

2 au av
e: s+ __ s+!:.v
r a~ a~ r s

(4.3)

Thus the equations of continuity for the main and the secondary flow are

separated.
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As terms being an order 0(e2) smaller than the leading terms of

the same type in the same equation will be negleeted in the present

model, the first term of equation (4.3) eau be omitted to yield

dVS e:
-+-V
d~ r s

dW
+ __ s = 0

dZ; (4.4)

4.2. Simplifieation of the momentum equations

Substituting definition (4.1) into the normalized momentum equations
2(2.17) through (2.19) and neglecting terms being an order O(e ) smaller

than the leading terms of the same type in the same equation, these

momentum equations are reduced to

u dU dU dU dU
e:Re (__I!! ~ + v ~ + .f. v u + v ~ + W ~ + .f. v u ) _o r d$ m d~ r mms a~ s dZ; r s m

(4.5)

3 u av av av av u dV av dV av
e:Re (...E!~+v ~+v ~+w ~+~ __ s+v __ s+v __ s+W~) +

o r a$ m a~ s a~ s aZ; r a$ m a~ s a~ s aZ;

au 2 au
2 e: m) + .f.._ aa (~_ .f. u ) +
2" ~ r a$ a~ r mr

av av 2 ~ av av aw2 aa m s CIa m s s
+ 2, e ~ (~ + ~) + e äÇ' (aç- + aç- + ~) (4.6)

3 u aw aw aw aw 2 2 2 au
, (m s __ s + __ s + s _ 2E. + e aa me: Re - -- + v v w äÇ) c all1 ws + ---+

Or, a$ m a~ s a~ s aZ; r a$ aZ;

av av aw aw2 aa m + __ s s 2 2 aa s+ e: (aç- +-) + e: ---
a~ ar; a~ ar; ar; (4.7)
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in which

According to the conclusions drawn from the investigations of

fully developed and developing Lami na r f Low, the transverse inertia

of the seco.ndary flow, Le. the terms with

avs
Vs ~'

aws
-, ~'

awsws ar;

in equations (4.6) and (4.7) can be neglected (DE VRIEND, 1978a), but

the streamwise inertia, i.e. the terms with

u av avm s sr~' vm~'

u aw
m s
r~'

must be retained (DE VRIEND, 1978b). Hence the transverse momentum

equations can be simplified to

av av av av u av av
__E! + v __E! + v __E! + w ~ + ~ __ s + v __ s) +
at m a~ s a~ s ar; r at m a~

au 2 au
2 ~~) e ê)a ( m E )

J:2 at + r ~ ~ - r Um +

(4.8)

av av aw aw+ E2 aa m s s + 2 2 aa __ sa~ (~ + ~ + ~) € ar; ar; (4.9)
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4.3. Transformation to streamwise coordinates

In order to gain more insight into the system of differential equations,

a transformation to the stream-oriented curvilinear coordinate system

(n, s, ç) is carried out. Herein s denotes the distance, normalized by

R , along the streamlines of the depth-averaged flow and n denotes thec
distance, normalized by d, along the normal lines of the depth-averaged

i[
flow) •

If "'u '" '" . 1 1 . .and v + vare the hor izonta ve oc i ty components r.ns- and n-mms
'U

direction, respectively, v ~s identically equal to zero by definition.m
Then the transformation of the equations of continuity (4.2) and (4.4) and

the momentum equations (4.5), (4.8) and (4.9) leads to

a~ '"um m--- =as rn
o (4. Ia)

a;;
5---an e; '"-vr 5s

+
aw

5
aZ;

o (4.11)

a~ a~
'U m 'U m e: 'U'Ue;Re (u -- + v -- - - v u + WQ m a§ 5 an r s m 8s

+ aa
.an

'" 'Uau um m(än +e:r-)
S

(4. 12)

'U
3 'U aVg 2

e; Rea u -- + e: Ream as

'U2
u
m
rs

=

a;;
+ 2e2 aa (__ 8 _

an an
'"u
....E!)
rn

a;; aw
+ e:2 aa (__ 8 + __ 5) + 2 aa

a 1:; a 1:; an e: as
'U e: IV(-w· + 2 - u )
m R ms

(4.13)

'"a 2 2 2 aa av aw~ 2 2 aa aw8 2 Sa aum2E. + e: a'V w + e: (5 + __ 8) + e __ + e: _aÇ - 2 s an ä"Ç an az; az; as az; (4.14)

*)
s increase5 in.the main flow direction, n from the left.bank on

(5ee also figure ~).
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l.nwhich V22 and
'IJ
Wm

'IJaum e 'IJ---+-uan r me

and where llr and llr denote the curvature, normalized by llR , ofe n c
the streamlines and the normal lines, respectively*).

These transformed equations are very similar to those for laminar flow

(DE VRIEND, 1978b), as was to be expected. The only difference lies

in some additional terms due to the variation of the eddy viscosity.

The transformation hardly affects most of the equations; only the "radial"

momentum equation is simplified considerably. It becomes evident from the

transformed equation (4.13), in combination with (4.14), that the sourees

of secondary flow are the main flow curvature and, to a much lower extent,

the streamwise variation of the main flow vorticity.

4.4. Similarity approximation

A similarity approximation for the main and the secondary flow has proved

to be most effective in computations of laminar flow in curved shallow

channels (DE VRIEND, 1978a_and 1978b). As measurements in turbulent flow

suggest such a similarity approximation to be applicable to turbulent

flow, as well (DE VRIEND AND KOCH, 1977 and 1978), the main velocity is

approximated by

u = ~llIer,,)m m
and (4.15)

Regarding the equation of continuity (4.4), the secondary flow must have a

ft) The curvature of a horizontal coordinate line is taken positive when the

outward normal of this line is directed opposite to the positive direction- .
of the other horiozontal coordinate line. In other words: the curvature of

a normal line is positive when the streamlines converge and_the streamline

curvature is positive when the normal lines converge.
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sea1ar stream funetion Ijl', which can be defined by *)

vs
= - 1. 1_t'

r ar; and ws
= 1. 21'
r aç: (4.16)

As the scalefaetor of the main souree term of the seeondary flow (viz.

the centrifuga1 term in equation (4.13» is proportiona1 to ReO' it is

'ohvious to define a stream function Ijl = Ijl'/Reoinstead of Ijl', so that

vs and w = Reo ~
s r aç: (4.17)

According1y, the simi1arity approximation for the secondary flow reads

Ijl = ~ g(r;); vs
Reo - a__ ",.!!IJ...
r 't' az;' (4.18)

Substitution of (4.15) and (4.18) into the ~-wise momentum equation (4.5)

yie1ds

- - - - -
R f 2 (~ au +' - au c --) R 2 { f ao ". (-au e:-)e: eo v - + - uv + e: "o - xs: J:. - + - u +r a~ aç: r ar;r aç: r

':lf' 1 a ':l2f''' ':lf'+ g ~ ~.?1.} = - _ 2.E. + ~ u (" ~ + ~ 1.L.) +
az;r aç:' r a~ 1" a az;2 az; az;

+ a"f {U
1"

au+ __ 1"
aç:

-au e:(- - - u)}
aç: r (4.19)

*) There are other possibi1ities, but this is the on1y one in which 1ines

of constant Ijl' represent stream1ines of the seeondary flow (see a1so

DE VRIEND, 1978a and b).
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-1
in which a" = a/U = - 6 C g 2 ç (1+ç) •

L
This equation shows that, as in the case of laminar flow, the

importance of the secondary flow advection terms in the main flow
2~quations is indicated by the factor ERe0 , i.e. by the square of the

Dean number DeO = ReOiE.
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5.'Solution procedure

The mathematical system to b~ solved in order to compute steady turbulent

flow in a curved channel of shallow rectangular cross-section consists of

the two equations of continuity (4.2) and (4.4) and the momentum equations

(4.5), (4.8) and (4.9), combined with a given distribution of the eddy

viscosity (3.24), the integral condition of continuity (2.20), the

boundary conditions (2.21) and (2.22) and a number of inflow and outflow

conditions to be discusséd later. This fairly complex system of non-linear

differential equations requiresaniterative solution procedure, the most

important elements of which will be discussed in the present chapter. An

overall review of the procedure is given in section 5.6.

5.1. Vertical distribution of the main velocity

In view of the experience with similar computations for laminar flow

(DE VRIEND, 1978b), the similarity approximation for the main flow (4.15)

is adopted 'for the main flow computation. Af ter this computation has

been completed, the vertical distribution of the main flow and the bed shear

stress will be corrected for the influence of streamwise accelerations

varying over the cross-section.

Adopting the similarity approximations (4.15) and (4.18) for the main and
2the secondary flow and neglecting terms being an order O(E ) smaller than

the leading terms of the same type, the ~-wise momentum equation (4.19) can

be rewritten into an equation for f:

h oa" -
a" + {u 2 u 21 2.t. - ERe (~~ + - au ' E -- I'u u u EReO r o~ g} ol; V -+ - uv) ,

"[ 01;2 L ol; 0 r o~ o~ r

GR 2 i (o~ + 2- - oU -
~) }a']fE - 2IL+ {u (~ + E. ou) + __L (22. _ E+ - u)eo r o~ r ol; L 0~2 r o~ o~ o~ r

(5. 1)
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Tne main flow inertia term ~n this equation ean be linearized

by setting

(5.2)

, in whieh ~ is a known estimate of f (for example: the distribution

found in the foregoing iteration step). Then equation (5.1) ean be

eonsidered as an ordinary seeond-order linear differential equation for

f as a funetion of ç that ean be solved of u,

pressure gradient are known.

The relevant boundary eonditions, to be derived from (2.21) and (3.26)-(3.27),

u, V.,~ ~,.g and the tangentialr

are

a" 2i = 0
aÇ

at ç = 0 (5.3)

f = k (1 + .tg+ .tgin 0 )
m KC KC 0

at ç -1+0. 0
(5.4)

, in which 00 is a small normalized distance to the bottom, within the range

of validity of the wall funetion approximations (3.29) and (3.27). The

constant k is related to the ratio of the friction velocity and the depth-
m

averaged veloeity through

km

u
'( (5.5)

This constant is determined from the additional eondition (see chapter 3)

f = k {I + .tg+ .tgin (1 + ç 1) }
m KC KC

(5.6)

, ç) denoting the vertieal coordinate of the grid point that lies nearest

but one to the bottom.
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Making use of the proportionality between Ut and U (see equation 5.5),

equation (5.1) can be reformulated as

~ - 2 iJ 'IJ - 2 aa I
~ U a' 2 + {k U --
m al; m al;

-
ERe2 ~,2t g} y_ - EReO (~ au + ~ ~ + ~ ~~) ~ f +o r a~ aç r a~ a~ r J

+ {ERe02ir (a~ + ~~) ~ + ~ (~a2~ + a~ a~) a'}f =..!_~
as r al; m a~2 a~ a~ r a~

(5.7)

, where a' = -6l; (I+l;)

solution procedure for

'IJ
and km
f and k are given inm

1S a known estimate of k • The details of them
Appendix B. Once the constant

k is known, the components of the bed shear stress due to the main flowm
follow from

and (5.8)

These relations between the bed shear stress and the depth-averaged

velocity are needed in the depth-averaged momentum equations for the main

flow to be derived in the next section.

5.2. Depth-averaged ma1n velocity field: mathematical system

The tangential and radial momentum equations (4.5) and (4.8) ean be averaged

over the depth of flow, making use of the similarity approximations (4.15)

and (4.18) and assuming the pressure to be hydrostatie, in aeeordanee with

the results of the investigations of fully developed curved laminar flow

(DE VRIEND, 1978a). This yields

2-
I an -2 af' I -- -- a u au au)-r~ - kmu (a' it) ç=-I + km a'f (u as2 + as as (5.9)

and



- 29 -

2- --
~ - e;2k ~v (a' &)1 + e;2k a!..f {~~ + au av + 5 f. ~ av +
aF; m ar; 1;=-1 m aF;2 aF; aF; r aF;

.-'

-
e; - au

- - v ~} + other termsr aF; (5.10)

2 3 2, in which the "other terms" are of the order O(e: , e; ReO) and concern

the secondary flow. ihey are neglected in the main flow cOhlputation.

It should be noted that for the present parabolic distribution of the

eddy viscosity the factor (a' 1{)Ir;=-1 in these equations follows from

= 6 k jg:::
m KC

6 Tb 1
(~)2

K -2u
(5. 11)

Together with the depth-averaged equation of continuity

au av e; - .+ ~ + - v =:0r aep aF; r (5. 12)

equations (5.9) and (5.10) form a system of three partial differential

equations, from which the unknown quantities u, v and p can be solved if

an appropriate set of boundary conditions is given.

The boundary conditions imposed on the velocity components near the side

walls are based on the wall function approximations discussed in

chapter 3. Hence

UTl (KC
u I:;t -K- Tg + I + ln_Ö I) at .L + Ö

2d I (5.13)

u
Lr (KC + )

U = - IC Tg I + ln Ö I at (5.14)
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, where ql is a small normalized wall distance within the domain

of validity of the wall functions (3.32) and (3.33). The additional

~o~ditions used to determine the wall friction velocities ~TI and

u read
Tr

..:.
tiTI

{KC I + In B
+ t,;1)}u =-- + (2d at _f:: = t,;1K Tg

u
{KC BTr 1 + Inu = - -- + (2d - t,;2)} at f; f;2K Tg

(5.15)

(5.16)

, in which f;1and t,;Zare the transverse coordinates of the nodal points

nearest but one to the sidewalls. The sidewall conditions for v can be

derived from (3.35) and (3.36) , taking account of the simplifications

introduced in section 4.1. This leads to

I CluTl ?I (KC + In 61) at t,; B 61v = - - --'--- = 2d +r Cl<j> K Tg

-
Clu 61

(KC B,,:r
+ In 61) f; 61v = ----- at :: --

r Cl<j> K Tg 2d

(5. 17)

(5.18)

At the inflow boundary the longitudinal velocity distribution must be given.

Although any distribution satisfying the boundary conditions at the side

walls could be used, this velocity distribution is derived here from the

equivalent fully developed straight channel flow, i.e. the channel section

considered is assumed to be preceded by an infinitely long straight channel

of the same cross-sectional configuration. The depth-averaged velocity

distribution 1n this fully developed straight channel flow can be computed

as described 1n Appendix A.

Depending on the method of solution, inflow or outflow conditions for v and

boundary conditions for p will be formulated.
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5.3. Depth-averaged main velocity field: method of solution

Various computational methods can be applied to solve the depth

averaged flow problem described in section 5.2. One of the methods,

similar to the one used in the model of developing curved laminar flow

(DE VRIEND, 1978b), is based on the stream function/vorticity concept.

This means that the two velocity components ~ and ~ are not computed

directly, but are replaced by the stream function ~, defined by

ail>u =-
af;

and v = I ail>
(5.19)r acj>

and the vorticity w, defined by

",2 -c avw =---r acj>
au
af;

e: -u (5.20)r

These two quantities are solved from the relationships between il> and w

to be derived from (5.19) and (5.20)

- w (5.21)

and the vorticity transport equation to be derived from the momentum

equations (5.9) and (5.10) by eliminating the pressure.

When attempting to apply this method to the present turbulent flow case,

the problem of convergence, which was already encountered in the laminar

flow model, turns out to be acute here: even if, in accordance with Appendix A,

the quantity u w is solved instead of ~,. convergence is very poor and theres
computations are quite expensive or even fail. This deterioration of

convergence with respect to the laminar flow model is likely to be caused

by the extra degree of freedom in the sidewall boundary conditions: the
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velocities at the sidewalls are not strictly prescribed, as in

case of laminar flow, but depend on the solution in the relevant

cross-section.

A family of computational methods that were applied with success to

a great variety of flows in two and three dimensions is based on the

solution of the velocity components from the momentum e~uations with

guessed pressure gradients and the correction of the pressure field

in such a way that the equation of continuity is satisfied everywhere

(PATANKAR AND SPALDING, 1972; PATANKAR, 1975; PRATAP AND SPALDING, 1976;

see also RODI a.o., 1978). All computational methods applied so far in

three-dimensional models of turbulent flow in curved channels (PRATAP, 1975;

PRATAP AND SPALDING, 1975 LESCHZINER, 1978) belong to this family, which

ean be divided into three .groups, dealing with

"parabolic" flows, in which only downstream influencing occurs, l..e.

the veloeity components and the pressure are only influenced by what

happens further upstream (PATANKAR AND SPALDING, 1972),

• "partially-parabolic" flows, in which upstream irilfluencingoccurs only

through the pressure (PRATAP AND SPALDING, 1976), and

• "elliptic" flows, in which upstream influencing occurs both through

longitudinal diffusion and through the pressure (GOSMAN AND PUN, 1973;

PATANKAR, 1975).

The character of the partial differential equations, and hence the solution

procedure to be applied, is essentially different for these three groups:

parabolic flows allow for a much simp Ier and more economical procedure

than partially-parabolic flows, which in turn are easier to be computed

than elliptic flows.

In the present case of curved channel flow, the parabolic flow approximation

applies to gentle.bends only (McGUIRK, 1978), as in sharper bends the

pressure will give rise to considerable upstream influencing, especially

near the transitions between channel sections of different curvature.

If, for instance a straight channel section is followed by a bend, the

transverse pressure gradient will start to develop before the bend entrance,

as became evidènt from measurements of the free surface elevation there

(ROZOVSKII, 1961; DE VRIEND, 1976) and also from potential flow approximations

(BÖSS, 1938). So in sharper bends at least the partially parabolic or, if



- 33 -

-f Low separation occurs, even the elliptic procedure has to be appli.ed,

As flow separation is not included in the present model, the

longitudinal diffusion terms in the momentum equations being neglected,

the elliptic solution procedure can be left out of consideration. In

genèral, the partially-parabolic method will be used, but in addition

it will be investigated to what extent the more ecomonical parabolic

procedure is applicable.

The computational procedures actually used in the present model are quite

similar to the ones in the_original publications (see PATANKAR AND

SPALDING (1972) for the parabolic procedure and PRATAP AND SPALDING (1976)

for the partially-parabolic one; see also RODI a.o. (1978) for a review

of all methods belonging to this family). Therefore only the main outlines

and some computational details that differ from the original ones will be _

treated here.

An important feature of the procedures is the use of a staggered

computational grid with u, v and p defined in different points (see

figure 6). The finite difference representations of the momentum equations

and the equation of continuity are obtained by a formal integration over

an elementary area, indicated in figure 6 as u, V-, and p-elements,

respectively. The coefficients in the non-linear terms of the momentum

equations are evaluated using the veloeities immediately upstream of

the cross-section considered and the transverse velocity gradients remaining

after integration of the diffusion terms are approximated using a second

order finite difference scheme.

In contrast with the original procedures, the depth-averaged longitudinal

component of the friction velocity is not estimated here, but is is made

part of the solution of the longitudinal momentum equation (5.9) by adopting

the additional conditions (5.15) and (5.16). Appendix edescribes how the

solution of the system (5.9), (5.13) through (5.16) proceeds. Once the
- -

sidewalls friction velocities u 1 and u are known, the boundary
'( '(r

conditions (5.17) and (5~la) can be evaluated and v can be solved from

the transverse momentum equation (5.10).

In general, the velocities calculated from the mo~entum equations will

not exactly satisfy the equations of continuity (5.12). Therefore the

pressure field (and hence the velocities) are corrected ~n such a way,

that the conservation of mass is guaranteed. This pressure correction
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consists of two parts, one correcting the longitudinal gradient

of the cross-sectional mean value of the pressure in order to

satisfy the integral condition of continuity

B/2d

J ud~
-B/2d

B
= -d (5.22)

, the other one guaranteeing the conservation of mass ~n each cell

on the computational grid.

In each cross-section the longitudinal gradient of the mean pressure,

and accordingly ~, are corrected immediately after solving the longitudin

al momentum equation. If necessary, the steps of solving the momentum

equation and correcting the pressure gradient and u are repeated several

times before proceeding to the solution of ~.

The local pressure correction is the only point at which the parabolic

and the partially-parabolic procedure essentially differ. A most important

feature of the parabolic procedure is the "uncoupling" af the longitudinal

and the transverse pressure gradients by setting

~...in which p denotes the cross-sectional mean value of p , This makes it

possible to calculate ~ and the correction of the mean pressure gradient

independently of v and the local pressure correction, which serves only

for correcting the transverse pressure distribution and v.

In the partially-parabolic procedure, however, the pressure gradients

are not uncoupled: there is only one pressure field determining the

longitudinal and the transver pressure gradients. Af ter calculating u,

ap/a~ and v in a certain cross-section, the local conservation of mass

is satisfied by correcting the pressure. Now this correction influences

not only the transverse gradients of the pressure, but also the

longitudinal ones immediately upstream and downstream of the pressure

points considered. Accordingly, not only v must be corrected, but also

ü in the u~points immediately upstream and downstream (see figure 6).



- 35 -

This u-correction introduces the upstream influence through

the pressure, which is characteristic for partially-parabolic

flows. As this influence extends over only half a cell, the flow

field has to be swept through a number of times until the velocity

and pressure-corrections have become sufficiently smalle It is this

iterative character that makes the partially-parabolic method less

economical than the parabolic one.

The parabolic and partially-parabolic solution procedures described

in the foregoing are incorporated in the present model through the

following algorithm:

1. Compute the velocity-distribution ua and the longitudinal pressure

gradient' iO for fully developed flow in the equivalent straight

channel.

2. Estimate the cross-sectional mean values of the pressure by

integrating

-
2E.=-i
éls 0 (5.24:

along the channel axis.

3. Start marching downstream from cross-section to cross-section; 1n

the j-th cross-section (connecting the points where u. is defined):, J
4. Estimate the'longitudinal and transverse velocity-components by

v.
J

(v ,= 0)o (5.25:

5. Estimate the transverse distribution of the pressure p., 1 by
J+

integrating the truncated version of the transverse momentum

equation

(2E.)
ê s j+ 1

,
--2

= - e;2Re (r~ )
ar.

J
(5.26,

" requiring the cross-sectional mean value of Pj+l to be equal to

the estimated one*).

*) In the partially-parabolic procedure the estimation,by (5.26) 'is"carried out

in the first sweep only.
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6. Solve uj and Pj+l from the longitudinal momentum equation (5.9)

with the boundary conditions (5.13) and (5.14), the additional

conditions (5.15) and (5.16) and the integral condition of

continuity (5.22). In the original procedures u. 1S solved from
J

the longitudinal momentum equation and subsequently it is corrected

together with the mean pressure gradient in order to satisfy the

integral condition of continuity; here the "correct" solutions of
- -u. and p. 1 are obtained at once (see Appendix C). In order to
J J+

account for non-linear effects this step can be repeated several

times.

7. Solve v. from the transverse momentum equation (5.10) with the
J

boundary conditions (5.17) and (5.18).

8. Ensure continuity in each cell between the cross-sections J and

j-l by correcting either p. - p. and ~. (parabolic case) or_ _ _ J J J
p., v., u. and u. 1 (partially-parabolic case).
J J J J-

9. After the entire flow domain has been swept through, the computation

1S terminated (parabolic case) or the marching procedure 3. through 8.

is repeated until a termination criterion is satisfied (partially

parabolic case).

Following a suggestion made by PRATAP (1975), the pressure-corrections

in the partially-parabolic procedure are underrelaxed by setting

IV
P = P + Cl d P (5.27

~...in which p denotes the pressure before correction, dp is the calculated

pressure correction and ~ is a constant between 0 and (here: = 0.5).

If the partially-parabolic procedure described in the foregoing is applied

without modifications, the influence of downstream events travels upstream

at the rate of only one longitudinal step per sweep through the flow domain.

In order to accelerate this process, PRATAP (1975) suggests to apply a

weighted part of the pressure correction calculated in any cross-section

to the pressures further upstream_ So:

for 0 < k < j (5.28



- 37 -

, in which Sk decreases as the distance between the cross-sections

j and j-k becomes larger. For further details of this additional

pressure correction reference is made to the original publication.

5.Ä. Secondary flow: stream function equation

In view of the experience with a similar model of laminar flow in

curved channels (DE VRIEND, 1978b), the computation of the secondary

flow will not be simplified when it is part of the main flow calculation

procedure. So 1n any phase of the calculations the secondary flow 1S

determined from the transverse momentllm equations (4.8) and (4.9) and

the equation of continuity (4.4).

Instead of solving the secondary velocity components themselves,

however, the stream function of the secondary flow, ~,(see definition 4.17),

is solved from an equation to be derived from (4.8) and (4.9) by

*eliminating the pressure ).

If only the most important terms are retained, this stream function

equation reads (see Appendix D)

", ,2, -2
- 2JL.J_ ~

ar,; rs
(5.29

/ .

If the ma1n velocity field is known, this is a linear fourth order

differential equation for ~ that can be solved if the distribution of ~

H) In contrast with the main flow computation (see sections 5.1 and 5.2), the

pressure 1S not assumed to be hydrostatic here.
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at the inflow boundary is given and two boundary conditions are

imposed at the bottom, atthe surface and at each sidewall.

The inflow condition that is consistent with the assumption of

fully deve loped straight channe I flow at the inflow boundary -si.mply reads

Ijl = 0inflow
(5.30)

The boundary conditions at the lateral boundaries fbllow from the

conditions to be imposed on the secondary velocity components. The

conditions at the surface then become

Ijl = 0 and at ç = 0 (5.31)

The conditions at the fixed boundaries are replaced by the wall

function approximations treated in chapter 3. If v denotes the
TS

component of the bed friction velocity due to the secondary flow, the

bed friction veloeities can be expressed as

vr
= k Ig v + v

m C TS
and U

T
(5.32)

Then the wall function approximations (3.27) and (3.34) can be elaborated

using the equation of continuity (5.12), to yield

v.
{KCTS + 1 + ln (1+Z;;)} for l:i < - 1+6 (5.33)v =--s K g

av
{KCw = (~ +~ v ) (l+ç) + ln (l+I;;)} for I;;2. -1+6 (5.34)

K aF; r '"Cs Tg....

The boundary conditions and the additional condition for Ijl to be derived

from these wall functions are
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Vi
(KC +1jJ TS

lnoO)= - r:-- °KReO 0 Tg
at Z;;= -1+0 (5.35)0

~=
VTS KC 1 + lnoO)-r- (~+dZ;; KReO g

v
{KC +TS ln (1 + S )} (5.36)1jJ = - r- (1+Z;;) at Z;; Z;;IKRe I Tg

0

The conditions at the sidewalls must be derived from the wall

funetion approximations (3.29), (3.31), (3.35) and (3.36). The

functions (3.35) and (3.36) for v ean be split up into two parts,

one for v (see also condition 5.17) and one for v • Near the left wallm S
these funetions are

dUTl
(B + t;){KC + I + B for t; B (5.37)v .;. ---- ln(2d+t;)} < - -+ °m Kr d<j> 2d Tg -- '2d 1

1 aWTl B + ~) {KC + B for B
°l (5.38)v = ---- (2d I + ln(2d +·O} t;.::.- - +5 K aZ;; Tg 2d

, 50 that the eonditions for 1jJ near the left wall beeome

W
(KC +1jJ Tl 0 ln 01),.- r--

KReO 1 Tg

at t; B
°1 (5.39)= - - +2d

w
21= r -.!.!. (KC + I + ln °1)aE; KReO Tg

/.

wTl B
(){KC + B

t;1)} (5.40)1jJ = r- (-+ ln(2d + at t; = t;IKRe 2d I Tg
0

..,.. .....- .~
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Similarly, the conditions near the right wall are

at e B=
2d (5.41)

wa", Tr ~C.::..:r.. = - r - ("7- + 1 + Lnó )a~ KE.eo vs 1

w
Tr B KC B

ljI .- -r - (- - I; ) {-r- + ln(- - I; )}KReO 2d 2 vg 2d 2 at I; = F,:2 (5.42)

In principle the stream function of the seeondary flow ean he solved

from equation (5.29) with inflow condition (5.30), houndary eonditions

(5.31), (5.35), (5.39) and (5.41) and additional conditions (5.36),

(5.49) and (5.42). In the actual model, however, this system is split

up into a part for the vertical distrihution of ljI and a part of ljI. How

this is done will he shown in.the next sections.

5.5. Secondary flow: vertieal distrihution of the stream function

Making use of the similarityhypothesis (4.18), the stream function

equation (5.29) can he split up into an equation for the vertieal

distribution function g __and an equation for the depth-averaged stream

function ~. These two equations are solved alternately, using the most

recent values of ~ when solving for g.and the most recent values of_g when

solving for .~:;-

The equation for g 1S solved in one vertica~ of each cross-section, viz.

in the channe l axis ..Hence some additional simpLi.ficati'onsof the stream

~ function equation (5.29) are possihle when deriving the equation for g ..

As the radial derivatives in the channel axis are at least an order

O(E) smaller than the vertical ones, all radial derivatives in equation

(5.29) ean he neglected.

In addition, the streamwise inertia terms are negleeted, Suppos1ng these

terms to he of minor influence, as they appeared to he in laminar flow



1 + ln 00)

a2a' .!!....Jl.. = 0 at ç = 0 (5.46)ar;2
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(DE VRIEND, 1978b). This hypothesisis confirmed by experimental

data (DE VRIEND AND KOCR, 1977 and )978), showing the streamwise

variation of g to be very smalle

Taking account of these simplifications, equation (5.29) reduces to

Substituting the similarity hypoth~sis (4.18) and the expression for

a into this equation leads to

~/ ;2, -2
=-~~

ar; rs

The boundary conditions at the bottom and at the surface are

rv
= - ~ 0 (KC 1 )g -. 0 Tg + n 00

KtjJReO

at r; - 1 +0o
rv - Con __ rs K.::...il. (~+

or; K~ReO g

g = 0 and

and the additional condition for the determination of V ~s
'tS

at

The system (5.44) through (5.47) is solved using a methad based on

repeated vertical integration (see Appendix E).

(5.43)

(5~44)

(5.45)

(5-.47)
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5.6. Secondary flow: depth-averaged stream function

Substituting the similarity hypothesis (4.18) and a = k ~I
, m
into the stream function equation of the secondary flow and

averaging the result over the depth of flow yields, after some

elaboration (see Appendix D)

4 -)- 2- 2..,
- a ;;;+ au a tiJ a u ~alg (u4 2 - _- + -- 2 +.

a~ a~ a~3 a~3 a~ .

2 - - - (_u_,,-a3-L~~+ - a3~ + a~ _1 a2~ '+ a~ a2~) ++ cf Iz=O u tjJ - e:ReO {fg - v -
~- r a.a~2 .~~3 a~ r a.a~ a~ at2

-2ru---k rm S

2
f IZ;=o (5.48)

-The boundary conditions needed for the solution of tjJ from this

equation are obtained by averaging conditions (5.30), (5.39) and

(5.41) over the depth of flow.

-
tjJinflow= 0 (5.49)

(5.50)

W
(KC +tjJ -rr

Ol In ol)= -r --KReO Tg

B °1
" at t = --2d

-~ =
w

(KC +-rr 1 + In ol)- r--
KReO Tg

(5.51)

I
The depth-averaged friction velocities w-rl and w-rr are determined from

the additional conditions

w
;;; = r _!l (!_ ) {KC + 1 + 1 (B )}
'I' R 2d + ~1 . ~g n 2d + ~1K eO at ~ = ~1 (5.52)
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...... w"'r B KC B,I, = • ( 1:" ) { + I + I ( t;; )}
'I' - r KReO 2d - <'2 Tg n 2d - "'2 at ~ = E;2 :,":.(5.•53)

A description of the solution procedure applied to the system

(5.48) through (5.53) is given in Appendix F.

5.7. Iterative solution procedure

Making use of the elements described 1n the foregoing sections of

this chapter, the following iterative solution procedure can be drawn

up (cf. DE VRIEND, 1978b):

la. Estimate the vertical distribution functions f and g, for instance

by taking the logarithmic distribution

f = I + Ig + Ig ln( I+l;;)
KC KC (5.54)

and solving g from equation (5.44) with conditions (5.45) through

(5.47), as described in Appendix E, or by evaluating the corresponding

analytical solution (see also DE VRIEND, 1976 and 1977).

{-21;;F - Ig l;;F+ 2(1 - g22) (I+l;;)LnCl+z)
4 g I KC 2 KC'22

K C

(5;55)

with FI =
l;;

J~-l+l;;

ln( 1+l;;) dl;;
l;;

l;;

and F2 = , J 'l
-I+l;;

2
In (1+1;;) dç

ç
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1b~Estimate the depth-averaged stream function of the secondary flow,

by setting ~ = 0, for instance.

2. Determine the depth-averaged main velocity field using one of the

procedures (parabolic or'partially-parabolic) described in

section 5.2.

3. Calculate the curvatures of the streamlines and the normal lines
-;

of this depth-averaged flow field using the expressions given in

Appendix D.

4. Solve for the depth-averaged stream function of the secondary flow ~

as described in Appendix F.

5. Determine the vertical distribution function f of the ma~n velocity

in the channel axis, making use of the procedure descrihed in Appendix B.

6. Determine the vertical distribution function g of the stream function

OL the secondary flow in the channel axis (see Appendix E).

7. Repeat the procedure from 2. on, until a termination criterion ~s

satisfied, for instance

max {I~(n)_ ~(n-l)l}< "'ier with y «1
cr (5.56)

, in which ~(n) denotes ~ ~n the n-th iteration step.

8. If necessary, carry out an additional computation of f 1n all verticals

in order to account for the influence of the streamwise accelerations

of the main flow (see DE VRIEND, 1978b).

9. Determine the magnitude and the direction of the resultant shear

stresses at the fixed boundaries (see chapter 3).
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6•. Verification of the model

Before carrying out the overall verification of the mathematical model

by comparing its results with measured data, the influence of the most

important assumptions will be investiga;ted. The assumptions to be

considered in this respect are:

...the ones underlying the turbulence model (see chapter 3),

• the neglect of the vertical component of the main flow (see section 4.1),

• the similarity hypothesis for the main flow (see section 4.4), discarding

the influence of streamwise accelerations,

• the need of incorporating the streamwise inertia of the secondary flow.

This part of the verification will be carried out making use of the

computational results for the LFM-flume (see section 6.5), which has a

rather long, sharp bend giving rise to strong effects of curvature, thus

providing a rather severe test of the model.

6.1. The turbulence model

Although most interesting in this complex flow case, the vetification of

the basic hypotheses of the turbulence model, viz. the Boussinesq hypothesis

(3.1) and the mixing length hypothesis (3.3), is left out of consideration

.hereK). Only the influence of the overall mean value of the turbulence

viscosity and its vertical and horizontal distribution will be treated.

6.1.1. Influence of the overall mean value of the turbulence viscosity

As was stated in chapter 3, the parabolic distribution of the turbulence

viscosity (3.7) corresponds with an effective Reynolds number

6 C
Rea = K Tg (6. 1)

In case of fully developed flow In an infinitely wide straight channel,

the overall mean value of the turbulence viscosity is given by

(6.2~

~) See for instance, BRADSHAW (1973) and HUNT AND JOUBERT (1979).
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, where v
'H

the literature somewhat different values of the constant of

1
V g2/C 1S the friction velocity at the bottom. In

proportionality in (6.2) are suggested: ENGELUND (1964) gives a

value of 0.077 and RASTOGI AND RODI (1978) use 0.0765 in a depth

averaged version of the k-E-model. These two values, however, are based

on experimental data on uniform.flow in closed channels, so they will

only hold good in open channels if the influence of the water surface

is negligible. A comparison of turbulence characteristics measured in

uniform open channel flow (NAKAGAWA, NEZU AND UEDA, 1975) with those for

a closed channel (LAUFER, 1951) shows that the water surface influences

turbulence, indeed (see also RODI, 1978)*).

Until recently, the turbulence viscosity used to be determined

experimentally from the turbulence-averaged velocity and shear stress

distributions in uniform flow, applying the definition

Lsz
=äV

'0

äZ
(6.3)

In uniform open channel flow L varies linearly from its maximum atsz
the bottom to zero at the surface. Adopting Chezy's law, this yields

2

(6.4)

The vertical distribution of v is rather insensitive to the distributiono.
of A , except èlose to the bottom (see section 6.1.2). Inversely, the

t .
distribution of A in the upper part of the vertical is quite sensitive .to

t
the distribution of the velocity there. As A decreases strongly near the. t
bottom, the depth-averaged value of A is mainly determined by thet
distribution in the~higher parts of the vertical. Regarding, in addition,

oV .

the sensitivity of azo to errors 1n vo' this kind of experiments may be

expected to yield a wide variety of At.

~) This could explain the velocity reduction near the water surface often

observed in open channel flow, even if the channel is straight and shallow

(see, for instanee, the experiments 1n the DHL-flume described in section

6.5.2).
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-ROZOVSKII (1961) gives a review of the empirical values of At

obtained in this way. Grouped according to the approximation of the

measured velocity distribution:

• the Boussinesq-Bazin parabola, with At constant in a vertical and a

finite slip-velocity at the bottom (see also ENGELUND, 1964), which

yields values of the constant in (6.2) between 0.065 and 0.071 (cf.

ENGELUND: 0.077),

• the elliptic distribution (KARAUSHEV, 1946), yielding values of the

constant that are dependent on C:

C -1
= (1.9 + 0.7 iS) for C3 < iS < 21

, 50 that for C = 60 m~/s a value of 0.065 is found,

• the logarithmic distribution, yielding K/6, as was shown in the foregoing;

for K = 0.4, the constant has the value 0.067, but if higher values of K

are used (RASTOGI AND RODI (1978) use 0.42, RODI (\978) suggests 0.435,

ROZOVSKII (1961) suggests values as large as 0.5), the constant increases

in proportion,

• the power law distribution; the 1/7th-power law, for instance, yields a

value of 1.15 ~g for the constant, i.e. 0.060 for C = 60 m!/s.

Another class of experiments from which At can be determined concerns the

dispersion of suspended matter in uniform straight channel flow. This indirect

determination of At is based on the so-cal1ed Reynolds-analogy, stating that

in turbulent flow the transport of momentum and the transport of mass are

analoguous (see HINZE, 1975). During the experiments reported by JOBSON AND

SAYRE (1970) dye was injected at the free surface of fully developed straight

channel flow. From the rate of vertical spreading of this dye the transfer

coefficient was derived. The observed values of this coefficient differ only

a few per cent from those predicted by equation (6.2). Similar experiments

were carried out with suspensions of fine-grained sand (VANONI, 1946; JOBSON

AND SAYRE, 1970; COLEMAN, 1970), but then the dispersion process was

complicated by the different densities of the fluid and the suspended partieles.

Hence the values of At obtained from these experiments are not quite reliable.
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Recent advances in measuring technique (hot film, laser-doppler

anemometry) allow for the turbulent velocity fluctuations to be

measured. Hence At can be determined from turbulence quantities, us~ng,

for instance, the basic relationship of the k-E-model

k2
t c
~\ p- (6.5)

in which kt denotes the local turbulence kinetic energy, Et the rate

of energy dissipation and c a known constant of proportionality (LAUNDERu
AND SPALDING, 1972; RGDI, 1978).

Equation (6.5) was applied to the measured distributions of kt and Et

in uniform open channel flow presented by NAKAGAWA, NEZU AND UEDA (1975).

The resulting values of At are so widely spread, however, that it is

impossible to fit a reliable distribution curve through the measured data.

(see figure 7). The mean value of At is about 0.067, but regarding the large

spread in the data, this figure is not reliable either.

This shows that determining A from turbulence data requires extremely high. t
measuring accuracies, as well. Besides, it is evident that more experimental

work has to be done at this point.

It can be concluded from the foregoing that a great deal of uncertainty exists

about the value of the constant of proportionality in (6.2), even in uniform

rectilinear shear flow. Moreover, the turbulence in curved channel flow will

be influenced by the extra strain rates due to streamline curvature and the

skewed velocity field (BRADSHAW, 1976).

Therefore it is worthwhile to investigate the sensitivity of the mathematical

model to the mean turbulence viscosity. This is done by setting the effective

Reynolds number at

Re = 1. co \(..Tg (6.6)

with ~ vary~ng between 4 and 6, i.e. the constant ~n (6.2) varying between

0.10 and 0.067.

Accordingly, the parabolic distribution of the tUJbulence viscosity is modified

in such a way, that the mixing length distribution near the bottom is the same.

in any case:
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a' = - Ç(I+Ç) {12(I+Ç) - y(I+2Ç)} (6.7)

For y = 6 this reduces to the parabola (3.8). For smaller y the

distribution remains almost parabolic, but the maximum shifts somewhat

upwards and increases slightly (figure Sa).

The influence of y on the vertical distributions of the ma1n and the

secondary flow, shown in figure 8b, is rather small, and so is the

influence on the main bed shear stress factor k2 (figure 8c). The secondary
m

increases considerably with decreasing ybed shear factor k k , however,
m s

(figure 8d) and the fully developed secondary flow intensity ~Reo/~ as weIl

as the secondary flow advection factor uv /~2 *), shown in figures 8e and
s

Bf, decrease fairly strongly with decreasing y.

The conclusion drawn from these results is that quantities related to the

main flow are influenced only slightly by y, but quantities related to the

secondary flow are much more sensitive to this factor.

6.].2. Influence of the vertical distribution of the turbulence viscosity

In uniform straight channel flow the parabolic distribution of the turbulence

viscosity used in the model leads to a purely logarithmic velocity distribution,

as was shwon in chapter 3. If turbulence is described by the k~E-model, the

vertical distribution of the turbulence viscosity closely agrees with the

parabola near the bottom, but differs considerably from it in the upper half

of the vertical (see figure 3). The resulting velocity distribution, however,

hardly differs from the logarithmic one, not even in the upper half of the

vertical. Hence it can be concluded that the distribution of the turbulence

viscosity there is rather unimportant in a model of uniform flow.

Inversely, this distribution will be quite sensitive to the velocity distribution,

so that it is rather difficult to determine it from velocity measurements (sée

section 6.1.1). Therefore some of the experiments reported in the literature

seem to provide evidence in favour of the parabolic distribution (VANONI, 1946;

JOBS ON AND SAYRE, 1970), whereas others seem to corroborate the more uniform

~) Both quantities evaluated in the channel axis, for fully developed flow

in a curved shallow channel, so that .$ ReOfü = ReO g/~mc and
- -2 ~=,» =...-ReOf aç/kmc
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distribution, so that it is rather difficult to determine it from

velocity lOeasurements (see section 6.1.1). Therefore some of the

experiments reported in the literature seem to provide evidence in favour

of the parabolie distribution (VANONI, 1946; JOBSON AND SAYRE, 1970),

whereas others seem to eorroborate the more uniform distribution aeeording

to the k-E-model (COLEMAN, 1970). On the basis of physical arguments,

however, it ean be shown that the water surface ean not be exaetly a

plane of symmetry, as assumed in the k-e-model used here: some reduetion

of the turbulenee viseosity is likely to oecur near the surface (cf.

RODI, 1978; see also NAKAGAWA, NEZU AND UEDA, 1975 and, as far as reliable,

the elaboration of their data represented in figure 7).

Just as in uniform straight channel flow, the main velocity distribution

in mildly curved flow will be hardly influenced by the distribution of

the turbulence viseosity in the upper half of the vertical. The effect of

al on the secondary flow and henee on the main velocity distribution in

sharply curved flow, however, needs further investigation.

To that end three different vertieal distributions of the turbulenee

viseosity are eonsidered, eaeh of them with the same slope at the bottom

and with y = 5 (see seetion 6.1.1):

1) the modified parabolic distribution (6.4)

al = - ç(l+ç)(7+2ç) (6.8)

2) an approximation of the k-E-distribution (see also figure 3)

al = ~ (l+ç) (8ç2 - 35ç + 2) for ç < -0.5

.(6.9)
43a l -

- 36 for
.,

ç :f -0.5

3) a .uniform distribution in the upper part of the vertieal with a

linearly deereasing part near the bottom

al = 5(I+ç) for ç < -0.775

(6.10)

al = 1.127 for ç > -0.77 5

The vertical distribution funetions f, g and ~~ and the most important

constants in the depth-averaged system, ealculated on the basis of eaeh
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of the distributions (6.8), (6.9) and (6.10), are represented

in figures 9 and 10.

Figures 9a through 9d show the vertical distributions of the velocity

components to be influenced only slightly by the distribution of al.

The coefficients in the depth-averaged main flow equations (5.9) and

(5.10) and the secondary bed shear stress coefficient k k are hardly
. m s

influenced, either (see figures 10a through 10d and lOg). The coefficients

in the depth-averaged stream function equation (5.48), however, are

influenced to a considerably higher extent (as is shown by figures 10e

and lOf and also by the secondary flow intensity far from the sidewalls

represented in figure 10h), and so is the secon~ary flow advection factor

uv /~2 given in figure 10i. Nonetheless, the only quantity in which thes
differences are larger than about 15% is ga I çr.;; (figure· lOf),which figures

in a group of higher order terms in equation (5.48), and even there the

difference between the distributions (6.9) and (6.10) is smalle

In order to assess the influence of the large difference between the values

of galçç for the distributions (6.8) and (6.9), the complete model was

applied to the LFM-flume (see section 6.5.1) with either distribution of al.

A comparison of the results, shown in figure 11, makes clear that the depth

averaged main velocity distribution is hardly influenced and that the

influence on the depth-averaged stream function of the secondary flow

never exceeds 10%.

Hence it is concluded that the vertical distribution of the turbulence

viscosity away from the bottom hardly influences the main flow, whereas

its influence on the secondary flow is rather smalle The secondary flow and

its advective effect on the main flow tend to increase if the turbulence

viscosity is taken uniform in the upper part of the vertical.

6.1.3. Influence of the horizontal distribution of the turbulence

viscosity

The turbulence viscosity in the present model is related more or less

arbitrarily.to~he local bottom friction velocity (see chapter 3). Far from

the sidewalls, where this friction velocity will'vary only gradually and

the exchange of momentum due to turbulence is predominantly vertical, this
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approach will be almost correct. Near the sidewalls, however,

steep velocity gradients and hence important momentum transfer due to

turbulence will occur both in horizontal and in vertical direction.

Consequently, it must be doubted whether in these regions the turbulence

viscosity can be based on the bottom friction velocity only.

In order to investigate the influence of setting the turbulence

viscosity proportional to the bottom friction ..velocity, the results

obtained when us~ng this turbulence model were compared with those

obtained when us~ng a uniform turbulence viscosity, with wall layers

in which a increases linearly from zero on:

5 B
+ ~).al for ~ Ba (2d < - 2d + 0.2

al for - B B
(6.11)a 2d + 0.2 < ~ < 2d - 0.2~

5 B - ~) al Ba = (2d for ~ ~ 2d - 0.2-

The results of fully developed straight channel flow computations based

on this distribution of a, combined with any of the distributions of al

given before, agree better with the measured data (TRACY, 1965) than those

obtained from the original mathematical model (see figure 4a).

If the combination of (6.10) and (6.11) as a turbulence model in curved

flow computations, however, important local errors are introduced near the

sidewalls, even in as gentle a bend as the one in the DHL-flume (d/B = 0.042,

e = 0.005, ReO = 239; see also section 6.5.2). A comparison between the

the mean velocities in this flume calculated by the original model and

those found when using (6.10) and (6.11) is given in figure 12.

This leads to the conclusion that, especially near the sidewalls, the

horizontal distribution of the turbulence viscosity needs special attention

if local errors have to be avoided. If the sidewalls regions are of no

interest, however, the accurate modelling of turbulence there is rather

unimportant, either.

6.2. The neglect of the vertical component of the main flow

As was stated in section 4.1, the equation of continuity (4.2) for the main
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flow does not account for the vertical component of the ma~n flow.

If this component is included, the equation reads

1 dUm dV E dW
- --- + ~ + - v + ~ = 0
r a. a~ r m ~r,; (6.12)

Making use of the depth-averaged vers ion of this equation (5.2),

this yields

dW
m--- :::ar,;

E

r

v
~ Cm)

v
(6.13)

Adopting the similarity hypothesis for the main flow

and (6.14)

with f depending only weakly on ~ and • , equation (6.13) ean be

elaborated to

wm
u aF= - ---
r a.

- aF Ev---vFa~ r with F =
r,;
f f dr,; (6.15)

-1

The only equation of main flow continuity that is aetually ineorporàted

in the model is the depth-averaged equation (5.2), which is exact. In the

momentum equations, however, w is neglected, indeed.m
The admissability of this negleet is verified by investigating whether ~n

the ma~n flow equation

dU u dUmmmw ---« ----m dr,; r .a. ' (6.16)

whieh is further reduced to

u :?t. df sr i.a~
r (f a. - aç~) «r a. (6.17)

Figure 13 shows that for the LFM-flume this condition holds rather good,

exeept locally near the bend exit, where the range of variation of the



- 54 -

first term 1S about 25% of the range of variation of the second

one. Still assumptiàn (6.16) is thought to be acceptable.

6.3. The similarity hypothesis for the main flow

As far as the influence of diffusion and secondary flow advection

is concerned, the applicability of a similarity hypothesis for the ma1n

flow was verified for fully developed laminar curved flow (DE VRIEND,

1978a). In developing flow, however, there will be streamwise accelerations

of the main flow, which give rise to deformations of the vertical

distribution of the main velocity (DE VRIEND, 1976 and 1977; DE VRIEND,

1978b): positive accelerations make the velocity profile flatter, negative

accelerations make it more oblique than in fully developed flow. Since in

the present approximation (uniform cross-section) the cross-sectional mean

velocity is the same everywhere, both positive and negative accelerations

will occur in a cross-section. Hence adopting the similarity hypothesis

(4.15) for the main flow implies that the effect of the streamwise

accelerations is neglected.

The effect of this simplification 1S investigated for the LFM-flume by

carrying out an additional computation step after the normal iteration

procedure has been terminated. In this step the'vertical distribution

functions f and gare calculated in each verticalK), still assuming their

horizontal derivatives to be negligible. Subsequently, the depth-averaged

quantities and the bottom shear stresses are calculated on the basis of

these vertical distribution functions. If the results of this additional

computation step differ only slightly from those after the normal iteration,

the influence of the.streamwise accelerations can be assumed to be small.

Figures 14a and b show the vertical distribution functions to be almost

invariable in a cross-section, except near the entrance:.and the exit of

the bend, where small variations occur. The bed shear stress constants k. m
and k and the constant c, obtained when determining f and g, are representeds

*) The only terms in equation (5.7) that are actually varied from vertical

to vertical are the main flow acceleration terms. All other terms are

calculated on the basis of the quantities in the channel axis.
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in figure 14c, showing that k 1.S influenced culy slightly, wher eas
m

k and c vary somewhat stronger, especially near the entrance ands
the exit of the bend.

The results of the depth-averaged computation are shown in figure 15.

The variation of the vertical distribution functions due to streamwise

accelerations of the main flow appears to have only a minor effect on

the mean velocity field (figure 15a) and even the effect on the

secondary flow intensity 1.S rather small and of a local kind (figure 15b).

Similarly, the magnitude of the bed shear stress (figure 16a), which is

dominated by the main component, is hardly influenced, whereas the

direction of the bed shear stress vector, in which the secondary flow

plays a more important part, is influenced to a somewhat higher extent

(see figure 16b). This influence on the direction locally amounts 20%

of the overall mean value of ~ in the bend.
1"

The foregoing comparison leads to the conclusion that the effect of the

streamwise accelerations of the main flow on the vertical distribution

functions can be neglected when computing the main flow, but has to be

taken into account when computing the bed shear stress. In practice, this

implies that the similarity hypothesis (4.15) is used during the 'normal'

iteration procedure and that an additional iteration step, in which the

vertical distribution functions are determined in each vertica~ is carried

out to determine the bed shear stress (cf. the laminar flow case; DE VRIEND,

1978b).

6.4. The influence of the streamwise inertia o~the secondáry flow.

On the basis of the conclusions drawn from the equivalent model of

developing laminar curved flow (DE VRIEND, 1978b), the streamwise inertia

of the secondary flow was incorporated in the equation for ~ ('see section

5.4). Although these streamwise inertia terms do not give rise to a great

deal of extra computational effort, it is interesting to find out how they

work out in the resul.ts of the mode I,

Figure 17.gives a comparison between the results. for the LFM-flume with

and without streamwise inertia of the secondary flow. In contrast with the

laminar flow case, the mean velocity distribution is hardly affected

(figure 17a). The secondary flow intensity and the direction of the bed

shear stress (figures 17b through d) are only affected in two rather small

regions, viz. beyond the entrance and the exit of the bend.



- 56 -

Henee it is eoneluded that the streamwise inertia of the secondary

flow needs not be incorporated a.nthe turbulent f Low model during

the main flow eomputation. In the bed shear stress computation step,

however, the streamwise inertia terms in equation (5.48) have to be

aeeounted for.

6.5. Comparison with experimental data

The flow in curved channels was often .investigatedJexperimentally

both in the laboratory and in the 'prototype'. Out of the experimental

data avaiLao l,ea selection was made for the verification of the present

model:

1. The experiments carried out in the Laboratory of Fluid }1echanics (LFM)

of the Delft University of Technology, in a rather sharply curved

(B/R = 0.4) U-shaped flume with a horizontal bottom and verticalc
sidewalls (see figures 18)*).

2. The experiments carried out at the De Voorst branch of the Delft

Hydraulic.s Laboratory (DHL), in a large flume with a rather gentie

(B/R = 0.12) bend of almost 900, a sloping flat bottom and verticalc
sidewalls (see figure 21). The results, concerning main and secondary

velocity distributions and water surface configurations, were reported by

DE VRIEND AND KOCH (1977) •

3. The experiments carried out at the Iowa Institute of Hydraulic Research

(IIHR), in a flume with two opposite, rather sharp (B/R = 0.25) bendsc
of 900 each and a shallow trapezoidal cross-section (see figure 25). The

results concern the main and secondary velocity components, the magnitude

and the direct ion of the bed shear stressrand the water surface

configuration (B.C. YEN, 1965).

4. One of the experiments (no. 1) carried out at the Institute of Hydrology

and Hydraulic Engineering (IHHE) of the Acedemy of Sciences of the USSR,

in a sharply curved (B/Re 1.0) U-shaped flume with a horizontal bottom

and vertical sidewalls (see figure 27). The measured data, concerning the

main and the secondary velocity components and the water surface configuration,

were reported ~n ROZOVSKII's (1961)book on curved open channel flow.

*) The measured data gathered during these experiments (main veloeity

distributions and water surface eonfigurations) have not been reported

yet, but th~y were kindly put at the author's disposal.
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It was attempted to simulate each of these experiments by the

mathematical model described in this report.

6.5.1. Simulation of the LFM-experiment~

Out of the series of experiments carried out ~n the LFM-flume

two cases were selected, one with a rough bot tom (C estimated

at 30 m!/s; bottom roughened by a layer of gravel) and one with a
I

smooth bed (C estimated at 60 mils; bare concrete bottom). In both

cases the depth to width ratio, based on the depth of flow at the

downstream end of the flume, was about 1:10 and the discharge 'was about
3

0.19 m Is.

Both flow cases were simulated by the mathematical model, on a computational

grid consisting of 25 cross-sections situated between a virtual inflow

section 6 m ahead of the bend entrance and a virtual outfiow section

6 m downstream of the bend, 21 verticals in each cross-section and 21

points in a vertical (see figure 18). The distance between the cross

sections in the straight reaches was 1.00 mand in the bend it was 1.11 m

(measured along the axis) , which is equivalent to an angle of 150 enclosed

between two subsequent cross-sections. The spacing between the verticals

in a cross-section ranged between 0.2d (near the sidewalls) and d (in the

central region) and the interval between the grid points in a vertical

was constant in the upper half of the vertical (O.ld) and decreased

exponentially towards the bottom. The grid points nearest to the fixed

boundaries were situated at a distance of O.Old from these boundaries.

The value of C was the only difference between the two cases in thc input

of the mathematical model. As this value could not be determined very

accurately~by lack of a long straight reach with uniform flow or velocity

measurements close to the bot tom, it was estimated and in addition to the

simulation on the basis of these estimations, the sensitivity of the

model to C was investigated.

Figure 19a shows the mean velocities as they were measured and computed,

the latter for three different values of C, ranging from 30 to 60 m!/s.

The differences between the computed distributions appear to be rather

small. Only near the sidewalls, especially near the bend exit and in the
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downstream straight reach, they are considerable. The measured

data for the smooth and the rough bottom differ significantly in

the second half of the bend. There the velocity tends to increase

towards the outer wall in case of a rough bottom whereas the smooth

bottom data show a decreasing tendency.

When comparing the measured and the computed velocities, the smooth

bottom case appears to be predicted rather weli, except near the sidewalls,

where systematically higher velocities were measured: the local influence

of the secondary flow seems to be overestimated near the inner wall and

underestimated near the outer wall. The prediction of the rough bottom

flow, however, is much worse, especially in the second half of the bend,

where the theoretical curves lie much closer to those for the smooth

bottom than the measured data. Here the effect of the secondary flow

seems to be underestimated in the entire cross-section.

The discrepancies between the measured and the computed velocities in

case of the smooth bot tom can be explained from the assumption that the

turbulence viscosity is proportional to the local bottom shear velocity

(see chapter 3 and also section 6.1.3). Even in uniform straight channel

flow this assumption gives rise to errors near the sidewalls (see figure 4)

in that the predicted velocities are too small there and the 'sidewall

boundary layer' is too thick. The same occurs in the present case: even in

the straight reach before the bend the predicted velocities near the

sidewalls are too small. In the bend this will give rise to additional errors

in the secondary flow and its effect on the main flow. How this works out

is readily illustrated in figure 12: if the horizontal distribution of the

turbulence viscosity is made more uniform, the velocities near the sidewalls

increase, in the straight reach as weIL as in the bend.

The same figure, however, shows the model is rather sensitive to the

distribution of the turbulence viscosity close to the sidewalls. This implies

that a quite accurate description of a should be given there, provided that

the turbulence viscosity concept holds good in these regions at all. In

principle, it may be possible to find a distribution that gives satisfactory

results, but looking for this distribution is thought to be of no use as

long as the physical basis is missing. Hence the modelling of
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turhulence Ln the sidewall regions has to he studied hefore

attempting to improve the model predictions there. Regarding the

purpose of the present investigations, viz. the prediction of the

flow and the bed configuration in alluvial river hends, this is thought

to be going too far now.

It could be attempted to explain the differences between the smooth

and the rough hottom case from the influence of the sidewall roughness.

In the model all fixed houndaries have the same roughness. In the flume,

however, the sidewalls in the straight sections and the inner wall in the

bend were covered with plaster, the roughness of which was comparable

with the roughness of the bare concrete bottom. Moreover, the outer wall

in the bend consisted of a series of glass panels that were much smoother

than concrete or plaster. The nonuniformity of the boundary roughness

introduced in this way was stronger in case of the rough bot tom then in

case of the smooth one. This could explain why the predictions for the

smooth bot tom are better than those for the rough bottom. Besides it could

provide a qualitative explanation of the stronger outward shift of the

rough bot tom flow in the second half of the bend, but it is not clear

whether this explanation holds good quantitatively. Finding this out would

require a modification of the mathematical model and additional measurements

of the secondary flow intensity (see also section 6.5.2.).

The predicted pressures and the measured water surface configuration, at

a distance of about the depth of flow from the sidewalls, are compared in

figure 19b, for the smooth bottom case only. The agreement turns out to be

rather poor: the predicted transverse pressure drop is about 1.5 times as

large as would correspond with the measured superelevation of the water

surface. In contrast with earl ier suggestions (DE VRIEND, 1976 and 1977), this

difference cannot be explained from a false prediction of the main velocity

distribution, the main velocities being predicted rather weIl in this case.

A quantitative analysis on the basis of a truncated vers ion of equation (5.10),

holding for fully developed curved flow,

- -2an 2 ,1 u.:.s:.. :;::: e: Re 1 -a~ 0 r (6.18;
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leads to a transverse pressure drop g1ven by

pi s=4 - pi é_;=-4
--~------~-- ~ 0.35 (6.19)

, which agrees with the model predictions. Besides, this way of

estimation leads to appropriate predictions of the transverse pressure

drop in many other curved flowexperiments (C.L. YEN AND B.C. YEN, 1971;

ROZOVSKII, 1961; DE VRIEND AND KOCR, 1977), which raises doubt against

the measured data in the LFM-flume.

The LFM-experiments were simulated using the partially-parabolic main

flow computation model. To find out to what extent the simpier and more

economic parabolic model (see chapter 5) 1S applicable here, an additional

run was made using this parabolic model.

The essential difference between the two models is readily illustrated

by the pressure distributions represented in figure 19b: upstream

influencing is incorporated in the partially-parabolic model, so that the

pressure distribution starts changing before the bend entrance or the bend

exit is reached; the parabolic model, however, takes n~ account of upstream

influencing, so that the pressure distribution starts changing at the

entrance and at the exit of the bend.

According to figure 20, the use of the parabo~ic model leads to important

errors, both in the main velocity distribution (figure 20a) and in the

secondary flow intensity (figure 20b). Rence this parabolic model is not

suited to predict this rather sharply curved flow (see also PRATAP, 1975

and PRATAP AND SPALDING, 1975).

6.5.2. Simulation of the DRL-experiments

The experiments in the rectangular DRL-flume*) (DE VRIEND AND KOCR, 1977)

concern velocity and water level measurements for two discharges, viz.

0.610 and 0.305 m3/s, with a depth of flow near th~ outflow boundary of

about 0.25 m in either case. The magnitude and the direction of the

horizontal velocity component were measured in a three-dimensional grid

covering the whole flume and the water surface elevation was measured in

*) In a later stage experiments were carried out in the same flume with a

non-rectangular cross-section (DE VRIEND AND KOCR, 1978) .

...
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each vertical of this grid.

To determine the vertical distributions of the main and the

secondary flow, a rather fine vertical spacing of the grid points

was used in the channel axis and in one of the cross-sections in

the bend (at 550).In the other parts of the flume only the depth

averaged velocity was determined and the grid was taken coarser.

The two flow cases were simulated numerically, with the partially

parabolic as well as with the parabolic model. The computational grid

(see figure 21) consisted of 25 cross-sections, lying between a vertical

inflow section 24 m ahéad of the bend entrance and a virtual outflow

section at 82.50, 29 verticals in each cross-section and 21 points in

a vertical. When measured along the channel axis, the distance between

two adjacent verticals ranged from 0.2d near the sidewalls to 2.0d in

the central region. The vertical spacing was the same as for the LFM

flume (see section 6.5.1) and the wall distance of the grid points

nearest to the bottom or the sidewalls was O.Old.

As the discharge plays no role in the mathematical system to be solved,

the two flow cases were covered by one run of the model. Consequently,

the results of the numerical simulation are represented in the figures by

only one curve.

Figure 22a shows the measured and the computed mean velocities for

C = 60 m!/s. In contrast with the LFM-flume, the results obtained by the

parabolic model closely approximate those from the partially-parabolic

model now. Both theoretical distributions, however, show systematic

discrepancies with the measured data: near the inner wall the thickness of

the wall layer increases too little when proceeding through the bend, whereas

the velocities near the outer wall remain too small. It looks as if the

effect of the secondary flow were underestimated.

This is a rathen unexpected conclusion, regarding the fair agreement with

the measured data obtained when simulating this turbulent flow using the

laminar version of the present model (DE VRIEND, 1978b). Moreover, the kind

of discrepancies is not in accordance with those found for the LFM-flume,

where the influence of the secondary flow was rather overestimated, at least

near the inner wall (see figure 19a).



- 62 -

An important step towards the explanation of the discrepancies

in figure 22a is made when considering the secondary flow intensity

represented in figure 22b and c. Although the measured data are

rather scarce (the intensity could only be determined with reasonbl~

accuracy in the verticals with the finer grid), they clearly show

that the predicted intensities are far too small.

If the secondary flow intensity in the model is multiplied by a

factor 1.5, the main flow predictions are much better, as is shown

in figure 22a. The remaining discrepancies near the sidewalls (too

small predicted veloeities close to the walls) are consistent with those

in the LFM-flume and can be explained in the same way (see section 6.5.1).

Hence it is concluded that the main flow is described fairly weIl if the

secondary flow intensity is correct.

Thus the problem is shifted from the main velocity distribution to the

secondary flow intensity: how is it possible that the actual secondary

flow intensity 1S so much larger than the predicted one? The discrepancy

occurs throughout the flow field, without any preferenee for the sidewall

regions*) or the first part of the bend. Hence the explanation must be

looked for in the truncated vers ion of the stream function equation (5.48),
holding for fully developed curved flow far from the sidewalls:

c ,21 ~ ;;; =
Z;;=o 'j'

-2

kr~ rlz;;=o
ms·

, whence ulJl= k cm
(6.20)

If the secondary flow intensity is characterized by lJlReO' the differences

between the measured data and the model predictions have to be explained

on the basis of the relationship

~Reo = Re ~o k c
m (6.21)

This implies that the source of these differences lies either in the

vertical distribution of the main velocity, influencing k and c,
m

*) The deviant values of the measured secondary flow ~ntensity near the

outer wall are caused by a locally deviating secondary flow pattern

there (see DE VRIEND AND KOeH, 1977).
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or in the turbulence model.

The influence of the vertical distribution of the main velocity

can be shown by calculating the fully developed secondary flow

far from the sidewalls on the basis of the measured distribution of

u (see figure 23a). As this distribution is more uniform than the

theoretical one, k and care larger and the secondary flow intensitym
is considerably smaller than when using the theoretical distribution of

u (fugure 23c). Hence the explanation of the underestimated secondary

flow intensity can certainly not be found in the vertical distribution

of the maln velocity alone.

Consequently, this underestimation must be attributed to the turbuelence

model. As was shown in sections 6.1.1 and 6.1.2, the secondary flow

intensity tends to increase if y is raised and if the almost-parabolic

distribution of a' (equation 6.8) is replaced by the k-E-approximation

(6.9). The factor y is related directly to Von Karman's constant K and to

the constant of proportionality in equation (6.2). Neither Knor the

constant, however, are known very accurately: for both quantities a great

variety of values is suggested in the literature (see section 6.1.1). Hence

the possible values of y vary within wide bounds and raising the value

from 5 to 6, for instance, seems to be aHowable. For C.= 60 m~ /s, raising y from

5 to 6 and replacing (6.8) by (6.9) lead to an increase of the secondary

flow intensity of about 50%.

Regarding the important role of the secondary flow in the direct ion of

the shear str~ss, this strong dependence on the turbulence model emphasizes

the need of further investigations on the modelling of turbulence in this

type of flow.

In contrast with the simulation of the LFM-experiments, the present

simulation yields transverse pressure distributions that agree fairly

weIl with the measured water surface configuration (see figure 24): the

differences between the measured and the computed values lie within the

range of accuracy of the former.

6.5.3. Simulation of the IIHR-experiments

The flow case selected out of the series of experiments carried out 1n

- "'-;'-f" ~-- - .-----~~p"....._,...__ '''~ _,...._-. ~_._..__..__ ....._.....__ ,.._,..__'1:
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the IIHR-flume (YEN, 1965) concerns 'Run 3', i.e. a mean depth

of flow of 0.512 ft (0.16 m), a mean velocity of 2.27 fps (0.69 mIs)

and a channel slope of 7.2 * 10-4. For the numerical simulation of

the cross-section was assumed to be rectangular, with B = Bbed + d ~ 6.5 ft·

(1.99 m) and the bottom was taken horizontal. The Chezy-factor was

estimated at 127 ft!/s (70 m!/s).

The magnitude and the direction of the horizontal velocity component

were measured in a three-dimensional grid covering the straight section

between the two bends and the second bend (see figure 25). In addition,

the water surface elevation and the bed shear stress were measured in

each vertical of this grid.

The flow was simulated numerically in the entire flume since the flow

in the second part of the flume, where the measurements were taken, was

expected to be influenced by the preceding bend. The computational grid

consisted of 25 cross-sections, lying between an inflow section 7 ft

ahead of the first bend and an outflow section 7 ft beyond the second

bend. The cross-section was divided into 22 (horizontal) x 20 (vertical)

meshes, the size of which decreased near the fixed boundaries, as shown

in figure 25.

According to figure 26a, the depth-averaged main velocity field is

reasonbly weIl predicted, except near the sidewalls and in the exit

sections of the bends, where the outward shift of the measured flow is

stronger. As in the other simulations (see sections 6.5.1 and 6.5.2), the

wall discrepancies must be attributed to the horizontal distribution of

the turbulence viscosity. The deviations at the bend exits can be

explained from the underestimation of the secondary flow intensity that

becomes evident from figures 26b through d.

Figure 26b shows the outward and inward radial discharges in the channel

axis, defined as

t
f v d 1;.

-)
and

Ó
f vdZ;;
t

(6.22)

an which t denotes the level at which the radial velocity component changes
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sign. These definitions ean further be elaborated to

t
f v d_r; = v

t
f

-1
(6.23)

-1

o
f vdç

o
~ . {I - f f d z } + ReO ~ g(e)

e (6.24)

When eompar~ng the predieted values of these quantities with the

measured ones,. they appear to be toa small. Despite of great local
-

differenees, however, the net radial velocity v has the correct order

of magnitude (figure 26e), so that it must be the seeondary flow that is

underestimated. This becomes even more evident from figure 26d, showing

the radial component of the secondary flow v in the channel axis*).s
Not only the :intensity of the seeondary flow in the bend is underestimated,

however, but also the 'memory effect' of the preceding bend. In the model

predictions, the secondary flow generated in the first bend has damped out

before the seeond bend is entered, whereas the measured data show the

second~ry flow of the first bend to the pereeptible even in the first part

of the second bend, not only in the intensity, but also in the vertieal

distribution of v (cf. MOSONYI AND GÖTZ (1973) and GÖTZ (1975), whos .
conducted experiments in subseqoant, rather sharp (B/R = 0.25) 1800 bends. c
with small (L = 2B) straight sections in between).

The predicted magnitude of the bed shear stress is about 20% larger than

the measured one (figure 26e) and the transverse distribution is not

quite correct, not only near the sidewalls (turbulenee model), but also ~n

the central region, where the predicted curves have a somewhat smaller

slope. It should be noted, however, that the bed shear stress was measured

M) The 'measured values' of this quantity were obtained from

v =v-vfs (6.25)

-in which the actually measured v and v were used and f was taken logarithmie.
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using a ?reston tube, which is not quite suited for this skewed

type of flow (NISHl, SENOO AND TERAZONO, 1974).

The direction of the bed shear stress in the present model coincides

with the direction of the velocity near the bottom (cf. VAN DEN BERG

a.o. (1975), stating that in skewed boundary layers this is not quite

correct),. Therefore the computed bed shear stress angles are considera'9ly

larger than the predicted ones (see iigure 2Gf).

The transverse pressure distribution corresponds quite well with the

measured water surface configuration (figure 26g), which is 1n

accordance with the conclusion to be drawn for the DHL-flume, but not

for the LFM-flume (see sections 6.5.2 and 6.5.1, respectively).

6.5.4. Simulation of the IHHE-experiments

There are different reasons why it is interesting to try and simulate

the IHHE-experiment 'no. I' (ROZOVSKII, 1961):

it concerns the flow in a sharp bend (B/R = 1.0), which providesc
the possibility to test the performance of the model under extreme

conditions (high Dean-numbers),

• ROZOVSKII states that .his secondary flow predictions, which are quite

similar to the present ones, are rather good, especially for this

experiment (see also DE VRIEND, 1976 and 1977),

• the same experiment was simulated numerically with a fully three

dimensional model (LESCHZINER AND RODI, 1978), which provides another

testing possibility for the present 'two-plus-one'-dimensional model.

All attempts to carry out this simulation, however, failed because of

ill-convergence of the main flow iteration procedure. Apparently, the

equivalent Dean number, amounting about 66 here, was too high to make

the similarity procedure underlying the model· convergence (cf. fully

developed Laini.nar flow (DE VRIEND,. 197,8a),where the procedure converged

.for Dean numbers up to about,.40),.

In spite of ,this fai.Lure In .rhe main flow prediction, some other tests .•

~re possible, considering that,

• ~ar from the sidewalls and from the ·transitions between the bend and

.the straight reaehes, the.predieted secondary flow can be approximated

as if it were full~ developed, i.e.
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v s
= _ Re _u_

o k crm
. (6.26)

• the predicted transverse pressure distribution far from the

transitions is fairly well approximated by

2 ~2
'" e: - Rer 0 (6.18)

, so that the transverse pressure drop follows from

Pouter - Pinner B
Rc

(6.27)

The secondary flow 1n the IHHE~experiments 1S adequately described by

Rozovskii's formula for a smooth bottom

u 1 {2 () Ig () 2 ( - K/gC)'}Vs = r -z FI ç + KC F2 ç + 1
K

(6.28)

in which FI / ln(l+ç) dç
-I ç

and

-If the secondary flow intensity is characterized by $ReO' this yields

o
f

":'1

ç
dç f v dç

-1 s
(6.29)

For C = 60 m~/s and K = 0.5, as Rozovskii suggests, the intensity
Üamounts 0.95 -. Ther

K = 0.4, y = 5 and C =
intensity predicted by the present model, for

I -
60 mils is 0.82 u, i.e. about 15% smaller.r

is kept equal to 5 and the k-E-appnoximation (6.9) is used for a'

Ify

instead of the almost-p~rabolic distribution (6.8), however, the

intensity becomes 0.96 ~, which is almost correct. So in contrast withr
the simulation of the DHL- and IIHR-experiments, y = 5 leads to
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satisfactory results here, provided that (6.9) is used as a vertical

distribution of the turhulence viscosity.

The transverse pressure drop following from (6.27) equals 1.0 and

the measured superelevation in the second part of the bend, wher2 it
-3 Vwas almost constant, is about 7.5 * la m, at a Froude number gd of

about 0.11, which corresponds with 1.1 as a result of (6.27). So even

in this sharp bend the model describes the transverse configuration of

the water surface fairly well.

6.6. Discussion

The experimental verification of the mathematical model developed here

makes clear that the turbulence model is a'most crucial part of it,

having a great influence on the ma~n flow (near the sidewalls), but

especially on the secondary flow and hence on the bed shear stress

direction. This turbulence model, however, is also the most important

source of uncertainty in the model. On the basis of theoretical (HINZE,
" ,.~..:;

1975) and practical (RODI, 1978; VAN DEN BERG, 1975) arguments, the

fundamental hypotheses of the model, viz. the applicability of a scalar

turbulence viscosity and especially of an algebraic relationship between

this viscosity and mean flow quantities, are subject to doubt. Besides,

the present verification of.the, complete mat.hemat i.caI model has raised

doubt against the assumed vertical distribution of the turbulence viscosity,

its overall mean value and its exclusive dependence on the bottom friction

veloeity. Verification and improvement of the turbulence model, however,

requires more and also more accurate experimental data, both for simple

uniform shear flow and for curved channel flow.

It seems that the rather poor prediction of the seeondary flow intensity

in the DHL- and the IIHR-flume can for the greater part be attributed to

the turbulence model, but as turbulenee quantities were not (DHL) or

insuffieiently (IIHR) investigated in these experiments, this ean be no

more than a hypothesis. Besides, if this hypothesis holds good, it is not

elear why the secondary flow intensity in the IHHE-flume is predicted much

better. Therefore it would be most interesting to have secondary flow measure

ments in the LFM-flume, whieh is sharper than the DHL- and the IIHR-flumes,

but not as sharp as the IHHE-flume.
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Another point concerning the secondary flow that needs further

s-tudy is the poorIv described 'memory effect' (see section 6.5.3).

This aspect of the model is likely to become even more important

in channels with a non-flat bottom, where much stronger streamwise

variations occur than in channels with a flat bed. SA far, it has

not become clear whether the false prediction of this 'memory effect'

is due to the turbulence model or to the simplifications in the

secondary flow computation. Here, too, secondary flow data from the

!.FM-flume, especially of the damping beyon:d the bend , would be of

interest.

More experimental data are also needed in the matter of the magnitude

of the bed shear stress. If this quantity is measured at all, the

accuracy of the results allows at best for a qualitative verification

of the calculated bed shear stress.

Finally, the present verification emphasizes the important role of

the sidewall regions.in the flow process in rectangular channels.

In channels with non-rectangular cross-sections resembling those in

curved alluvial rivers, however, this influence of the sidewalls, if

present at all, is likely to be much less .important. As the modelling ~n

the sidewall regions requires a lot of extra effort, this raises the

question whether a model for rectangular channel flow is quite efficient

as an intermediate step in the development of a mathematical model of

the flow in curved alluvial rivers. It should be noted, however, that a

great deal of most important experimental information on curved channel

flow concerns rectangular channels and that extending the rectangular

channel model to more arbitrary cross-sectional shapes makes it possible

to investigate the importance of the sidewalls (banks).
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I. Recapitulation and conclusions

The investigations reported here have led to a mathematical model of

steady turbulent ~ow Froude number flow in curved open channels with a

shallow rectangular cross-section. In the present chapter the most

important features of this model and the most important conclusions

drawn from the investigations will be sumrnarized.

7.1. The turbulence model

The modelling of turbulence, i.e. establishing a relationship between the.

Reynolds stresses and the turbulence-averaged flow properties, is an

important part of the model. The turbulence model adopted here ~s based on

the Boussine~q-hypothesis, stating that the Reynolds stress tensor can be

related to the rate-of-strain tensor of the turbulence-averaged flow through

a scalar turbulence viscosity. This turbulence viscosity is assumed to be

related to the mean flow through the bottom friction velocity only; it ~s

taken proportional to this quantity. lts vertical distribution is taken

similar throughout the flow field, independent of the local flow conditions.

The prescribed spatial distribution of the turbulence viscosity was subject

to a closer investigation, which led to the following conclusions:

• the mean value of the turbulence viscosity strongly influences the

secondary flow intensity and hence the direction of the bed shear stress;

its influence on the vertical distribution of the main flow and on the

magnitude of the bed shear stress factor is rather smalle

the literature gives no decisive answer regarding the mean turbulence

viscosity, not even for fully developed straight channel flow;

• the literature gives no decisive experimental or theoretical evidence

for the vertical distribution of the turbulence viscosity in the upper

half of the vertical, either;

• this distribution hardly influences the maLn flow and even its influence

on the secondary flow is rather small;

• the secondary flow intensity tends to increase slightly if the turbulence

viscosity distribution in the upper half of the vertical becomes more uniform;

• the ass~mption that the bottom friction velocity is the only mean flow

quantity influencing the turbulence viscosity is certainly not correct near

the sidewalls; in the central region the assumption seems to hold good;

• prescribing a horizontal distribution of the turbulence viscosity independent

of any mean flow quantity may give rise to important local errors near the

sidewalls.
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7.2. Simplification of the mathematical system

The complete mathematical system describing this case of turbulent

flow consists of the conservation laws for mass and momentum, a

turbulence model and a number of boundary conditions (see chapters 2

and 3). In order to reduce the computational effort, some simplifications

were introduced into this system, making use of the limitation to shallow

channels. The most important of these simplifications were verified, which

yielded the following conclusions:

the vertical component of the main velocity, which arises from variations

in the shape of the vertical distribution of the streamwise velocity, is

negligible in all equations of the system;

adopting a similarity hypothesis for the main flow in a whole cross-section

implies that the effect of streamwise accelerations on the vertical

distribution of the main flow is neglected;

this neglect ~s allowable when calculating the depth-averaged main veloèity

field, but it ~s not when calculating the secondary flow and the magnitude

and direction of the bed shear stress;

• the streamwise inertia of the secondary flow needs not be incorporated in

the main flow computation, but it has to ~n the secondary flow and bed

shear stress computations.

Taking account of these conclusions, the computational procedure was split

up into two subsequent steps, viz. the main flow computation step and the

bed shear stress computation step. In the main flow computation step the

similarity hypothesis for the main and the secondary flow is carried through

completely: in any vertical of a cross-section the velocity distributions are

taken similar to those in the ehannel axis. In the bed shear stress computation

step the similarity hypothesis is dropped in that the velocity distributions

may vary slightly from vertical to vertical in a cross-seetion.

The main flow eomputation step ean be summarized as an iterative procedure,

in whieh the depth-averaged main velocity and pressure fields, the horizontal

distribution of the secondary flow intensity and the vertieal distributions

of the main and the secondary flow in the channel axis are ealculated alternately.

In the bed shear stress computation step the distributions,of the main and the

secondary flow are ealeulated in all verticals of the computational grid,

making use of the depth-averaged mal.n veloeitj.es and the secondary flow
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intensities resulting from the main flow computation step. Subsequently,

the distribution of the secondary flow intensity is corrected and the

magnitude and direction of the bed shear stress are calculated.

7.3. Computation of the depth-averaged main velocity field

The only part of the mathematical model that requires a rather complicated

computational procedure is the determination of the depth-averaged main

velocity field, where a complicated system of three partial differential

equations, viz. two momentum equa t ions and an equation of continui ty,

has to be solved simultaneously. All other parts of the model come down

to the solution of one ordinary differential equation allowing for

rather simple and straightforward computational methods.

The investigations concerning the depth-averaged main flow computations

involved two esse~~ially different methods, viz.

- a method based on the stream functionJvorticity concept for two-dimensional

flows, solving for the stream function and the vorticity of the flow

rather than for the velocity .components and the pressure; thus the number

of differential equations to be solved is reduced from three to two;

- a two~dimensional version of Spalding's method, calculating the velocity

components and the pressure directly from the momentum and continuity

equations; both the parabolic mode, discarding all upstream influencing,

and the partially-parabolic mode, in which upstream influencing through

the pressure is taken into account, were considered.

The conclusions drawn from these investigations are:

• in contrast with the equivalent model computational method in the model

for laminar curved flow (DE VRIEND, 1978b)" the stream functionJvorticity

concept gives rise to ill-convergence of the iteration procedure in the

main flow computation step,

• the two modes ,of Spalding's method do not g1ve rise to convergence

problems,

Spalding's method is much more efficient than the stream functionJvorticity

method,

• the most econom1C mode.of the method, the par~bolic one, is only

applicable in mildly curved flows,

• the partially-parabolic mode ..of the method gives reliable resul ts even a.n

sharply curved flows, provided. that no flow separation occurs.
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7.4. Performance of the model

The performance of the model was tested by simulating a number of

laboratory experiments carried out in various curved flumes. The

conclusions drawn from these tests can be summarized as follows:

• the main velocity redistribution in a curved channel with almost

uniform roughness is predicted r.eas.onablywell if the correct secondary

flow intensity is introduced; only locally near the sidewalls considerable

deviations from the measured data occur, most likely as a consequence of

the inadequate modelling of turbulence there;

• the transverse distribution of the pressure and hence the transverse

configuration of the water surface is predicted fairly well;

• the longitudinal distribution of the pressure does not correspond

everywhere with the longitudinal configuration of the water surface

as a consequence of backwater effects;

• the often observed velocity reduction near the water surface, both in

straight and in curved channels, is ~ot reproduced by the model; this

velocity reduction can certainly not be explained entirely from the

influence of the secondary flow due to the main flow curvature;

• even in mildly curved flows the intensity of the secondary flow is

underestimated considerably, probably as a consequence of an erroneous

turbulence model; the overall mean value of the turbulence viscosity is

of great importance in this respect;

• the damping of the secondary flow beyond a bend is poorly described by

the model; it is not clear whether this failure must be attributed to

simplifications in the mathematical system or to an inappropriate

turbulence model;

• the vertical distribution of the secondary flow agrees rather well with

the measured data, except for regions where the 'memory effect' is

important;

• the magnitude of the bed shear stress can hardly be verified by lack of

reliable experimental data for rectangular channels; the comparison with

the measured data from the IIHR-flume s~ggests the magnitude of the

shear stress to be overestimated;

• the direct ion of the velocity vector close to the bed is related directly

to the secondary flow intensity, so that the deviation from the direction
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of the channel ax~s ~s underestimated; in not too sharply curved

flows this implies that the predicted direction of the bed shear

stress .is in error, as wel1;

• the model does not work at all for sharply curved flows with

relatively high effective Dean numbers.

7.5. Further research

Apart from the extension of the present model to shallow channels with

a more arbitrary cross-section (arbitrary cross-sectional shape; more

arbitrary channel pattern), the investigations reported herein have

raised the need for further research at the following points;

• the modelling of turbulence in this type of flow; what is the answer

to questions as:

- to what extent does the Boussinesqu-hypothesis apply?

- how is the turbulence influenced by the streamline curvature and

how important is this influence?

- how is the turbulence influenced by the free surface and how ean

this influence be accounted for?

if a scalar turbulence viscosity is applicable, what is the

simplest acceptable way to relate Lt to the mean flow?

what should this turbulence viscosity look like in uniform

rectilinear shear flow?

• the 'memory effect' in the secondary flow, both theoretically and

experimental1y;

• the magnitude and direction of the bed shear stress, on which little

experimental information is available; in this context it is worthwhile

to find out to what extent the direct ion of the bed shear stress

coincides with the direction of the velocity close to the bottom.

Besides, it would be most interesting to carry out additional

experiments in the LFH-flume, with special attent ion to the secondary

flow.



- 75 -

REFERENCES

BERG, B. VAN DEN, ELSENAAR, A., LINDHOUDT, J.P.V. and

WESSELING, P., (1975)

Measurements in an incompressible three-dimensional turbulent

boundary layer, under infinite swept wing conditions, and

comparison with theory,

Journalof Fluid Mechanics, 70, part 1, p. 127

2 BOSS, P., (1938)

Die Berechnung der Wasserbewegung in gekrÜmmten Fluszstrecken

mittels der Potentialtheorie und ihre Ueberprüfung durch Modell

versuche,

in: "Wasser- und Geschiebebewegung l.ngekrümmten Fluszstrecken",

H. Wittrnann und P. Böss, Springer, Berlin

3 BRADSHAW, P., (1973)

Effect of streamline curvature on turbulent flow,

AGARDograph 169 (see also: lecture notes of VKI-Course 56,

'Advances in turbulent shear layers', 1973)

4 BRADSHAW, P., (1976)

Complex turbulent flows,

in: 'Theoretical and applied mechanics', W.T. Koiter (ed.),

North-Holland Publ. Comp., Amsterdam

5 CHOW, V.T., (1959)

Open channel hydraulics,

Mc.Graw-Hill, New York

6 COLEMAN, N.L., (1970)

Flume studies of the sediment transfer coefficient,

Water Resources Research, i, no. 3, p. 801

7 ENGELUND, F., (1964)

A ~ractical approach to self-preserving turbulent flows,

Acta Polytechnica Scandinavica, Ci 27



- 76 -

8 ENGELUND, F. (1974)

Flow and bed topography in channel bends,

Proc. ASCE, Jnl. Hydr. Div., 100, no. HY 11, p. 1631

9 GERARD, R., (1978)

Seeondary flow in noncircular conduits,

Proc. ASCE,. Jnl. Hydr. Div., 104, no , HY 5, p. 755

10 GESSNER, F.B. and JONES, J.B., (1965)

On some aspects of fully-developed turbulent flow ln

reetangular ehannels,

Jnl. Fluid Mech., 23, part 4, p. 689

11 GOSMAN, A.D. and PUN, W.M., (1973)

Caleulation of reeirculating flow,

Imperial College, London, Heat-transfer report no. HTS/74/2

12 GÖTZ, W., (1975)

Sekundärströmungen ln aufeinander folgenden Gerinnekrümmungen,

Universität Frederieiana Karlsruhe, Mitt. Theodor-Rehbock

Flussbaulaboratorium, Heft 163

13 HINZE, J.0., (1975)

Turbulence,

Me.Graw-Hill, New York

14 RUNT, I.A. and JOUBERT, P.N. (1979)

Effect of small streamline eurvature on turbulent duet flow,

Jnl. Fluid Mech., 2!, part 4, p. 633

15 JOBSON, H.E. and SAYRE, W.W., (1970)

Vertieal transfer in open ehannel flow,

Proc. ASCE, Jnl. Hydr. Div., ~, no. HY 3, p. 703

,



- 77

17 KARAUSHEV, A.V., (1946)

Distribution of velocities and coefficients of turbulent

exchange along the vertical,

GCl-Proceedings, ~, no. 2 (ref. from: ROZOVSKIl, 1961)

18 LAUNDER, B.E. and SPALDlNG, D.B., (1972)

Mathematical models of turbulence,

Academic Press, London

19 LAUNDER, B. E. and SPALDlNG, D.B., (1974)

The numerical calculátion of turbulent flows,

Computer Methods in Appl. Mech. and Eng., I, p. 269

20 LESCHZlNER, M. and RODl, W., (1978)

Calculation of three-dimensional turbulent flow 1n strongly

curved open channels,

Universität Karlsruhe, Sonderforschungsbereich 80,

Report SFB 80/T/126

21 McGUlRK, J., (1978)

Numerische Verfahren für dreidimensionale Strömungen,

in: 'Numerische Berechnung turbulenter Strömungen in Forschung

und Praxis', Hochschulkursus Univ. Karlsruhe, April 1978, Vorlesung 9

22 MOSONYl, E. and GÖTZ, W., (1973)

Secondary currents in subsequent model bends,

lAHR, Int. Symp. on River Hechanics, Bangkok, Thailand

23 NAKAGAWA, H., NEZU, 1. and UEDA, H., (1975)

Turbulence of open channel ~low over smooth and rough beds,

Proc. JSCE, no. 241, September 1975, p. 155

24 NISHl, M., SENOO, Y. and TERAZONO, M., (1974)

Measurements of local wall friction force exerted by skewed

turbulent boundary layers by means of an improved Preston tube,

Bull., of the JSME, _!2, no, 113, p. 1447



- 78 -

25 PATANKAR, SV, (1975)

Numerical prediction of three-dimensional flows,

in: 'Studies in convection; theory, measurements and

applications', B.E. Launder (ed.), Academie Press,

London

26 PATANKAR, S.v. and SPALDING, D.B., (1972)

A calculation procedure for heat, mass and momentum transfer

in three-dimensional parabolic f Lows ,

Int. Jnl. Heat and Mass Transfer, I2, p. 1787

27 PRATAP, V.S., (1975)

Flow and heat transfer 1n curved ducts,

Imperial College London, Dept. Mech. Eng., Ph. D. thesis

HTS/75/25

28 PRATAP, V.S. and SPALDING, D.B., (1975)

Numerical computations of the flow in curved ducts,

AeronauticalQuarter).y,,~,part 3, p. 219

29 PRATAP, V.S. and SPALDING, D.B. (1976)

Fluid flow and heat transfer in three-dimensional duct flows,

Int. Jnl. Heat and Mass Transfer, ~, p. 1183

30 RASTOGI, K., and RODI, W., (1978)

Predictions of heat and mass transfer in open channels,

Proc. ASCE, Jnl. Hydr. Div., 104, no. HY3, p. 397

31 RODI, W., (1978)

Turbulence models and their application 1n hydraulics -

A state of the art review,

Universität Karlsruhe, Sonderforschungsbereich 80,

Report SFB80/T/127

32 RODI, W., (1978'), Private communication



- 79 -

33 RODI, W. avo ,.; (1978)

Numerische Berechnung turbulenter Strömungen 1n

Forschung und Praxis,

Hochschulkursus an der Universität Karlsruhe, April 1978

34 ROZOVSKII, I.L., (1961)

Flow of water in bends of open channels,

Israel Program for Scientific Translation, Jerusalem

(original publication in Russian, 1957)

35 TRACY, H.J., (1965)

Turbulent flow in a three-dimensional channel,

Proc. ASCE, Jnl. Hydr. Div., 2l, no. HY6, p. 9

36 VANONI, V.A., (1946)

Transportation of suspended sediment by water,

Transactions of the ASCE, ~, p. 67

37 VRIEND, H.J. DE, (1976)

A mathematical model of steady flow in curved

shallow channels,

Delft University of Technology, Dept. of civil Engng.,

Communications on Hydraulics, no. 76-1

38 VRIEND, H.J. DE, (1977)

A mathematical model of steady flow 1n curved

shallow channels,

Jnl. Hydr. Res., ~, no. I, p. 3

39 VRIEND, H.J. DE (1978a)

Fully developed laminar flow in curved ducts,

Delft University of.Technology, Dept. of civil Engng,

Laboratory of Fluid Mechanics, Int. report 2-78

~, _,---..__._..,._.._ ._-",....--,..,.--~ -- ...... _-_ ... "... ~._. ..~"..~



- 80 -

40 VRIEND, R.J. DE, (1978b)

Developing laminar flow in curved rectangular channels,

Delft University of Technology, Dept. of Civil Engng.,

Laboratory of Fluid Mechanics, Int. report 6-78

41 VRIEND, R.J. DE AND KOCR, F.G., (1977)

Flow of water in a curved open channel with a fixed plane bed,

Delft Rydraulics Laboratory/Delft University of Technology,

TOW~report R657-V/MI415 I

42 VRIEND, R.J. DE AND KOCR, F.G., (1978)

Flow of water in a curved open channel with a fixed uneven bed,

Delft Rydraulics Laboratory /Delft University of ,Technology,

TOW-report R657-VI/MI415 11

43 YEN, B.C., (1965)

Characteristics of subcritical flow in a meandering channel,

Institute of Rydraulic Research, Univ. of Iowa, Iowa City

44 YEN, C.L. and YEN, B.C., (1971)

.Water surface configuration in channel bends,

Proc. ASCE, Jnl. Rydr. Div., 22, no. RY2, p. 303



Figures



j
I
!

j

~

\.r=:
\

:
I \

\ /
\ c/ 0:'# /

\ /
\ /4
\
z:~

/
/
/
/

._.

ç,~~.~'"X". --.
./ -,

\ .---
I
. 5; S

y;g.- _ Re,_"'oo ----r----t~
I

-~-

.._--------- ~_.- -~---- - --- - -_.

Figure I. Combined cylindrical coordinate system





Q,06 0.08 0.10

l+Ç

____ turbulence viscosity.
___ velocity

0.6

I
I
I
I

0.2 If/.7
k-E-modeL /7 logarithmicT'.;e.,;..._--=

~/

10 15
---- .....uJUt

, Figure 3. The k-c-mode l in urri f orm straight channe I f l ow
•

•

20



--------------------------------------------------------------------------------------- -------

• measurement (TRACY. 1965)

present model

lil
"i.
e

1::1-1::1
r

model with turbulence viscosity
occording to eq. (6.11)

___ -- ---- ------
lil
)(
o

d = 0.0635 m
B = 0.8182 m
l1y=O.ld
C = 60 m~/s
Re = 35000
6 = 0.07 d

-'
QJ
C
C
os:u

1.0

•..,..-~
. ",A"I.·

0.5

{l ~- r
I .. y

0~O------------1~----------~~~----------~~------------~----------~----------~----~



. .-

l

lil
)(
ti

1::1.......
P

r
lO I-

•••
~

I
O.5li-

meosurements
k -E - model

- - - present mode l

} ROOI (1979)

•

~ • -

-. • •• •

I

•.. ... .. ••.:~._~. .. .. • . ..

-

1

..• • , .. • •••

dIl~-~8~ .r
I.
I Y

d = 0.06 m
B = 1.82 m
Ay = 0.2 d
C = 21 mils
Re = 6000
~ = 0.14 d

I I
o 3 6 9

• Y/d
----- ---~- -_--.

Figure 4. Fully developed flow in a straight channel of finite width

(b) Comparison with the depth-averaged k-E-model

12 15



Cl)
(I)
.IJcas::
• .-1
"'ó,..
oou
(I)
Cl)
•.-1

.~

(I),..
.IJ
Cl)



•

left woll

v -v

~ • "I> •
\ I . \

V V

> • > • .~

\ \ I
v -v

--- ---- - - - - -:l- V ;p. V 3t - - -- v v -
~I> • .~ • I>

\ \
V Y

• ~I> • ::1-

\ , \ I

______ 1 V 1 V 1------

_____ -1 'a! I V 1----------
_.1
~I
~I
gl
~I
.:21

I i i ,'I/iA ij> 'J --- --- -- -

-

- - - - k l\l N(fbt""V / V 1- - - - -

.=..-=-= ~j- V ja V ::> .=,_-.;;_
right woLl

Figure 6. Computational grid for calculation of the depth-averaged flow

Ig
I~ •
I!>o

I~ V

1'< III

p defined

u defined

V defined

p-element

~ ü-element

~ v-element



• At IpU'td

.0 0.02 0.04 0.06 0.08 0.10

1.010
I I I

I I I

0 • ,
I- 0 0 • I I -

0 0 ,.
0.8 t- I -,

0 0 • . I
. J- 0 0 I .6 I -1+~

I 06~

0 0

I I -
0 0 I .6

oJ
0 0 .6

I I -
0 0 A

0 .6 I I -0
I I0

. I .ft.0
ï I I -

0 0 .6

0.2 ï 0 0 I I .. -1

I I ..0 cP.. 0

- o A 0.6 . , Cè I -
.6 o· 0

.6 0 0 I 0

0
0 _ .. ,1 2 3 4 5

D turbulence kinetic energy
• kt /U~; 0.1 Etd/U~

Q rate of energy dissipation
NAKAGAWA, NEZU AND UEDA (1975)

~ turbulence viscosity according to k-E-model (equation 6.5)

Figure 7. Turbulence viscosity based on measured turbulence data

,

L '::::--_=-=----~~-,..._---.::..-



l+t

0.8

y = 5

Y =4

0.6 O'=-W+Çl{12(1+Çl-y(1+2Çl}-

y = 6

0.4

0.2

0.5 tO 1.5
---- .. 0'

(al

5.5
----+y
( cl

0.5

1.2

1.0 1.5

----- .... 9

0.8

'I

"
I/
"

I,
1I

0.4

Y =5

Y = 4

0.6 C = 60 m1/2/s

Y =6

0.2

0.6 0.8 1.0-----_,
(bI

12r----~---.-----r------,

6.0
7~--~~---L_ ~ __ ~
4.0 4.5 5.0 5.5____ __.y 6.0

(dl

Figure 8. Influence of the mean value of the turbule~ce viscosity
_'

(a) Turbulence viscosity (b) Hain and secondary velocity

(c)-(d) Bed shear stress factors



I::::J-4fcr
(:7

2.0

0.5.._---_-'-- ......___ ~---_....J
1..0 . - - -I..'::J 5.0 5.5

---- .. v
(e)

•

6.0

N
I;:)-I~'"

0.3

0.2

0.1

o.._ -'-- ~_~ __ ~ ~
w 1..5 5.0 5.5

---- ... y
6.0

( f )

Figure 8. Influence of the mean value of the turbulence viscosity

(e) Secondary flow intensity

(f) Secondary flow advection factor



1+r; 1+r;
0.8 0.8 (I

'I
C = 60 mV'ls

"-
C = 60m1/7s f

0.6 eq. (6.8)

~.
0.6 eq. (6.8)

---- eq. (6.9) ---- eq. (6.9)\\_._.- eq. (6.10) --_.-U0.4 f' 0.4

7
'7

t?
0.2 ?

0.2~
t?

1+r;

0.8

0
0.5 1.0 1.5 -5.0 -2.5 0 2.5 5.0

9 bg-~
(c) (d)

0.6

eq. (6.10 )

1.0r--------r---------,----,,..--.

1+r;

• 0.8

eq. (6.8)

eq. (6.9) end (6.10 )

eq. (6.8)

0.6

Figure 9. Influence of the vertical distribution af the turbulence viscosity

'on the vertical velocity distributions

eq. (6.9)

0.4

0.2

0.5
-----+a

(a)

15 ---_,
(b)

1.0 r---,-----r-------y----,---:r..-r.--.



1.10

~5 [

-r 1.10

eq. (6.8)

I:;; ---- eq. (6.9) ::r:" R-I" p .•

1
.s \~.

1
:,l ,~

rt. ".,~."'~1.05 ". 1.05~.'~.
~. ~.

'""""
0.5

1.00 1.00
(0) (b)

0
30 40 50 60 70 30 40 50 60 70 30

C[mVrs] C[m,n/s]
0.6 120

.1

~g> I~~I~
l:»
I

1 Î"t-
1.10 I- -

~:-:-.--~. _._.---- _ _:__-=..-::

{dl
1.00 I- -

{el (r)
...l J I 0 I ...l I

30 40 50 60 70 30 40 50 60 70 30 40 50 60 70
C[mll~s] C [m1/rs] C[mV2/sJ

1.0 1.5 0.5
I:> ï::l.....

..; C .....
f Cl:: I~""" .03-

1 lu r0.3
5

• 0.2
0.5

0.1

(g) (h) (i)
0 0 0
30 40 50 60 70 30 40 50 60 70 30 40 50 60 70

C [m1l2/S] C [m1/2,-s] C[m~s]

- -,- - --- - - ---- - ----- ---- - - - -_- -- - --

Figure 10. Influence of the vertical distribution of the turbulence viscosity

on the coefficients in the depth-averaged system

(c)

70

I

40 50 60
--_C[m'l2;s]

I I

-



o

+ 3.0m

1.0

b

L
1SO·-------_ ",_:

1350

-3.0m

d 18 = 0.1
e: = 0.04

c/yg = 19.2
Reo = 239
. Y : 5

modified parobolic distribution ( eq.( 6.8))

---- approximalive k - E - distributian (eq.(6.9))

-5 -4 -3- -2 -1 1_--f---_~o 2 3 4 5

Figure 11. Influence of the vertical distribution of the turbulence viscosity

on the flow in the LFH-flume

(a) Hain velocity distribution



lD

180·-------------- ----_

af'
0:
1-3-

+1.0m -------~--
0.5

o

135·-------- ---_ -__ ---
__ -------_ 90-=- -- -- -- __ -__

_------- __ ----------------~~------------_~4~5~..~--~~--~=-~--~~--~~~~-_
--.-..; ..........

.......,.......

"\
~

_------------ O~b..... ------ - __--~
d/B = 0.1

E = 0.04
C/Vg = 19.2

Reo = 2.39
Y = 5

modified parabolic distribution (eq. ( 6.8))

approximative k - E - distribution (eq. ( 6.9))

-5 -4 1.~

..

4 5

Figure 11. Influence of·the vertical distribution of the turbulence viscosity

on the flow in the LFM-flume

(b) Stream function of the secondary flow



1:0

1

--------------

82.5·
1.0 --------------------- ~~~

68.eo

------------------.-----
0.5

55.0·

----------------~

41.3"o _-----------------

27.5°

------ ------------

13.S"

------------
------- __---

O·

_-------

-12m~-----------~~~~~~~~=--~~~-~~~--~-.~~~
...------------------- ~--~-~--------------.;:

modified turbulence model (eq.(6.10) and (6.11))

dlB : 0.042
E : 0.005

C/W: 19.2
Reo: 239
y : 5

original turbulence rnodet

12-12

Figure 12. Influence of the horizontal distribution of the turbulence viscosity



I:J 19-o 0
N

..... 11...

o l -=:!'I'" --<F" ·-=r=-------I y 1'\ :1:=--- Im -<. I1 1 .. i I <

0.50

0.25

-0.25

- 0.50

-Sm

f2uu Ir uIP ~=O

CT~
::::JI;I~
I

dlB = 0.1
E: = 0.04
e/lg = 19.2
ReO = 239

y = 5

ü (uf Uf"DF)1r f DIP - Uç "Dij) ~::O

,

-3m 450 900 1350 1800 +3m +Sm00
position olong the chonnel oxis

Figure 13. Influence of the vertical component of the main velocity in the

main flow momentum equation



lD I 1.0 1.0 1.0,.

l'r
d/B = 0.1

" 1-r l Ijtl IjT::E = 0.04
CI'/9= 19.2 'I j •.• Rea = 239

'V = 5 ~ J 0.6
~ = 0

---- f =-4 I J 0.4 L I j 0.4 L I j0.41._ 0.4
_ ._._ f = 4

2.0 I- G 0:t . ~j···:t ~J 0.2 r I +3m I
0 0
0 0 0.5 lO 0 0.5 ie 0

.f f f f

(a)

1.0 1.0

1+1:ID'
0.6

0.4

0.2
I , .1

G
o I J'rI-I I I I I I I 0
-8 -6 -4 -2 0 2 4 6 8 -8 -6 -4 -2 0 2 4

ag.--aç

1.0I IJ'I I1.0 I I I I ~ 1+1:

I jM

0.6

0.4

8

(b)

o I -,....! , I I ! ! !

,-8 -6 -4 -2 4 6
ag-ar

8o 2
o I ,._.", , , I , , ,

-8 -6 -4 -2 o 2 4 6
ag-ar

8

Figure 14. Influence of the streamwise accelerations of the main flow on the

vertical distribution functions

(a) Main velocity (b) Horizontal component of the secondary flow



dlB = 0.1
E = 0.04

Cl'vg = 19.2
Rea = 239
Y = 5

1.1

1
1.0

-6m

f = 0 (axis)

E =-4 (d trom inner wall)

0.9 ~ = 4 (d trom outer woll)

+6m

-.x

9

~ = 0

~ =-4

~ = 4

position along the channel axis

300

position along the channel axis

600
C>
11...........

Ol

1soo
400

Figure 14. Influence of the streamwise äccelerations of the main flow on the

vertical distribution functions

(c) Constants



0.7S

O.SO
o
Ol
Cl:
I~

1 025

o

+1.0 m__------ ---_----- ----- __.-~

.,.,..,...--------
/'

/'
~

180·-__
------ -------'"

~

_ _!lD·_-_
_----------1~_-_ ---._----

4S·-_

/---
V

----- O·----------_

dIS = 0.1
E = 0.04

C/Vg = 19.2
Rea= 239
Y = 5

ori.ginol model

vertical distribution tunetions correded tor
streamwise occelerotions

-5 -4 -3 -2 -1 0 2 3 4 5
4 I .. ~

Figure 15. Influence of the streamwise accelerations of the rnain flow on the

depth-averaged flow

(b) Secondary flow intensity



---=~--- __ ---
___ .--._._.____ . ---.

~/?' __ .-._.~ "..' -.__7 . .__
'1

,/ .--. __
'/ .~1./ .~

!I

f ~ .
'/
'" _._._ 45·. .__
'// .-.--1/ ,;,' ._. __

'I I. ,,-._.

'Ij --1 ~

_...---.--.--. __ .__ ._._. __ ._.___
:::;;.- .

-3.0m

diS = 0.1
E = OD4

c/yg = 19.2
. Reg = 239

'( = 5

correction tor streamwise accelerations included

originol model

_._._ ijl

5
-5

Figure 16. Influence of the streamwise accelerations of the main flow on the

bed shear stress

(a) Hagnitude of the total bed shear stress

-,.-----1'



, '

15

i~
Ol
Ol
~ 10
c;t'

1 '
0

+1.0m-__
-----------------

~ ----~-----------

-- __-Es:_-~------------::::~::--::--::~~::::~~~==~:=~~::::~---------------~

---- --_ -.....------ ~
~

--- -- __ __ _ __ 45°----- -----------,
~

0° ------_ --_----..------
",...

:;/
r

dlB :: 0.1
E = 0.04

ClVg = 19.2
Reo = 239
Y = 5

original model

correction tor streamwise
accelerations included

53 421
----+--...g

o-5 -3 -2 -1-4

Figure 16. Influence of the streamwise accelerations of the main flow on the

bed shear stress

(b) Direction of the total bed shear stress



o

'.0

I:>
+3.0 m

1
0.5

-3.0m

dlB = 0.1
E = 0.04

C/'I/g = 19.2
Ree.= 239
Y = 5

streamwise inertia of the secanpary flow neglechd

complete model

-5 -4 -3 2

(a)

5_--1---_ ~
Figure 17. Influence of the streamwise inertia of the secondary flow

(a) Depth-averaged main velocity



•

1.0

·0
Ola:
I~

I +1.0m

----------------- ~--------0.5

180'

o . --_

_--------------------

135'
-------

_----- 90'---------

--------- __ 45°--_

/------- ----
/ -------- ------------I -_ -,Ir,

1 \
I \

\
dlB = 1

E = 0.04
C/\Ïg: 19.2
Reo: 239
y = 5

complete model

streamwise inertia of the secondary flow neglected

(b)

5-5

Figure 17. Influence of the s treamwi.se inertia of the secondary flow

(b) Secondary flow intensity



I~I---
complete model

I
Ig
I~I~
I
,I

streomwise inertio of the
secondory flow neglected

O~ ~ ~ ~ -L ~ ~ __~~~~ __~

-6m -3m 0° 45° 90° l35° 180° +3m +ê rn

CIItl°. )(
o.--.....
9-

T

1.0

0.5

d/B = 0.1
E = 0.04

Cllg = 19.2
y = 5

~eO = 239

-------- .... position olong the channel axis
( c)

O~ ~ ~ ~ ~ -L ~~ __-L ~

-6m -3m 0° 45° 90° 135° 180° + 3m +6m
----- ... position olong the channel axis

. (d)

Figure 17. Influence of the streamwise. inertia of the secondary flow

(c) Secondary flow intensity in the channei axis

(d) Direction of the bed shear stress in the channel axis



"tJ

0"
!!:.
~

..,
11

11 a.
a.

~ CT
~

s: .., en n
:r i'i' x x:

'" ~~ 8g; 3

OUtflO~ection

~ , 1.70m ti

(0)

c;>

I I I I I 1 1 i : I =-.:±-- 1 I I 1 I 1 I 1 1
1 I 1 I I I I I ==I== 1 1 1 I 1 11 I I

I1 I : 1 I I I I I i~l.~~ 1 1 I I 1 I 1 1 1 :
I I 1 I I I I I I I I • 1 I 1 11

6.1,Od

(b)

, Figure 18. Simulation of the LFM-experiments

(a) Flume and cross-sections of the comoutational grid

(b) Transverse configuration of the comoutational grid



•

I:>
1.0

o
. + 6.0 m ~-i--------_,...'if'-:::=: .-:-::: ..•.. ~~.-:::: ..:::: ••••.•••.•.•.••••••••••••••••••••••••••.. ::::: .::::::.~~· ...~

"
0.5

135· •
0 •••

0

• •
••

...:7:':::::::::r-:;:::-'::::~-::-::':-::::.~.7~.;-;-:.~_
• • •

•

d/B = 0.1
E = 004

c/yg = var.
Reo= var.
y = 5

C: = 60 m1l2/s ( C/Vg = 19.2,)

---- C = 40 mll2;s (C/Vg = 12.81

............... C = 30mV2/s (C/yg = 9.6 )

o measured (smaath bed)

• measured (rough bed)

4-5 .e-: 3 5

Figure 19. Results of the simulation of the LFM-exoeriments

(a) Depth-averaged rnainvelocity



."
0.4

,.
LO
I

.J::.-
"0 INOl>

r
0.1

.0

- 0.1

-0.2

- 0.3

parti6lly -parabolic mOdeL}
at 0.9d from the wall

parabolic model

measured at 1.0d from the welt I
I'

-~
I'"
\
.\-,

d/S = 0.1
e; = 0.04

C/lg = 19.2
y = 5

ReO = 239
o.

inner wall •• • • .,• •• •
o

o 0

•• • • 6 \ /
I \ I
1\0 00 0 0 1/

\ 0 0 0 0 /

\.<, outer woll 1/------ --~~I
r
I

-0.4L_ L_ L_ J_ ~ ~ _L ~ ~

-6m

1
!

-3m 45° +6m90° 135° 180°0° +3m
____ .position along the channel axis

Figure 19. Results of the simulation of the LFM-exoeriments

(b) Transverse pressure drop
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Appendix A. Computation of the depth-averaged velocity ~n

fully developed straight thannel flow

If the vertical distribution of the velocity ~s given by a distribution

function f(ç), with f = 1 by defiRition, the depth-averaged velocity

distribution in fully developed turbulent flow in a straight shallow

channel can be solved from the equation

.ÊE. -,-. a - au I ~ -2
0=- as +a_fa( (u a(1 - (a aç)lç=-l u (A. 1)

where a' = a/~. If f represent the logarithmic distribution

f= 1 + ~~ + :~ ln(l+ç) (A.2)

and a is given by (3.12), equation (A.I} reduces to equation (3.22).

In addition to equation (A.1), the integral condition of continuity

(2.20) and the boundary conditions

kl ( 1 Ig Ig
ln cl) at I; = ~+

°l
u = +--+-KC KC 2d

(1 Ig Ig
In 01:)

Bu = k +--+- at I; = ---0r KC KC 2d r

(A. 3).,

(A.4)

have to be satisfied. The wall shear stress factors kl and kr can be

determined from the additional conditions

u = kl {I + ~ + Ig ln(1; + B2d)}
KC KC 1 at ç; = 1;1 (A.5)

at I;= 1;2 (A.6)

If 0l and or and also-I;I and 1;2are taken equal, the solution of this

mathematical system will be symmetric about the channel axis, i.e.

conditions (A.3) through(A.6) can be simplified to



A.2

u = k (1 + 1g + 1gin ó) = kto at E;
KC KC ~ + 0 and at E;2d

B= - - ê2d (A.7)

and

u = k(1 + Ig + Ig in ~E;) = kt -at E;
KC KC - 1 ~ + ~~ and at ~ B ~~2d'" ... = 2d - ... (A.8)

As the pressure gradient will be a constant, equation (A.I) is a

non-linear ordinary differential equation of the second order for u

as a function of E;. It may be attempted to solve this equation

iteratively, using the linearization

o = '" - '"2P. + --'-f ll. (-au) (' a fi) I uuas a aE; u aE; - a ~ - ç=-1 (A.9)

'"in which u denotes the estimate of u found in the foregoing iteration step.

The convergence of this iteration procedure, however, appears to be very

poor, prbbably as a consequence of disturbances generated near the side

walls.

On the other hand, it is possible to write equation (A.I) in a closed form

2-2
o = - ~ + .L a 'f ~- - ( I 2.i) I -2

as 2 aE;2 a aÇ ç=_1 u

-2
, from which the quantity u can be solved directly, thus avoiding all

convergence problems.

In order to solve equation (A.lO) with the relevant boundary conditions

to be derived from (A.7) and (A.8), ~2 is split up into two parts

(A.IO)

-2 2-2. 2P.-2
u = k uI - as U2 (A. 11)

in such a way that

, 2-2a u:
1 --'-f 1--a ---
2 aE;2

with at E; = + (~- ê)
2d (A.12)
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with ~~ o at I;= .:!:. (~ - IS)'2d . (A.13)

If t = {(a' ff)lç=~I/(i a'f)}1/2 , the solutions of these systems read

cosh tI;

cosh t(~d --6)
(A. 14)

and

(al~)I'in ç=-)

{I _ cosh tI; }
B

cosh t(Id - IS)
(A~ 15)

The additional conditions (A.8) are satisfied if

2 -2 an -2
k u I - ~ u II I;I as 2 I;I (A. 16).

(A. 17)

and

-u2 = iE -2as (-u2 -

-2
u211;1

-2 2
ulll;-tl

(A. 18)

Substituting this result into the integral condition of continuity

(2.20) yields



A.4

Bid

2K ö (I +f~in ö) +
B/2d-ê 2-2J (K uI

-B/2d+o

(A.19)
-2 1+ U2)2 d~

, with which the depth-averaged velocity distribution and the shear

stress factor at the sidewalls are known.

The friction velocity at the sidewalls follows from

(A.20)
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Appendix B. Computation of the vertical distribution of

the main flow

If the quantities u, v, ~, 1(ç,) and g(ç,) are known, equation (5.1)

for the vertical distribution function f of the main flow is an

ordinary differential equation of the form

(B. 1)

, in which al' a2 and a3 are known function of ~, ~ and Ç,. The boundary

conditions to be satisfied are

f=k m at Ç,=-1+0 o (B.2)

and

r;(1+ç) af = 0
al;

at. Ç, = 0
• (B.3)

In addition, the following condition must be satisfied

f = k {I + Ig + Ig In (1.+_ Ç,'I)}
m KC KC ' k tmJ at (B.4)

In accordance ,with one of the conclusions drawn from the investigation

of fully developed curved laminar flow (DE VRIEND, 1978a), the pressure

is assumed to be hydrostatic, at least in the main flow computation step.

Hence the tangential gradient of the total pressure is independent of Ç,

and the function f can be split up as follows:

. I a
f =k f, --.!!E..f

m} r a~ 2 (B.5)

.Herein the functions f} and f2 are chosen such, that

(B.6)
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with the boundary conditions

f) -) + 00 and
af)

= to at 1;(1+1;)-- = 0 at I; = 0al;

and

a2f af22
a f =-1a --+ a -- +

1 al;2 2 ar; 3 2

with the boundary conditions

f = 0 at I; = -1+0 and
af2

1;(1+1;)- = 0 at I; = 02 0 al;

These two systems of differential equations and boundary conditions

(B.7)

(B.8)

(B.9)

ean be solved to yield f1 and f2•
1~Once the functions f} and f2 are known, the constants km and r a~

remain to be determined. Substituting (B.S) into the additional

eondition near the bottom (B.4) yields

kfl -llEfl =ktnr' 1 r a~ 2 r 1
1;1 "1

(B.I0)

whence

1k =m r - t )1 (B. 1 1)

and so

fellE
r a~ (B. 12)

Finally, f = 1 by definition, so

f I - t.!. ~ = 1;.;....1__ 1 _

r a~ f21r; fl- (fdl; - tI) f2
1 1

(B. 13)

, whenee
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( B. 14)

and

(B.lS)
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Appendix C. Solution of the longitudinal momentum equation

In each cross-section j the longitudinal momentum equation (S.9)

can be rewritten as an ordinary differential equation in ~ that

is linear ~n u .• This equation has the form
J

2- /

a u. au.
= a 2E. +T a J + (C. })al --+ a3uj aS

a~2 2 at; 4 as

-
, in which al through aS are known functions of t; and ~ ~s considered

as an unknown constant.

The sidewall-boundary conditions ean be formulated as

kl (I +:~
/g

ln 81) kl "o
Bu. = +- at j. = - - + Ö

J KC 2d }

: .
krtO .~

B - 0u. = at
J 2d I

(C.2)

(C.3)

with kl and kr as unknown constants, to be determined from the

additional conditions

u. = kl { } + /g + :~ ln(81 + f1~)} = kl ti at Bt; = 2d + 81 + !::.t;J KC

,.
= krt} at E; B

o}u. = 2d - - ~E;J

(C.4)

(C.S)

Now the velocity u. a .spLit up into four constituents
J

u. = klul + k u + ~ u + u4J r 2 as 3 (C.6)

in such a way that
2-

a u} aUI
0 with Ba} -+ a -- + a3u} = u· := to at t; = - - +8} (C.7)aE;2 2 at; } 2d

and 0 at E; B
Q}u} = =

2d



C.2

2- -o u2 oU2
0 with 0 B rc.s:al --+ a2 ~+ a3u2 u2 = at ~ = - - + olo~2 2d

and to at ~
B

olu2 = --2d

2- oU3o u3
with 0 B (C.9)al --+ "z ~ + a3u3 = a4 u3 = at ~ = - - + olo~2 . 2d

and 0 at ~ B
olu3 = = --2d

2- -a u4 oU4
with 0 B

ol (C.IO)al --+ "z ~ + a3u4 = aS u4 = at ~ = - - +
oE;2 2d

and 0 at E; B °Iu4 = --2d

The solution of u. must satisfy the additional eonditions (C.4)
J

and (C.S) and the integral eondition of eontinuity (5.22), whieh

ean be reformulated as

u. =
J

with

B/2d

f
-B/2d

u. dE;
J

(C.I.I)
=

-
Consequently, the unknown eonstants kl, kr and ~ ean be solved from

-~d + kr ~21 +2E. ~31 + ~41 ~
kl os c;. kit} (C.12)

E;I E;I E;I E;I

-
kl ~IIE; + kr ~21 +2E ~31 + ~41 = krtl (C.13)os

2 E;2 E;2 E;2

= = +~ = =kl uI + k u2 u3 + u4 = (C.14)r oS

, where E;I
B s I + ~E; and E;2

B
ol - ~E;.= - - + = --2d 2d



C.3

by setting

The cross-sectional mean value of the pressure p. 1 ~s corrected
J+

-
P = PJ· + /:'s ~sj+1 0

and the sidewall friction veloeities follow from

and u
Lr

(C. IS)

(C.16)
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Appendix D. St~eam function equation for the secondary flow

Making use of the similàrity hypothesis (4.15) for the main flow

and the expressions for the curvatures of the streamlines and the

normal lines in terms of the depth-averaged velocity components

(see DE VRIEND, 1978b)

- - - -2 - - -1 1 - u dV - av u - u au - au €---- = -- {u(€ - -- + €V -- - --) - €v(- -- + V -- + - uv)}r -3 r a~ a~ r r a~ a~ r
S Ut

(D. 1)

(D .2)

, the transverse momentum equations (4.8) and (4.9) can be elaborated

to

2 2
_ Ut u 3 - av av- t u s - S

€ ReOf (u r- + €V r-) + € ReOf (r~ + v~) +
s n

_ ~ + 2 02 2 i awe av.1vs + e: a -- +a~ r a~

2 - a2F €2 aa . - e: - 2 aa av 2f av)+ e: av ..::._._J_ + -- -- f(- w - 2 - u) + e: ~ (2 __ s + +
a 2 r a~ r 0", a~ a~r; ,

av aw
+2aa s s-2i.

e: ~ (~ + ~ + var;) (D.3)

and

(D .4)

Eliminàtion of the pressure from these equations yields
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(D.5)

~_in whieh Ws denotes the vortieity of the seeondary flow, defined by

aw av. s sw =-----s a~ aZ; (D.6)

A relationship between this vortieity and the stream funetion $ of

the seeondary flow ean be derived by eombining definitions (D.6) and

(4.17), to yield

(D.7)

Now equation (D.5) ean be elaborated to a differential equation for $

by substituting (D.7) and (4.17). This stream funetion equation for

the seeondary flow reads

+ .!.. aa
r a~

+~-
az;4

a31jJ )

a~az;2



If the secondary flow is assumed to he descrihed with sufficient accuracy

when retaining only the most important terms of this equation, viz. the

main diffusion terms, the main streamwise inertia terms and the souree

term due to the main flow curvature, the equation reduces to

"

2_2 - alh
2 v ät1

ar;; .

~ ,,.2., -2
-~~

ar;; r
8

(D.9)

Suhs tituting the similarity hypothesis (4. 18) and a = k üa' into thism
equation and averaging the result over the depth of flow yields

4- - 3- 2- 2- 2
~)

2- --:
, alg - a tjJ 2 au~ +~~) + (al lJl + qal 2(ü~+au~)(u- + +

a~4 a~ a~3 a~2 a~2 ar;;2 al; ar;; a~2 a~ a~
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-2ru .
k rm e

= -

(D.I0)

For a' = -6 Z;(I+Z;), the vertieal distributiou produets eau further be

elaborated as follows.

a 2 ag I0 aa I I0 0 a 2a I a2a Ia' .:!_fJ_ = a' - g + [g -2- d z; = g -2- = - 12 g = -12
az;2 äÇ -1 äÇ -1 -1 dZ; aZ;

(D. 11)

4 2 2 .
a' :2...JL + 2 aa' ~ + !...E.' ~ = ef21 r=O (for e: see Appendix E) (D.12) .....

az;4 az; az; az;2 az;2 ~

aa' ag _ aa' 1° o . a2a'
+12 (D. 13)äÇ - äÇ g -1 [ g -2- dZ; =aZ; -1 aZ;

<;

2t~ = f~' 110 0 2 2
[ f2...JLd - ~I - f :2...JL (D.14)2 Z; - f aZ; Z;=aZ; aZ; az; > -1 -1 aZ; o az;2

h = li.10 _ [0 ~ li. dZ; = _f ~I_+ f ia_
g 2 g aZ; -1 aZ; az; aZ; Z;-O ar2aZ; -1 '»

(D. 15)

(D.16)
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Making use of (D.ll) through (D.16), equation (D.IO) can be

elaborated to

(D. 17)
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Appendix E. Computation of the vertical distribution of the

secondary flow

The vertical distribution function g of the stream function of

the secondary flow is solved from equation (5.63), which can be

rewritten as

= c (E. I)

in which c is considered as an unknown constant to be determined

from the condition g = I, which follows from the definition of g

by the similarity hypothesis (4.18). From the point of view of

convergence, this approach is preferabIe to evaluating

c = ru----k 1" -m s ljJ
(E.2)

on the basis of the most recent results of the depth-averaged flow

computations, S1nce g satisfies all conditions in each iteration step

now.

The boundary conditions to be satisfied can be written as

g = 0 and o at r;; = 0 (E.3)

2a: = k (I + /g + /g In ö )
ar;; s KC KC 0

-I + öo (E .4)

in which the constant k (= - ~ rv /~ReO) is determined froms tg r s

(E.S)

The procedure used to solve g from equation (E.I) with conditions

(E.3) through (E.S) is based on repeated integration of (E.I) with

respect to r;; (see also DE VRIEND, 1978a and 1978b). To that end g

is split up into two parts
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g = k g. + cg (E .6)s 1 2

in s uch a way that

a2
2 2

(a'
a g I

with ~I and a'
a gl

-) = 0 0 --= 0 at z;;= 0 (E.7)
az;;2 az;;2 az;;2

and ti and
ag i

-1+0gl -- = to at z;;=az;; 0

a2
2 2

(a'
a g2 a ([2)

with = 0 and a'
a g2

(E.8)-) = g2 --= 0 at z;;= 0
az;;2 az;;2 aZ;; az;;2

and o and
ag2

0 -1+0g2 = -- = at Z;;aZ;; 0

The former system allows for an analytical solution, viz.

(E.9)

, the latter system must be solved numerically. The solution of this

system can be written as

c Z;; -dZ;;. /1g2 = J dl; J dZ; +
-1+0 -1+0 6Z;;(1+Z;;)0. 0 0

°0 + (I+Z;;),{ln(I+z;;) lnoO- I} 0 l; +dz; Z;
[2+ J dl; J 61';(1+1';) J dZ;;

1 + lnoO - 00 -1+0 -1+0 00 0

(E .10)

The evaluation of the integrals near the surf ace requires some

further attention, since the factor Z;;(I+Z;;)goes to zero there, which
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could raise numerical trouble. A Taylor series expansion about

the point ç = 0, however, shows that

2f lç=o + O(ç) (E. 11)

, so that all problems are avoided by using ~Iç=o instead of

The functions gl and g2 being known, the constants ks and c must

be determined from the condition g = ) and the additional condition

(E.S). These two conditions are satisfied if

(E. 12)

and

(E.13)

Hence

(E.14)

and

c = <E.lS)

Finally it should be noted that if the point ç ç) and ç = -1+00

, are so close to one another that between these points g(ç) can be

approximated by a straight line, the counters and the denominators
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of (E.14) and (E.IS)may become very smalle In extreme cases

it may he preferahle from the point of view of accuracy to

replace the additionai condition (E.S) hy

se : k {I + Ig + Ig ln(I+r;l)}ar; _ s KC KC at (E. 16)
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Appendix F Computation of the depth-averaged stream

funetion of the seeondary flow

-The depth-averaged stream funetion of the seeondary flow ~ is

solved from the partial differential equation (5.48), whieh is

first order in ~ and fourth order in ~. This equation is solved

using an implieit forward marehing teehnique, i.e. starting from

the,upstream boundary ~ is solved implieitly in eaeh subsequent

eross-seetion.

The differential equation in ~ to be solved in a eross-seetion ean be

written ~n the form

The relevant boundary eonditions are

-
~ = - k trs 2

at ~

~ - - k ta~ - rs 0

B
= - - + ê}, 2d

(F. })

(F.2)

(F.3)

and the additional eonditions from whieh kIs and krs are determined

read

-~ = - k t}rs at ~

(F.4)

(F.5)

'I.



F.2

-Now 1jIis split up into three parts

(F.6)

in
- -

such a way, that the components $ I ' $2 and 1jI3follow from

a4~ a3~ a2~ a1jl1__ I + I ) -
al a -- + a3 -2- + a4 ~ + aS $ a (F.],)

a~4 2 a~3 aç; I

with 1jI1 and a1jl1= ç; h
ol= t2 ta at = - -.- +

aç; 2d

- a1jl1 B
and $1 a and -= a at ~ = -- 15Ia~ 2d

a4~ a3~ a2~ a1jl22 2 2 -
al --;;- + "z -3- + "s -2- + a -of- aS1jIZ a (F.B)

aç; aç; aç; 4 aç;

with 1jI2 0 and
a1jl2

a ~
B

ol= -= at = - - +
a~ 2d

and $ =
a~2

~
B

15I-t and _. '- = -t at =--
2 2 aç; a 2d

a4$ a3~ a2~ a$3__ 3 + 3 . 3
aS$3 = a (F.9:)

al "z -3- + a --+ a4 ~ +
a~4 aç; . 3 aç;2

with ~3 = a and
a1jl3

a
B

<51)-= at ç; = + (- -
a~ 2d

- -Once the functions $1' $2 and $3 are known, the wall shear stress
constants k1 and k can be determined from conditions (F.4) and

s rs
(F.S), which are satisfied if

(F. r.o:

and

+ krs ~ I + $ I = - k t2 ~2 3 ~2' rs I
(F. I I)



F.3

Hence

- ~31ç; (~21ç; + ti) + ~31ç; ~21ç;
- '. I 2. 2 I (F.12)
kIs =

(~t\ç; - tl)(~21ç; + ti) - ~dç; ~21ç;
I 2 2 I

_-

and

k
- ~31ç;1 (~t\Ç;1 - ti) + ~31ç;1 ~t\Ç;2

(F.13)=rs (~t\ç; - tl)(~21ç; +t1) - ~t\ç; ~2\Ç;
1 2 2 1

Then the depth-averaged sidewall friction velocities follow from

k
= ~ ..J:..ê.. Re andw.l C r 0

(F. 14)

• . .-' 'i:lI






