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Abstract

In pursuit of better accuracy, higher speed and larger scale, manufacturers of high-performance devices increasingly rely on com-
ponents which have been designed with a multidisciplinary approach from the outset. In the context of motion systems, this means
that for instance structural mechanics, control engineering and thermal analysis are considered early in the design. In addition,
the prospect of producing freeform device components using additive manufacturing at full scale allows designers to even further
refine components to a specific purpose, or even integrate multiple functions into a single component. The design freedom offered
by additive manufacturing is far greater than that offered by traditional techniques. To exploit this freedom a topology optimization
framework is proposed that allows to determine the optimal material quantity and distribution within a design volume. In particu-
lar, this article focuses on the closed-loop control performance of a motion system component, while simultaneously ensuring that
mechanical requirements are met. Based on an example, it is demonstrated that this leads to nontrivial and non-intuitive designs
which provide improved performance at lower structural mass compared to eigenfrequency designs. The framework allows rapid
development of prototype designs, which may eliminate some of the costly design iterations which are currently made in industrial
practice.

c© 2016 Published by Elsevier Ltd.

Keywords: Topology optimization, motion systems, mechatronics, integrated design, closed-loop performance, design sensitivity
analysis
2010 MSC: 74S05, 74P05, 74P15, 49Q12, 70Q05

1. Introduction1

The next generation of high-performance devices relies on components which have been designed with a multi-2

disciplinary approach from the outset [1, 2]. In the context of motion systems, this means that for instance structural3

mechanics, control engineering and thermal analysis are already considered in the initial design. Tight demands on4

precision, scale and speed have made this timely multidisciplinary approach a necessity, since later on in the design5

process unfavorable characteristics of the design may have become hard to rectify. Furthermore, recent developments6

in additive manufacturing allow refining components even further by placing material only where it is functional. The7

design freedom offered by additive manufacturing is far greater than that offered by traditional techniques. To exploit8

this freedom a topology optimization framework is proposed that allows to determine the optimal material distribu-9

tion within a design volume. Topology optimization [3] is already established as a design tool in, e.g., the aerospace10

and automotive industries, where it is mostly used to optimize components for minimal mass subject to strength and11
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stiffness requirements. Nevertheless, significant developments are required to bring these techniques to a level where12

industry can apply them to complex multidisciplinary design problems with more sophisticated performance metrics.13

For controlled flexible structures it has long been recognized that it makes sense to design the structure and14

controller simultaneously, rather than designing the controller as a second step [1, 2]. Hence, simultaneous design of15

structures and controllers has received attention throughout the last three decades. Control design must necessarily16

account for internal flexibilities in the cases of large-scale or high-precision systems. This was first explored for17

large-scale spacecraft where the focus was often on analytical multivariable control techniques in combination with18

discretely parameterized structures. The latter refers to structures with only a few design variables (sizes, cross-19

sections) and truss structures. These optimal control frameworks optimize criteria in the time domain which relate20

to actuator activity, kinetic energy and/or strain energy. Examples are found where these problems are solved using21

gradient-based optimization [4, 5, 6, 7, 8, 9, 10, 11, 12, 13] and randomized algorithms [14, 15]. The latter do not22

lend themselves to cases with many design parameters as they scale poorly [16].23

A limitation of many of these approaches is that only a few structural parameters are considered, allowing limited24

design freedom and certainly not topology design, which typically involves many thousands of design variables. A25

further practical limitation of these efforts is that the considered control frameworks (LQ, LQR, etc. . . ) have seen26

very little application in industrial practice due to complexity and robustness issues. They are rarely used in the27

frequency-domain control design practice for motion systems [1].28

A few examples exist in literature in which topology optimization is coupled with control design [17, 18, 19, 20].29

Silveira and Fonseca [20] propose the use of control performance a secondary objective. Zhu et al. [18, 19] propose a30

nested optimization approach and also consider actuator placement is also considered. The controller is optimized in a31

nested loop using standard tools, however no details are revealed as to how design gradient information was obtained32

and whether this was done in a consistent manner. Accurate design gradient information is essential for efficient and33

stable convergence in topology optimization [3].34

To develop a feasible approach which simultaneously incorporates controller and topology design, this article35

focuses on a rather simple controller framework. Use is made of static (rigid-body) decoupling of the system in com-36

bination with independent, fixed-structure PID controllers [21]. In fact, this is a fairly standard approach for motion37

systems. Instead, complexity in terms of design freedom is offered by coupling the framework to topology optimiza-38

tion, which provides great freedom with regards to the material distribution [3], making it a natural counterpart to39

additive manufacturing. A frequency-domain approach to the integrated design of control system and structure was40

previously developed in [22] and to the best of our knowledge that was the first attempt in literature. Recent years41

have seen an increased interest in integrated optimization in the field of mechatronics [23, 24], but no systematic42

approaches are available for joint topology and frequency-domain controller optimization.43

A heuristic that could be used for motion systems is to design structures for maximum natural frequencies [25, 26].44

From the point of view of control design these should usually be as high as possible. This criterion by itself, however,45

does not convey any information about mode shapes and their effects on the frequency response functions seen by46

the controller. Therefore, this approach may lead to conservative or poorly balanced designs because determining the47

relevant modes a priori is very hard.48

It is unlikely that optimizing for closed-loop performance alone will completely define a mechanical design,49

since it only involves the dynamical behavior between actuators and sensors. This situation may be improved by50

distinguishing between point of control (e.g., a sensor) and point of interest (e.g., location on a substrate), but it is51

likely the case that other mechanical requirements must be taken into account to fully define the design. Thus, it makes52

sense to include most other mechanical requirements from the start, since the design needs to satisfy them anyway.53

This article considers the topology design of a high-precision motion stage with three degrees of freedom. There is54

a strong link between the dynamics of the stage and the achievable closed-loop performance (such as bandwidth) and55

the stage cannot be modelled as a rigid body. A topology optimization formulation is developed which directly designs56

for closed-loop performance (based on first ideas discussed in [22]) subject to closed-loop stability requirements. The57

stage is simultaneously required to satisfy stiffness requirements with regards to the deformations that occur during58

motions and accelerations. A final important consideration is that the dependence of the dynamics on the operating59

point is taken into account: depending on the position of the stage, the sensor locations change and thereby the60

observed dynamics.61

Compared to our previous work in [22], which was restricted to a single-input-single-output system with only one62

control loop and 2 control parameters, now multiple-input-multiple-output (MIMO) systems with rigid-body decou-63
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Figure 1: Simplified representation of a free-floating motion stage which can be controlled in three planar degrees of freedom (DoF). Each of the
two sensors measures x and y displacements. Two actuators are available in each of the x and y directions to provide 3-DoF controllability. The
light gray area may be modified by topology optimization.

pling and several control loops are considered. Also, the design process is set-up so that the control system functions64

when the sensor location changes. Finally, mechanical requirements on the design are added in this framework.65

Next to presenting an integrated topology optimization formulation, the main contributions of this article comprise66

systematic and consistent design sensitivity analysis, which is crucial to the success of gradient-based optimization.67

This involves:68

• Design sensitivity analysis of reduced order modal models of detailed finite element models;69

• Design sensitivity analysis of metrics related to closed-loop MIMO transfer functions;70

• Design sensitivity analysis of the response to static and self-equilibriated loads;71

• Actuator masses which scale with the mass of the overall design;72

• Control design which is robust against varying sensor locations;73

• Design-dependent static decoupling of rigid-body motions.74

In this article all these aspects are incorporated into a single optimization framework to address realistic problems.75

1.1. Outline and guide to readers76

Sections 2 and 3 describe the modelling and optimization procedure and are sufficient to comprehend the essential77

ideas behind the methodology and the case study in Sec. 5. The interested reader can (selectively) consult Sec. 4,78

which presents in more detail the design sensitivity analysis which is at the heart of the optimization framework.79

2. Setup and modelling80

A simplified 2D model of a positioning stage is considered, as shown in Fig. 1. This model represents a component81

in a precision device and is treated as a flexible body, suspended and positioned by actuator forces Fx and Fy. The82

forces Fx always act simultaneously, whereas Fy,1 and Fy,2 can be applied separately, leading to three independent83

force inputs. Furthermore, there is a contactless measurement setup. It is assumed that the coordinate x is measured84

as the average between the two sensors, whereas the coordinates y1 and y2 are measured independently. Thus, there85

are also three independent measurements. Together, the inputs and outputs allow positioning of the stage in any86

of the three rigid-body degrees of freedom (defined as x, y and θ, cf. Fig. 1) and allow unique measurement of this87

position. Note that depending on the position of the stage with respect to the metrology frame, the sensors see different88

points on the substrate, giving rise to position-dependent dynamics (see Secs. 2.1 and 3). Within a particular control89

task, however, the stage can be considered to be at a fixed x-position as far as the position-dependent dynamics90

3
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are concerned (small motion ranges about a given position are assumed), so that the local dynamics are linear and91

time-invariant.92

Each of the actuators is defined by a mass associated to the dark gray areas in the diagram. The mass of each93

actuator depends upon the total mass of the stage (see Sec. 2.7), as a result of actuator scaling to achieve the desired94

accelerations. Finally, there is a substrate layer which has different material properties.95

2.1. Mechanical modelling96

The system is modelled using a finite element (FE) discretization. It is assumed that the actuator forces are
uniformly distributed throughout the actuator bodies. Mathematically, the dynamics can be written as:

M(θ)ẍ + K(θ)x = Bũ, (1a)
ỹ = Cx, (1b)

in which M(θ) and K(θ) are the mass and stiffness matrices which depend on the design θ, x is the vector of nodal97

displacements, B is a collection of 3 normalized actuation vectors corresponding to 1 N of actuator force, ũ ∈ Rnu98

contains the inputs (forces), C is a matrix of 3 normalized sensing vectors and ỹ ∈ Rny is a vector of outputs. Note that99

C is itself a function of the stage x-position, due to the relative motion between the stage and the metrology frame.100

The dynamic behavior of the stage is approximated by a reduced-order model which is based on the first n modes
of the structure (including the rigid-body modes), using a mode truncation approach. These dynamics can be written
as:

η̈ + 2ZΩη̇ + Ω2η = ΦT Bũ, (2a)
ỹ = CΦη. (2b)

The matrices have the following structure:

Ω = diag (ω1, ω2, . . . , ωn),

Φ =
[
φ1 φ2 · · · φn

]
,

Z = diag (ζ1, ζ2, . . . , ζn),

in which (ωi, φi) is the i-th eigenpair and ζi is the corresponding modal damping. Note that modal damping has been
introduced, which is common in the modelling of high-performance mechatronic systems [1]. Damping ratios of
0.5% are assumed in this work. The transfer function related to this model (the Laplace transform of (2)) is denoted
by P(s):

P(s) = CΦ
(
s2I + 2ZΩs + Ω2

)−1
ΦT B. (3)

2.2. Rigid-body decoupling101

Static decoupling of rigid-body motions is obtained by computing pre and post compensation matrices WA ∈

Rnu×nu and WS ∈ Rny×ny [21] to result in a statically decoupled plant G(s):

G(s) = WSP(s)WA. (4)

This means that the compensated system has a new set of input and output signals u =
[
Fu Fy Fθ

]
and y =102 [

x y θ
]
1, for which it holds that a constant input to each of the inputs gives a constant rigid-body acceleration,103

which affects only the corresponding output. The advantage is that this makes it possible to design independent104

single-input-single-output (SISO) controllers thanks to limited interaction between the control loops.105

1For simplicity it is assumed that the system is neither under nor over-actuated regarding rigid-body motions, such that WA and WS are square
and unique.
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Considering only rigid-body modes Φr and using (2), equation (4) can be rewritten as:

ẍ = ΦrΦ
T
r BWAu,

ÿ = WSCΦrΦ
T
r BWAu

Then, two conditions are imposed. First, the independent inputs should only activate independent user-defined motions
Φd

2 as seen from the outputs, expressed by Cẍ ≡ CΦdu. This leads to:

WA = (CΦrΦ
T
r B)−1CΦd. (5)

Second, a normalization condition is imposed such that the compensated rigid-body system behaves as a unit mass
with an identity inertia tensor, independent of the design. This simplifies controller tuning and is expressed as
lims→0 s2G(s) = I, which ultimately leads to:

WS = (CΦd)−1.

2.3. Controller106

In this article the focus is not on exploring state-of-the-art controller synthesis procedures. Rather, the focus is
on combining topology optimization and controller tuning into a single framework. Hence, a simple but industry-
standard control configuration is chosen, in which each rigid-body motion Gii(s) is controlled by a PID controller of
the following type (Fig. 2):

Ci(s; k, ωb) = k
s + 1

5ωb

s
3s + ωb

s + 3ωb

5ωb

s + 5ωb
. (6)

This controller structure is often applied in the field of motion systems [27, 1] (e.g., systems with a double integrator)107

and provides integral action up to 1
5ωb, phase lead between 1

3ωb and 3ωb and first order roll-off beyond 5ωb (Fig. 3).108

This leads to sufficient phase lead in the crossover region, low frequency disturbance rejection and limited high-109

frequency control action.110

Note that the methodology described in this article is not limited to the PID control scheme described here, but in111

principle can treat any parameterized and differentiable controller which has a frequency-domain representation.112

For purposes of optimization the controller parameters k and ωb are scaled such that their expected ranges lie113

approximately between 0 and 1.114

2.4. Closed-loop performance and constraints115

The closed-loop disturbance sensitivity function is defined as [28, 21]:

S (s; θ) = [I + L(s; θ)]−1 , (7)

2Φd is further defined in Sec. 4.1.1, but usually contains intuitive unit rigid-body motions such as uniform x and y translation and rotation about
the z-axis.

Ci(s) Gii(s)

controller
parameters

structural
parameters

ri ei

−

ui yi
di

Figure 2: Closed-loop configuration of one of the statically decoupled control loops. The output yi is regulated to track a reference signal ri. The
controller uses the error signal ei and compensates tracking errors due to disturbance signal di by generating a control signal ui.
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Figure 3: Frequency response of the PID controller (6) for k = 1 and ωb = 100 Hz. The dashed lines indicate the frequencies 1
5ωb, 1

3ωb, 3ωb and
5ωb.

in which L is the loop transfer function L = GC. Also, the dependence upon controller parameters and structural116

parameters, gathered in the vector θ, has been made explicit. The sensitivity function is an ny-by-ny transfer function117

matrix, and in this article the focus is on the diagonal elements. As described in Sec. 2.2, the plant P has been118

converted to a statically decoupled plant G. In that case the diagonal elements of S (s; θ) describe the sensitivity of119

each of the rigid-body motions to a perturbation of the same motion. Cross-sensitivities have not been considered,120

but an important consideration when examining cross-sensitivities is that these are not necessarily dimensionless and121

normalised, a fact which holds by definition for the diagonal components.122

Given the simple controller structure employed (see Sec. 2.3), the diagonal elements of the sensitivity function123

will have a magnitude response which is similar to Fig. 4. The low-frequency asymptotic behavior, with a 60 dB/decade124

slope, motivates the use of a single frequency as performance indicator. That is, the magnitude at a single frequency,125

say 10 Hz, will be indicative of performance (i.e., rejection of output disturbances) across the low-frequency range.126

In SISO controller design, a sensitivity function which does not exceed an amplification of 6 dB implies that the127

loop gain remains outside the hatched circle in the Nyquist plot of the loop gain (see Fig. 5) [28] and implies a gain128

margin GM ≥ 6 dB and a phase margin PM ≥ 29◦ [21]3. This still holds if each controller is tuned with the other129

loops closed.130

A baseline configuration is created using a sequential loop closure approach [21], in which controllers are sequen-131

tially designed for the three rigid-body motions, based on the initial dynamics of the stage. It is important to realise132

that subsequently, during optimization, the controllers are simultaneously updated and the performance in all three133

loops is evaluated simultaneously. In that sense the procedure is more favourable than a sequential redesign, since134

each of the loops is tuned in the presence of the other control loops (all loops remain closed). This also means that the135

influence of each controller’s parameters on the performance and constraints in all the other loops is accounted for.136

2.4.1. Performance137

The scalar performance function is a weighted combination of the magnitudes on the diagonal of S , i.e.:

f0(θ) =

ny∑
i=1

wi |S ii( jω?; θ)|dB, (8)

in which wi is a weight attached to the i-th control loop andω? denotes the frequency at which the performance is eval-138

uated. The notation | · |dB = 20 log10 | · | refers to the complex modulus converted to decibels, usually a negative value.139

Decibels are used to accomodate the potentially large dynamic range of |S ii( jω?; θ)|. Each component |S ii(s?; θ)|dB140

may have a rather different initial value, so that a reasonable initial choice is to take wi equal to the reciprocal of141

3Except in special cases, see [29].
6
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Figure 4: Typical shape of the disturbance sensitivity for one control loop. Attenuation is optimized at 10 Hz and amplification must remain below
6 dB everywhere.

||S ii(s?; θ0)|dB| for the initial design θ0. In that way, f0(θ0) sums to ny for the initial parameter set and each sensitivity142

contributes equally to the objective in a relative sense.143

While the disturbance sensitivity has been used here as a specific example of a performance measure, any open144

or closed-loop transfer function, or a combination of those, could be used. This means that a wide range of problems145

can be addressed using the generic methodology presented here, as long as a limited number of frequencies (in this146

case only ω?) needs to be considered.147

2.4.2. Constraints148

For each diagonal element of S (s), the constraint |S ii( jω)| ≤ S max is enforced (often S dB
max = 6 dB). To achieve

this, the frequency response is scanned for all peaks (using the method described in [30]) and each of these peaks
is monitored. The largest possible number of peaks in a sensitivity frequency response is related to the number of
modes. Each of these constraints can be formulated as:

fc(θ) = |S ii( jωk; θ)|dB ≤ S dB
max,

i = 1, . . . , ny

k = 1, . . . , ni
f ,

(9)

in which ni
f is the number of peaks detected in the i-th sensitivity function and ωk is the frequency at which a peak149

occurs.150

Note that as the design (i.e., θ) changes and the optimization proceeds, the number of peaks in each transfer151

function may change. Hence, the set of constraints (9) can be a set which changes in size. This also means that these152

constraints are not globally continuously differentiable. Still, the local gradient gives information on feasible design153

changes.154

A further constraint is that all closed-loop eigenvalues should be in the open left-half plane. Assume that state-
space realizations of the reduced-order decoupled system (4) as well as the combined controllers (6) are given as:

G(s) :
ẋ = Ax + Bu

y = Cx
C(s) :

ẋc = Acxc + Bcy

u = Ccxc

It can be shown that the closed-loop system matrix for a unity negative feedback loop between G(s) and C(s) satisfies:

Ψ =

[
A BCc

−BcC Ac

]
. (10)

All eigenvalues of this matrix must have negative real parts, which can be expressed as a further constraint:

fλ(θ) = ψ
p
max (Re {λi(Ψ)}) < 0, i = 1, . . . , nλ. (11)

In this equation ψp
max (·) denotes a smooth approximation to the maximum function (to be defined in Sec. 4.6) [31,155

32], which is used in order to aggregate individual eigenvalue constraints into a single constraint imposed upon the156

(approximate) largest eigenvalue.157

7
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2.5. Mechanical requirements158

Since the stage is used for very precise positioning, it must meet several mechanical stiffness requirements in159

addition to providing optimized closed-loop positioning performance at the points of control (i.e., the measurement160

locations).161

To achieve peak uniform acceleration ẍu of the stage, certain (design-dependent) actuator forces faccel(θ) are ap-
plied which are in equilibrium with the inertia forces of the accelerating stage according to d’Alembert’s principle.
This causes a static deformation of the stage. Under these conditions the shear stress between the stage and the
substrate may not exceed a certain level to avoid damage. This constraint can be formulated as:

fσ(θ) = ψ
p
max (σi(θ)) ≤ σmax, i ∈ I (12a)

σ(θ) = Dx(θ), (12b)
K(θ)x(θ) = faccel(θ) − M(θ)ẍu, (12c)

in which D is a matrix which computes the shear stress values at all the nodes and I is the set of nodes along the162

interface between the stage and the substrate. Note that the right hand side of (12c) must be self-equilibriated such163

that no rigid-body motions are induced. Further, ψp
max (·) is the same aggregation function used for the eigenvalue164

constraints (11) in order to combine all stress constraints into a single constraint.165

Similarly, certain external disturbance forces fdist act on the stage. These disturbances are counteracted with
corrective actuator forces fcorr(θ) by the control system. Under the influence of these combined forces, the stage
deforms. These deformations may not allow any point on the substrate to displace by more than a set amount. Such
constraints can be expressed as:

fx(θ) = ψ
p
max (δxi(θ)) ≤ δxmax, i ∈ K (13a)

K(θ)x(θ) = fcorr(θ) + fdist, (13b)

in which K is a set of degree-of-freedom indices. Here too, the right hand side of (13b) must be self-equilibriated.166

2.6. Topology parameterization167

The structure is parameterized using the density approach in topology optimization [3]. This implies that each
finite element is assigned a design value ρe between ρmin

e and 1 (see Fig. 1). Note that ρmin
e > 0 in order to avoid a

singular stiffness matrix (cf. (14a)). Then, the properties of that element are scaled with the design value according
to an interpolation function. A modified form of the SIMP (Solid Isotropic Material with Penalization) approach is
used, which is widely used in topology optimization [3]. Specifically, for an element e, this results in:

Ke = ρ3
e K(0)

e , (14a)

Me =

ρeM(0)
e , ρe > 0.1,

ρ5
e M(0)

e , ρe ≤ 0.1,
(14b)

8
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in which K(0)
e and M(0)

e are the element stiffness and mass matrices for solid material. These interpolations ensure168

that intermediate-density elements tend to underperform (i.e., for most intermediate density values the stiffness is far169

lower than the mass), encouraging a black-and-white design. The special mass interpolation (14b) ensures that for low170

design values the element mass tends to zero faster than its stiffness. This is necessary to suppress localized vibration171

modes in low-density areas [25, 33, 34, 22].172

The element matrices are assembled into the global finite element matrices K and M according to [35]:

K =
ne

A
e=1

Ke, M =
ne

A
e=1

Me, (15)

with the assembly operator performing the scattering of element matrices to the global degrees of freedom.173

A spatial filter is applied to the design values to prevent mesh-dependent solutions, to avoid so-called “checker-
boarding”, and to introduce a minimum length scale [36, 37]. The filter is defined as

ρ̃e =

∑ne
k=1 wekρk∑ne

k=1 wek
, wek = max (0, rmin − dist(k, e)) .

Hence, the design values ρ̃e becomes a distance-weighted average of itself and its nearest neighbors. The filtered
design values ρ̃e replace the design values ρe in (14a–14b). It is useful to note that the global filtering operation can
be written and implemented as:

ρ̃ = Fρ, (16)

in which F is a sparse matrix.174

Referring to the diagram (Fig. 1), only the light gray areas have been parameterized, which implies that only the175

topology in these areas may be modified.176

2.7. Design-dependent actuator masses177

The actuators shown in Fig. 1 are assumed to be of the electromagnetic type. It is assumed that the mass of each
of these actuators can be expressed as a fraction of the overall structural mass, since accelerating a heavier stage will
require larger actuators. Specifically, the mass of an actuator a can be expressed as:

ma(θ) = µamc(θ),

in which mc(θ) is the total mass of the component excluding all actuators and µais the mass fraction4 of the actuator.178

Design-dependent actuator masses are expected to have a significant influence on the dynamic behavior of the stage.179

3. Optimization problem formulation180

At this point it is useful to recall the goal of this article, which is to develop a procedure to optimize the closed-loop181

performance (defined in Sec. 2.4.1) of a motion system, subject to constraints and mechanical requirements on the182

structure (defined in Secs. 2.4.2 and 2.5). To this end, a gradient-based optimization algorithm is used, which makes183

use of the objective and constraint values and their gradients. The computation of these design gradients is discussed184

in the next section, Sec. 4. Fig. 6 shows the outline of the initialization and optimization process.185

Use is made of sequential quadratic programming (SQP), following the ideas in [38, 39]. A fairly conservative186

optimization strategy was chosen, in order to reduce the likelihood of ending up in an infeasible design (meaning that187

the combination of the structure and the controller is unstable) from which it is hard to recover. The chosen SQP188

algorithm makes use of the objective and constraint function values and their gradients with respect to the parameters.189

Second order gradient information is not computed, but estimated by means of a reciprocal intervening variable190

approach [38, 39].191

4These mass fractions can usually be estimated from actuator force density data or empirical data.
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All design variables are collected in a vector θ, which then consists of the topology design variables ρe, e =192

1, . . . , nd and the controller variables ki, ωb,i, i = 1, . . . , nc. Obviously, the topology parameters ρe affect the closed-193

loop performance and stability as well as the mechanical constraints via the mass and stiffness matrices. The controller194

parameters on the other hand only affect closed-loop performance and stability.195

The optimization problem is formulated as:

minimize
θ

max
x∈X

f0(θ, x)

subject to fi(θ, x) ≤ f max
i ∀

i = 1, . . . , nc,

x ∈ X.

(17)

In this problem f0(θ, x) is the scalar objective function (8) and fi(θ, x) are the, possibly vector-valued, constraints.196

Note that in the objective and constraints a parameter x has been introduced. The dynamics seen by the control197

system depend on the sensor positions as the stage moves with respect to the metrology frame. To account for this198

fact, the design is performed simultaneously for multiple positions x ∈ X, where X is a set of locations.199

In the examples in this article three x-locations are considered: the center position and the extreme left/right200

positions of the stage. In each design iteration the worst case performance out of three sensor locations is optimized,201

while ensuring that the constraints are simultaneously satisfied for each of the three locations, effectively leading to a202

robust design.203

3.1. Optimization problem convergence and uniqueness204

Due to the non-linear and non-convex nature of the objective function and the constraint functions and the use of205

a gradient-based optimization algorithm, the existence and uniqueness of a global solution is not guaranteed. This is206

commonly accepted in topology optimization [3, 16]. A requirement of the proposed procedure is that one starts with207

a feasible design. This means that the starting combination of the topology (the structural lay-out) and the controller208

should satisfy the constraints and have a reasonable closed-loop performance, given the structural dynamics. This can209

be achieved by manually tuning the controller to the initial structural design. From this starting point onwards, the210

gradient-based search will attempt to improve the performance subject to the constraints. The optimization process211

may be terminated when the relative change in the objective value becomes small, or a finite number of iterations has212

been performed.213

4. Design sensitivity analysis214

The optimization framework presented in this article relies heavily upon the ability to efficiently compute design215

sensitivity information. First, for a given design, say the initial topology with initial controller parameters defined by216

θ0, the performance and all constraint functions are computed. Then, the gradients of these functions with respect to217

all design variables θ are computed.218

Although finite-differencing is a simple technique to obtain sensitivity information, the number of design variables219

(in particular the structural design variables) is very significant and can range into the millions for detailed finite220

element meshes, making finite-differencing infeasible. Since this number is large in comparison with the number of221

objective and constraint functions, use is made of adjoint sensitivity analysis where possible.222

The following subsections treat the sensitivity analysis of the various analysis components which constitute the223

closed-loop and mechanical analysis of the design problem.224

4.1. Mode sensitivities225

The reduced-order system model (3) is based on the natural frequencies and eigenmodes of the system. Hence,
the sensitivity of the reduced order model depends on the sensitivities of the modes themselves. This section de-
scribes how eigenvector and eigenvalue sensitivities are computed using an adjoint method according to [40, 41]. The
eigenvalue problem related to the dynamics (1) is:

(K − ω2
i M)φi = 0, φT

i Mφi = 1.

10
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optimization

manual steps

Define finite element mesh and initial topology
(§2.1, §2.6)

Create initial linear model
(§2.1-§2.2)

Design an initial controller satisfying objectives and 
constraints (§2.3-§2.4)

Compute derivatives of objectives and constraints with 
respect to topology parameters (§4)

Perform an optimization step 
(§3)

start

Evaluate final design

Update the topology and controller, evaluate the new 
objectives and constraints (§3)

converged or # 
of iterations exceeded

Compute derivatives of objectives and constraints with 
respect to controller parameters (§4.3-§4.4)

Figure 6: Flowchart outlining the steps in the algorithm.

Only the sensitivities of certain linear combinations of the modes are computed. This can be expressed as:

φ̃i = PTφi, (18)

in which P computes certain linear combinations of the DoFs of interest (for instance based on the locations where226

a load is applied or where a displacement is measured). In the simplest case, P could be a vector which selects one227

element from φi.228

Next, (18) is augmented with Lagrange multipliers to perform adjoint sensitivity analysis:

φ̃?i = PTφi +MT
i (K − ω2

i M)φi + νi

(
1
2
−

1
2
φT

i Mφi

)
.

Mi and νi are arbitrary but non-zero matrix-valued and vector-valued Lagrange multipliers, respectively, both related

11



G.J. van der Veen et al. / Mechatronics 00 (2017) 1–21 12

to the i-th mode. Computing the gradient leads to:

dφ̃?i
dθ j

= PT dφi

dθ j
+ MT

i

dK
dθ j
− ω2

i
dM
dθ j
−

dω2
i

dθ j
M

 φi + MT
i

(
K − ω2

i M
) dφi

dθ j
+ νi

(
−

1
2
φT

i
dM
dθ j

φi − φ
T
i M

dφi

dθ j

)
. (19)

Gathering all terms involving dφi
dθ j

and dω2
i

dθ j
the following adjoint equation can be defined:[
K − ω2

i M −Mφi

−φT
i M 0

] [
Mi

νT
i

]
=

[
−P
0

]
. (20)

Given this choice, what remains from (19) is:

dφ̃i

dθ j
=MT

i

(
dK
dθ j
− ω2

i
dM
dθ j

)
φi − νi

1
2
φT

i
dM
dθ j

φi. (21)

Hence, for each mode i, (20) must be solved once, after which (21) can be used to compute sensitivities of φ̃i with229

respect to each design variable θ j.230

The sensitivity of the eigenvalue ω2
i can be computed using [3]:

dω2
i

dθ j
= φT

i

(
dK
dθ j
− ω2

i
dM
dθ j

)
φi. (22)

Note that the sensitivity expressions for mode shapes and natural frequencies in this subsection are only valid for231

modes which have multiplicity one. For modes with multiplicity greater than one5, one must resort to specialized232

techniques [42, 43].233

4.1.1. Sensitivity analysis of rigid-body modes234

Rigid-body modes can usually be defined by physical reasoning. I.e., for a free 3D structure one may define
3 translations along the coordinate axes and 3 rotations about these axes, for instance about the center of mass.
However, unless the body has three axes of symmetry and a diagonal inertia tensor, these modes will not be mass-
orthogonal. Assume that such “intuitive” modes have been computed and collected in the matrix Φd, then a non-unique
transformation matrix T can be computed which makes these modes mass-orthonormal, by requiring:

Φd,mT = Φd, (23)

such that:

ΦT
d,mMΦd,m = T−T ΦT

d MΦdT−1 = I,

or ΦT
d MΦd = T T T . One admissible T can be found by requiring T to be symmetric, such that:

ΦT
d MΦd = T 2, (24)

in which T is the principal square root of ΦT
d MΦd [44]. The sensitivity of Φd,m follows by differentiating (23):

dΦd,m

dθ j
= −ΦdT−1 dT

dθ j
T−1,

The sensitivity of the transformation matrix T follows by differentiating (24):

ΦT
d

dM
dθ j

Φd =
dT
dθ j

T + T
dT
dθ j

.

which is a continuous Lyapunov equation that can be solved for dT
dθ j

using a range of techniques, for instance making235

use of the Kronecker product [45, 46].236

5This also occurs if there are multiple rigid-body modes, since these all have zero natural frequency, cf. Sec. 4.1.1.
12



G.J. van der Veen et al. / Mechatronics 00 (2017) 1–21 13

4.2. Sensitivity of the decoupled plant G237

Making use of (3) and defining Σ = s2I + 2ZΩs + Ω2, the gradient of P(s) can be computed:

dP(s)
dθ j

= C
(

dΦ

dθ j
Σ−1ΦT − ΦΣ−1 dΣ

dθ j
Σ−1ΦT + ΦΣ−1 dΦT

dθ j

)
B,

with:

dΣ

dθ j
= 2Z

dΩ

dθ j
s +

dΩ2

dθ j
.

The sensitivity of the decoupled plant G(s) then follows from the chain rule:

dG(s)
dθ j

= WS
dP(s)
dθ j

WA + WSP(s)
dWA

dθ j
.

Note that WS is design-independent. For WA one finds the following design sensitivity from (5):

dWA

dθ j
= −(CΦΦT B)−1C

(
dΦ

dθ j
ΦT + Φ

dΦT

dθ j

)
BWA.

The sensitivities of the controllers with respect to the gain k and the bandwidth ωb are readily obtained by dif-238

ferentiating (6), but could equally well be obtained by finite differencing due to the small number of parameters239

involved.240

4.3. Design sensitivity of closed-loop transfer functions241

It can be seen by inspection that in terms of sensitivity analysis both (8) and (9) require computation of the242

gradient of |S ii( jω)|dB for a given frequency ω. These sensitivities are readily derived based on the results of the243

previous sections.244

Since this article focuses on the sensitivity functions |S ii( jω)|dB, originally defined in (7), its design sensitivity will
be derived as an example. However, the same principles can be applied to any other closed-loop function. For brevity
the explicit dependencies of S (s; θ) on s and θ are dropped. Then, from (7) it follows that:

dS
dθ j

= −S
(

dP
dθ j

C + P
dC
dθ j

)
S . (25)

However, in most cases one is interested only in the complex modulus |S kl| of one element (k, l) of the matrix-valued
sensitivity function, for which it is straightforward to show that:

d|S kl|

dθ j
≡

d
dθ j

√
Re{S kl}

2 + Im{S kl}
2

=
1
|S kl|
Re

{
S ?

kl
dS kl

dθ j

}
,

in which the ? denotes complex conjugation. Note that the latter equation can be evaluated based on the result of (25).245

Finally, frequent use is made of values in decibels (cf. Sec. 2.4.1), for which the following relation is useful:

d|S kl|dB

dθ j
=

20
ln 10

1
|S kl|

d|S kl|

dθ j
.
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4.4. Sensitivity of closed-loop eigenvalues246

The eigenvalues λi and left and right eigenvectors φi,l, φi,r of the closed-loop system matrix (10) are described by
the equations:

Ψφi,r = λiφi,r

φT
i,lΨ = λiφ

T
i,l

Sensitivities are found by differentiating the right-eigenvector problem according to the chain rule:

dΨ

dθ j
φi,r + (Ψ − λiI)

dφi,r

dθ j
−

dλi

dθ j
φi,r = 0.

Pre-multiplying with the corresponding left-eigenvector and rearranging results in:

dλi

dθ j
=
φT

i,l
dΨ
dθ j
φi,r

φT
i,lφi,r

.

This equation allows one to compute the derivatives dλi
dθ j

of the closed-loop eigenvalues.247

4.5. Sensitivity analysis for mechanical constraints248

All mechanical constraints are of the form fi(x) − f max
i ≤ 0, in which x is the displacement field following from a249

static finite element computation. For instance, fi(x) could describe the relative displacement between two points on250

the structure, the absolute displacement of a set of points or the stresses at certain points. In each case, it is assumed251

that fi(x) is a user-defined and continuously differentiable (vector) function of the deformation field x.252

To efficiently compute the sensitivity of the constraint functions the adjoint method is used [3, 47]. This involves
converting the function fi(x) to a Lagrangian which incorporates the constraints. In this case, the “constraints” are rep-
resented by the equilibrium equation Kx = f , with f the applied load corresponding to the case under consideration.
The resulting expression is:

f ?i (x) = fi(x) + λT (Kx − f ), (26)

which implies that f ?i (x) = fi(x) for any nonzero vector λ. Differentiating this expression with respect to a parameter
θ j yields:

d f ?i (x)
dθ j

=
∂ fi(x)
∂θ j

+
∂ fi(x)
∂xT

dx
dθ j

+ λT
(

dK
∂θ j

x + K
dx
∂θ j
−

d f
dθ j

)
. (27)

The essence of the adjoint approach is to note that the term dx
dθ j

is expensive to evaluate. Hence, the freedom in
choosing λ will be exploited to eliminate it from (27) by choosing:

Kλ =
∂ fi(x)
∂x

. (28)

Eq. (28) is the adjoint equation related to (26). With this choice of λ, (27) reduces to:

d f ?i (x)
dθ j

=
∂ fi(x)
∂θ j

+ λT
(

dK
∂θ j

x −
d f
dθ j

)
. (29)

Note that (29) is computationally relatively cheap to evaluate for each element θ j of θ, mainly because (28) needs to253

be solved only once.254
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4.6. Constraint aggregation255

For some of the introduced constraints, like local displacement and stress constraints, it is not feasible to add each
local constraint individually. In these cases, constraint aggregation is applied [31, 32]. The reasoning can be explained
for the example of displacements: if each local displacement shall be less than an allowed value, the maximum of all
local displacements must necessarily also be less than that value. Hence, the following implication holds:

δxi < δxmax ∀ i =⇒ max
i
{δxi} < δxmax,

effectively allowing N constraints to be replaced by a single one. Since the maximum operator is non-differentiable,
an approximation is introduced in the form of the Kreisselmeier-Steinhauser function [32]:

ψ
p
max =

1
p

ln

 N∑
i=1

epxi

.
This approximation is also continuously differentiable, leading to the approximate sensitivity:

dψp
max

dθ j
=

1∑N
i=1 epxi

N∑
i=1

epxi
dxi

dθ j
.

See [32] for important aspects regarding the numerical implementation of this function.256

4.7. Density filtering257

Gradients of the mass and stiffness matrices can be computed with respect to the filtered design density field ρ̃e by
making use of their definitions in (14) and (15), however, the relation to the actual design values ρe must be accounted
for. Suppose a gradient d fi/dρ̃ has been computed with respect to the entire design value vector ρ. Then, the following
relation can be derived from (16):

d fi
dρ

= FT d fi
dρ̃
.

4.8. Design-dependent actuator mass258

Design-dependent actuator masses were discussed in Sec. 2.7. This section will show how such dependencies can259

be incorporated into the sensitivity analysis.260

It is assumed that the actuators are of a given geometry (i.e., the internal actuator topology is not parameterized
and fixed) and that the element stiffness matrices in the parts therefore remain unaffected as the design proceeds. It is
further assumed that the initial mass of an actuator equals m0

a . The mass fraction µa specifies that the part has a mass
of µa times the mass of the component excluding all the actuators mc. Using this information, each scaled element
mass matrix within the part is computed according to:

Me =
µa

m0
a

mcM0
e , (30)

in which M0
e is the original element mass matrix. Further, note that mc is defined as:

mc =
∑
e∈E

ρ̃
p
e m0

e , (31)

in which p is the penalization coefficient according to (14b) and me is the unscaled mass of element e. Note that e261

in the summation runs only over the component elements excluding actuators E (i.e., does not include the elements262

inside the actuators).263

The sensitivity of (30) is then readily obtained as:

dMe

dθ j
=

∑
e∈E

dρ̃p
e

dθ j
m0

e

 µa

m0
a

M0
e ,

showing that the sensitivities of the element mass matrices within the actuators are related to the densities ρ̃e in a264

straightforward way.265

15



G.J. van der Veen et al. / Mechatronics 00 (2017) 1–21 16

5. Case study266

As an example design problem the 2D stage shown earlier in Fig. 1 is considered.267

5.1. Problem definition and results268

Optimization is performed according to (17). The objective function is composed of the disturbance attenuation at269

ω? = 0.1 Hz in each control loop, as given in (8). The total mass of the design is also added to the objective function270

with a small penalty factor (about 5% of the total objective value). The rationale behind this is that lighter designs are271

preferred, but the stimulus is small enough not to compromise the main objective of disturbance attenuation.272

Furthermore, several constraints are imposed. For the control loops there are constraints on sensitivity function273

peaks (9) and on closed-loop stability (11). Mechanical constraints comprise constraints on shear stresses between274

the stage and the substrate (12) and deformations of the substrate (13).275

The starting point for the optimization runs is a design in which the domain is filled with 75% density material276

(which corresponds to E = 0.42E0 and ρ = 0.95ρ0, following (14a-14b)) with E0 = 70 GPa and ρ0 = 2700 kg/m3277

for the design area (aluminium) and E0 = 210 GPa and ρ0 = 7000 kg/m3 for the solid actuator areas (steel). To278

compare the integrated approach, an eigenfrequency optimization has also been performed. High natural frequencies279

are usually favourable for controller design. Hence, one can maximize certain eigenfrequencies of the stage, while still280

imposing the same set of mechanical design constraints and adding the same mass penalty. A certain spacing between281

eigenfrequencies is also desirable from a control perspective. Several problem formulations for eigenfrequency design282

are possible, for instance:283

1. Maximize f1 subject to f2 ≥ 1.1 f1;284

2. Maximize f1 subject to f2 ≥ 1.1 f1 and f3 ≥ 1.1 f2;285

3. Maximize 1/ f1 + 1/ f2 subject to f2 ≥ 1.1 f1 [48].286

Here, fi is the frequency of the i-th flexible mode. Only the results for option 2 are shown, as it was the best-287

performing option of the three. Option 3 in particular resulted in a poorly defined geometry with large gray areas. The288

result of option 2 is shown in Fig. 7 (frq). It is important to note that these eigenfrequency optimizations have been289

performed under the requirement that all mechanical constraints are satisfied. Furthermore, in order to determine the290

performance of the eigenfrequency designs, the resulting structural design was used in closed loop, and the controller291

was optimized in the same way as for the integrated design. This means that the only difference between designs 7292

(frq) and 7 (int) is that the former is optimized for maximum first eigenfrequency and subsequenctly maximum control293

performance, whereas the latter is optimized directly for closed-loop performance: all other constraints are identical294

and a similar mass penalty is included.295

The topology optimization results for the integrated approach in which controller and structure are optimized296

simultaneously, is shown in Fig. 7 (int). The fact that gray areas are present in both designs presents a challenge for297

practical purposes. Several options exist to convert these designs to pure solid–void designs, for instance based on298

image-processing or thresholding techniques [49]. See [50] for examples in the present context.299

With regards to computational time, both the integrated and eigenfrequency designs usually converge within about300

30-40 iterations, requiring about 5 minutes for eigenfrequency optimization and about 15 minutes for the integrated301

approach, where the bulk of the time is spent computing mode sensitivities (cf. Sec. 4.1). This can possibly be302

improved in future work by exploiting parallel computing capabilities or fast re-analysis techniques. For both opti-303

mizations convergence is reached when the objective does not change more than a set tolerance between iterations in304

a relative sense.305

The performance of both designs is compared in Figures 8 to 11. Note that all frequencies have been scaled with306

a constant factor for intellectual property reasons. The attenuation results in Fig. 8 are based upon the disturbance307

attenuation in the three control loops at 0.1 normalized frequency units on a decibel scale. First, it appears from Fig. 8308

that the integrated approach (int) yields a far better improvement in disturbance attenuation compared to the eigenfre-309

quency design (frq) in each of the motion control loops. Second, from Fig. 9 (int), it is clear that this performance is310

achieved while the first three natural frequencies are all lower than for the eigenfrequency design. So, in this case, it is311

not at all beneficial to raise the first three natural frequencies. Clearly, eigenfrequency design can only be performed312
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1.0

0.2

Initial design (75% uniform density)

(int) Integrated design (frq) Eigenfrequency design

Figure 7: Example topologies comparing integrated and eigenfrequency designs. The performance figures are compared in Figures 8 to 11. Note
that the initial design does not meet the mechanical requirements (Sec. 2.5).
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Figure 8: Disturbance attenuation figures for the two designs (larger values imply better attenuation). The abbreviations frq and int refer to the
designs shown in Fig. 7.
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Figure 9: Natural frequencies (scaled) of the two designs. The abbreviations frq and int refer to the designs shown in Fig. 7. Mode shapes are
shown in Figs. 13 and 14.

with a good understanding of which subset of modes is most relevant to overall performance, an understanding which313

is very hard to develop in general. In fact, the eigenfrequency design (frq) results in a lower average performance than314

the solid design while its lowest natural frequency is 30% higher than for the integrated design. Finally, the integrated315

approach also yields a slightly lower mass (Fig. 11), which is 5% below the eigenfrequency design.316

The results obtained for this example demonstrate that non-trivial and fairly well-defined designs can be obtained,317

which could form a starting point for subsequent design. The integrated design (int) has on average about 20 dB better318
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Figure 10: Bandwidth values for the two designs. The abbreviations frq and int refer to the designs shown in Fig. 7.

disturbance attenuation at 0.1 normalized frequency units on each of the motion control axes.319
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Figure 11: Mass comparison (smaller is lighter). The abbreviations frq and int refer to the designs shown in Fig. 7.

5.2. Analysis of limitations320

A careful analysis of the transfer functions shown in Fig. 12 can help to understand the performance differences321

between the eigenfrequency design and the integrated design. These figures show the effective loop gains (i.e., each322

rigid-body loop gain transfer function is generated with the other control loops closed). Two sensor locations are323

considered: a center location, Fig. 12a and the leftmost location, Fig. 12b (the results for the rightmost location are324

identical to the leftmost). It is important to realize that for any of the control loops, only one of these sensor locations325

will usually dictate the performance limitations encountered.326

Analysing the three control loops (x, y and θ) for both designs reveals the following observations:327

• Eigenfrequency design: For each of the rigid-body motion control loops, performance is limited by non-collocated328

flexible modes, which is observed from the 180◦ phase loss associated with these modes. For the x and θ con-329

trol loops this is the 3rd mode shown in Fig. 13c, which is what appears to be a second asymmetric beam-like330

bending mode of the stage. For the y control loop this is the 2nd mode shown in Fig. 13b, which is a symmetric331

second bending mode.332

• Integrated design: The x control loop is limited by mode 6 shown in Fig. 14f, which is a complicated mode shape333

resembling a second asymmetric bending mode. The θ control loop is limited by mode 3 shown in Fig. 14c334

which also looks like a second asymmetric bending mode. For the y control loop it is clear that for the leftmost335

sensor position, a non-minimum phase zero is introduced when the other control loops are closed, which limits336

the bandwidth. This zero appears to be related to the first mode of the structure, shown in Fig. 14a.337

Comparing the red and black lines, it is also clear that in all control loops the integrated design leads to higher loop338

gains (i.e., better disturbance rejection) subject to the same robustness and stability constraints.339

The previous analysis, along with the mode shapes shown in Figs. 13 and 14, shows that there may be a clear340

advantage to the integrated design approach. It is very hard to predict a priori, for a complicated geometry, which341

modes are bandwidth-limiting. This results in a limited scope for eigenfrequency optimization procedures, unless342

one has very detailed knowledge on how each mode affects the controlled dynamics of the structure. Still, when the343

structural topology changes, this knowledge may become obsolete, since mode shapes and their spatial character may344
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change drastically. In contrast, the integrated approach directly takes into account the controlled dynamics, and is345

therefore able to modify all structural modes based on their relevance to achievable performance in a coordinated346

way.347

While it is hard to draw general conclusions from this case study, a good illustration of the advantages of the348

integrated design approach is the following: the integrated approach results in the fact that only the 6th mode limits349

the x position control, whereas all other modes do not hinder the performance since they have been made barely350

observable or collocated (see the red lines in the x position dynamics in Figs. 12a and 12b).351

Another observation is that the intricate topology of the integrated design leads to a denser eigenfrequency spec-352

trum at low frequencies. Figs. 13 and 14 show that the first 4 modes of design (frq) span the same frequency range as353

the first 6 modes of design (int).354
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Figure 12: Effective loop gain transfer functions for two different sensor locations, comparing the eigenfrequency design (frq, black lines) with the
integrated design (int, red lines).

A fundamental assumption underlying the gradient-based optimization approach is that it relies on small changes355

in the plant dynamics between iterations, meaning that the nature of consecutive poles and zeros in the transfer356

functions does not change. The process has difficulty when flexible modes start to cross each other. In those cases, the357

controlled system dynamics change drastically, implying that the controller parameters need to be changed abruptly.358

This may be less of an issue if the algorithm is applied to modify existing designs so that only small changes in the359

dynamics occur, but it needs attention to allow application to a wider set of problems. The issue could also potentially360

be overcome by performing separate controller optimization iterations after each structural design modification.361

6. Discussion362

Based on the example of optimizing a motion stage for closed-loop performance, the potential of the integrated363

gradient-based design methodology as a useful tool for the precision industry has been demonstrated. It can deal364

with sophisticated objective functions related to closed-loop performance, while including requirements and specifi-365

cations on mechanical behavior. The case study demonstrated that superior designs are generated using an integrated366

approach, compared to the conventional eigenfrequency maximization approach. The main focus of subsequent re-367

search will be to incorporate more constraints originating from actual practice and to move towards 3D design prob-368

lems. While in this article the focus was on mechanical and control system specifications, ultimately, incorporating369

thermal specifications will also be a necessity for precision applications.370
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(a) Mode 1, f = 30.3 (−) (b) Mode 2, f = 49.7 (−) (c) Mode 3, f = 54.7 (−) (d) Mode 4, f = 82.3 (−)

Figure 13: The first four flexible mode shapes of the eigenfrequency design (frq).

(a) Mode 1, f = 23.5 (−) (b) Mode 2, f = 47.9 (−) (c) Mode 3, f = 49.0 (−) (d) Mode 4, f = 58.3 (−)

(e) Mode 5, f = 79.7 (−) (f) Mode 6, f = 83.8 (−)

Figure 14: The first six flexible mode shapes of the integrated design (int).
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