
Delay and Throughput Analysis of the Stack Algorithm 

in Mobile Radio Channels 

with Rayleigh Fading, Shadowing and Near-Far Effect 

R.D. Vossenaar

Type: Graduation Thesis 

Project carried out at: Telecommunications and Traffic-Control Systems Group 

Faculty of Electrical Engineering 

for: Physics Informatics Group 

Faculty of Applied Physics 

Delft University of Technology 

Date: November 1991 

Chairman of the Telecommunications and Traffic-Control Systems Group: 

Prof. Dr. J.C. Arnbak 

Mentor at the Telecommunications and Traffic-Control Systems Group: 

Prof. Dr. R. Prasad 

Mentor at the Physics Informatics Group: 

Prof. Dr. LT. Young 



ABSTRACT 

The performance of the stack algorithm in mobile radio channels with Rayleigh 

fading, shadowing and near-far effect, has been analyzed. Both coherent and 

incoherent Rayleigh fading were- considered. Shadowing and near-far effect were 

modelled by assuming a log normal distribution for their local mean power and area 

mean power respectively. Three versions of the stack algorithm were taken into 

consideration, each with a different ability to distinguish between channel events in 

a previous time slot. The stack algorithm was descnbed as a regenerative process. 

Throughput and delay characteristics have been determined up to a critical 

generation rate of traffic, where the mean packet delay and mean basic session 

length (regeneration cycle) grow to infinity. It was shown that capture models based 

on combined effects yield higher throughputs. Coherent Rayleigh fading offered 

higher throughputs than incoherent Rayleigh fading. Comparisons were made with 

the ALOHA algorithm. The results were slightly in favour of the ALOHA 

algorithm. However, near the critical generation rate of one version of the stack 

algorithm, higher throughputs were found than the ALOHA algorithm offers. 
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LIST OF SYMBOLS

D mean packet delay [slots per packet]
d distance between transmitting mobile unit and base station

dk conditional mean of the total delay of all packets, transmitted during 

a session, that started with an initial conflict of k packets [slots] 

radius of the circular area with centre at the base station, in which 

mobile units are expected to move around
f(x) 

G

probability density function of a random variable x

mean number of packets transmitted in a time slot (newly generated 

and retransmitted) [packets per slot]
Gt

G(p)

total traffic offered to the channel [packets per slot]

spatial distribution of traffic at normalized distance p [packets per 

slot]

H mean length of a basic session [slots]

Hk conditional mean of the length of a session, that started with an initial 

conflict of k packets [slots]
k conflict multiplicity (number of packets transmitted in a time slot) 

[packets]

Lt virtual stack level of a packet, at time t (the beginning of slot [t,t+1))

mn

P3

Pi

logarithmic mean of the joint area mean interference power 

power of the one packet to be analyzed (testpacket)

power of an interfering packet

Pli probability that i out of 1 packets are moved to level one of the virtual 
stack and 1-i to level zero (binomial distribution)

Pn joint interference power

Pa instantaneous signal power of one packet

Pn joint instantaneous interference power

List of Symbols v



Pj probability that j newly generated packets are transmitted in a time 

slot (Poisson distribution, also indexed k,m)

Poa

Pon

Ps

local mean power of one packet

joint local mean interference power

probability that a packet is moved to virtual stack level one after a 
conflict

probability that any of k packets, transmitted in a time slot, captures 
the receiver

R remainder when using Hermite integration

ra 
s

(instantaneous) amplitude of a received signal 

throughput [packets per slot]
t start of a time slot [t,t+1)

probability that k packets (new packets and retransmissions) are 

transmitted in a time slot
tw

vi

section of a time slot in which a packet may capture the receiver 
(capture window)
ith weight factor of Hermite integration

mean number of multiplicity k conflicts in a session that started with 

an initial conflict of m packets

wi

wt

ith sample point of Hermite integration

number of packets transmitted in slot [t,t+1) [packets]

zo capture ratio

ai.t number of old packets waiting for retransmission at level i of the 

virtual stack at time t (start of slot [t,t+1)) [packets]
ßt number of newly generated packets ready for transmission at time t 

(start of slot [t,t+l)) [packets]

Y path loss exponent
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Ökm 

öt

Kronecker delta (equals one if k equals m, zero otherwise) 

total delay of all packets transmitted during a session that started at 

time t (start of slot [t,t+1)) [slots]

Cn

©t

area mean power of one packet

joint area mean interference power

channel event in slot [t-l,t) (idle slot, single packet transmission, 

conflict with/without capture)

X mean generation rate of packets [packets per slot]

Acr critical generation rate, up to which mean session lengths and delays 

are finite and the stack algorithm is stable [packets per slot]

Pt virtual stack marker at time t (start of slot [t,t+l))

P distance between transmitting mobile unit and base station normalized 

at the cell radius (d^
Oda2 logarithmic variance of the area mean power of one packet (o^ is 

referred to as spatial spread)

°dn“

°n2

Ooa2

logarithmic variance of the joint area mean interference power 

logarithmic variance of the joint instantaneous interference power 

logarithmic variance of the local mean power of one packet (a^ is 

referred to as shadowing spread)
°on2 logarithmic variance of the joint local mean interference power

virtual stack state at time t (start of slot [t,t+1))

length of a session that started at time t (start of slot [t,t+1) [slots]

(The (joint or single packet) power levels mentioned above, are the power levels at 

the base station during the capture time)
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1 INTRODUCTION

Efficiently sharing a common transmission channel among a number of users is a 

key design issue for communication networks. Systems, in which users share a 

common resource, are called multiple access systems. When there is a potentially 

large amount of users with bursty traffic, random multiple access (RMA) algorithms, 

become more efficient than fixed channel schemes, in which, for instance, each user 

has exclusive possession of a frequency band or the exclusive right to access the 

channel during a certain time period. x

A well known RMA algorithm is the ALOHA algorithm. This algorithm allows each 

user to transmit "Whenever it has data to be sent. If a collision occurs, each statior^ x 

whose packet is destroyec^waits a random amount of time before retransmitting its 

packet. In order to avoid partial overlap of packets (which may result in a time loss 

of up to twice the packet length), packets are transmitted in predefined time slots.

The packet length is taken as the duration of a time slot. The use of time slots has > 

shown to increase the throughput (the average number of successfully transmitted 

packets per time slot, which is o(course less than one) [8].

The stack algorithm is another RMA algorithm. The difference with ALOHA is that 
1 j . ... . .packets, destroyed in a collision, are divided among two levels of a virtual stack.

Packets at one level will be retransmitted immediately. Packets at the other will 

have to wait until those packets (plus any packets generated intermediately), are 

successfully transmitted [1],[2].

In most cable networks a collision is assumed to destroy all packets involved. -----  

In packet radio networks however, this will not necessarily be the case.
Due to the fading and pathloss characteristics of a real electromagnetic 

environment, packets arrive at the receiver with different power levels [11]. The 

strongest of the colliding packets may capture a discriminating receiver. This 
property is called the capture effect.
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In this project the capture effect was introduced into the stack algorithm in order 

to analyze its performance in a mobile radio network. The performance of the stack 

algorithm was measured by analyzing its packet delay (the number of time slots 

elapsed between packet generation and successful transmission) and throughput 

characteristics. Throughputs were compared with those of the ALOHA algorithm. 

The project was carried out at the Telecommunications and Traffic-Control Systems 

Group of the Faculty of Electrical Engineering as graduate work for the Physics 

Informatics Group of the Faculty of Applied Physics at the Delft University of 

Technology.
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2 THE STACK ALGORITHM WITH CAPTURE

2.1 Introduction

During the last decade investigations have been carried out to analyze the 

performance of the stack algorithm [1],[2J. In those investigations, it has-been 

assumed that packets transmitted simultaneously^are all destroyed and need to be 

retransmitted.

In a real electromagnetic environment of mobile and indoor radio channels 

however, the strongest packet may be able to capture a discriminating receiver. This 

property, called capture effect, is introduced into the stack algorithm in this chapter.

2.2 Notations and Definitions

The number of stations in the communication system is considered to be infinite. 

Each station has at most one packet ready for transmission. The packets are of fixed 

lengths. ,,

The stack algorithm uses a slotted scheme, in which the packet length is taken as 

the time unit. The time interval [t,t+l) will denote a slot (t e {0,1,2,...}).

Packet transmissions can only begin at the beginning of a time slot. If only one 

packet is transmitted in a slot, the packet is considered to be transmitted 

successfully. If a number of stations (k, k>2) transmit their packet in the same time 

slot, the packets will interfere with one another. This will be called a conflict of 

multiplicity k.

Under some circumstances (discussed in chapter 3) one of these packets may 

capture the receiver (successful transmission).

All unsuccessfully transmitted packets have to be retransmitted later on.
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^Roughly]there are four possible events et in a time slot [t-l,t):

- Idle slot (no transmissions)

- Single packet transmission

- Conflict with capture (one of k packets was transmitted successfully)

- Conflict without capture (none of k packets were transmitted successfully).

The kind of feedback determines to what exterii^a distinction is made between 

these events (see next paragraph). Feedback is considered to be errorless.

At time t all stations will know the status of slot [t-l,t).

The stack algorithm makes use of a virtual stack:
Ao

If a station has a packet to transmit, it assigns'it an integer packet level Lp valid 

during slot [t,t+l), as if the packet was residing on a stack at that level. Level 

assignment is done at the beginning of each time slot, from the moment of packet 

generation until its successful transmission, and is based on feedback information 

about the previous time slot.

A packet generated during the interval [t-l,t) (that is^ready for transmission in slot 

[t,t+1)) is said to be new at time t, all previously generated packets are said to be 

old at time t (waiting for retransmission).

23 Stack Algorithm Instructions

In this paragraph the instructions of three versions of the stack algorithm will be 

discussed, each-with a different kind of feedback.

All algorithms are nonblocked; newly generated packets are transmitted at the 

beginning of the next slot, regardless of what happened in previous slots.

Each station transmitting a packet^-will know at the beginning of the next slot, 

whether it was successful or not.
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2.3.1 Stack algorithm with "idle/success/failure" feedback

This algorithm (further referred to as Al) uses ternary feedback. A distinction is 

made between an idle slot, successful transmission (that is^single packet transmission 

or conflict with capture) and failure (conflict without capture).

Instructions:

1) A packet is transmitted if and only if 1^=0.

2) Every newly generated packet is assigned the level 1^=0 and transmitted in slot 

[t,t+l).

3) If 1^4=0 (assigned at the beginning of the previous slot) and this packet was 

transmitted successfully^it leaves the system (stack).

4) If Lt4=0 and a successful transmission occurred in the previous time slot, but this 

packet was unsuccessfully transmitted, then 1^=0 (immediate retransmission).

5) If 1-14=0 and failure occurred^then with probability ps the packet is moved to the 

stack at level 1^=1 and with probability l-ps it stays at level 1^=0 (immediate 

retransmission).

6) If >0 and failure occurred then Lt=Lt.1 + l.

7) If 1^4 >0 and a successful transmission occurred then Lt=Lt4.

8) If Lt4>0 and an idle slot occurred then L^L^-l.

2. 3.2 Stack algorithm with "conflict/no conflict" feedback

This stack algorithm (further referred to as A2) uses binary feedback. A distinction 

is made between conflict (with or without capture) and no conflict (idle slot or 

single packet transmission).
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Instructions:

Instructions 1, 2 and 3 coincide with the corresponding instructions of algorithm Al.

4) If 1^4=0 and conflict occurred, without this packet capturing the receiver, then 

with probability ps it is moved to the stack at level 1^= 1 and with probability l-ps 

it stays at level 1^=0 (immediate retransmission).

5) If Lt4>0 and conflict occurred then Lt=Lt4 + l.

6) If Lt4>0 and no conflict occurred then Lt=Lt4-l.

2. 3.3 Stack algorithm with "idle/transmission" feedback

This algorithm (further referred to as A3) uses binary feedback. A distinction is 

made between an idle slot and transmission of one or more packets.

Instructions:

The instructions 1, 2 and 3 coincide with the corresponding instructions of algorithm 

Al.

4) If 1^4=0 (transmission), without this packet capturing the receiver, then with 

probability ps it is moved to the stack at level Lt=l and with probability l-ps 

it stays at level 1^=0 (immediate retransmission).

5) If 1^4 >0 and one or more packets were transmitted then Lt = Lt.1 + l.

6) If L.4>0 and an idle slot occurred then L^L^-l.

2.4 Stack States and Sessions

2.4.1 Introduction

In the previous paragraph several versions of the nonblocked stack algorithm were 

described in terms of how they work for each station. This section contains a 
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description of how the virtual stack varies from slot to slot. It also describes an- 

important feature of the stack algorithm: partitioning of sessions.

2.4.2 Stack states

Let ßt denote the number of packets new at time t and let ai t denote the total 

number of old packets in cell i (that is,level i) of the virtual stack at time t.

Then the conflict of multiplicity wt, in slot [t,t+1) is given by:

= A + % (2'1)

Further, let pt-l be the highest level of the virtual stack at time t, that is, there are 

no packets at level pt or higher. pt called the stack marker at time t. The stack 

is empty if and only if pt=0. Therefore a one level stack with zero packets at level 
z

zero is considered not to be empty!

In a blocked stack algorithm [1] each station actually keeps track of this marker 

because new packets are not allowed on the channel until the stack is empty. In the 
1^discussion of nonblocked versions, it^just a notation, useful in describing the stack 

state at. The following holds for the stack state at time t:

n = { ,a, I (2.2a)

or, for an empty stack:

a = o (2.2b)
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The sequence of stack states is a homogeneous first order Markov chain [1]; the 

stack state at time t depends on the stack state at time t-1 and the transition 

probabilities from 0^ to at. These transition probabilities are determined by the 

probability distribution of the newly generated packets ßt4 and by how the 

algorithm responds to the conflict of multiplicity wt4 in slot [t-l,t) (see figure 2.1).

level

t-1

t-1

1

0

1

empty

0,t

t

+1

empty 
aPf

wtWM

Figure 2.1 Virtual stack state at time t. ajt Denotes the number of old packets in 

cell i of the virtual stack, ßt the number of new packets, wt the conflict 

multiplicity and pt the stack marker at time t (the beginning of time slot 

[t,t+l)).
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The transition between stack states will shortly be described here for each algorithm 

given an event in the previous time slot.

Algorithm Al:

- Idle slot (wt4=0):

If the stack was empty it stays empty, if it was not, all packets move one level 

down (ai>t=ai+i>t-i, for all i: and the marker decreases by one.

- Successful transmission (wt4>l and one successful transmission):

If the stack was empty the marker increases by one. If the stack was not empty all 

packets stay at the same level and the marker stays unchanged. The lowest level 

will contain aO t= wt4-l (even if wt4=l).

- Failure (wt4>2 and no capture):

All packets at level one and higher (if there) move one level up. Each of the wt4 

packets move to level one with probability ps (summing up to «j t) and stay at 

level zero with probability l-ps (summing up to aOj and aOjt+ a i,t=wt-i)- 

If the stack was empty the marker increases by two, otherwise by one.

Algorithm A2:

- Conflict (wt4>2):

The same transition takes place as when failure occurs using Al. except for the 

fact that if one of the packets was transmitted successfully (capture), wt4-l packets 

are distributed over levels zero and one (if wt4-l = l, the packet will be placed at 

level zero or one).

- no conflict (wt4<l):

The same transition takes place as when an idle slot occurs using Al.
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Algorithm A3:

- Idle slot (wt4=0):

An identical transition takes place as when an idle slot occurs using Al.

- Transmission (wt4>l):

The same applies as when conflict occurs using A2 (if wt4 = 1 the lowest two levels 

will both contain zero packets).

2.4.3 Partitioning of sessions

A session starting at t (the beginning of slot [t,t+l))^consists of those slots needed >■ 

to process the packets at level zero of the virtual stack at time t, plus any new 

packets that may arrive during this session. The packets are considered to be 

processed when they are transmitted successfully^and the packets at level one of the 

virtual stack at time t/ are now ready to be processed (moved to level zero). (In case 

of a one level stack at time t the session ends when the stack becomes empty).

If the stack is empty at time t the session starts with a slot in which only new 

packets are transmitted and ends when the stack becomes empty again (all packets 

arriving intermediately are processed). Such a session is called a basic session. 

The above can also be described in terms of the stack marker.

If pt is not equal to zero (stack not empty) then a session starting at time t consists 

of all slots from t to a time t+ct, where pt+rt equals pt-l for the first time 

(see figure 2.2.a on the next page). If ^=0 (empty stack) then the basic session 

starting at time t consist of all slots from t to a time t+Tt, where pt+ri becomes zero x 

for the first time since t (see figure 2.2.b on the next page). rt is the length of the 

session starting at time t (tt>l). It should now be clear that a session ends after an 

idle slot or a single packet transmission, depending on the algorithm.
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session of length Tt
(a)

(b)

a0, t+T -1 Pt+Tj

^=o

t

-----------  basic session of length Tt  
^0,t+1 &0,t+Tt-1

I ' II 0 or 1 packet 
As I A' I I

B. J W BW 7 ,+ 2

\

Ht+t 
- 0

Figure 2.2 Sessions, (a) (non basic) session and (b) basic session.

|i Is the stack marker ,a0 the number of old packets at level zero of the 

virtual stack and ß the number ef newly arriving packets for each time 

slot. xt is the session length. In the last slot of the session, 0 or 1 packets 

were transmitted (depending on the algorithm).

The first slot of a session is called the initial slot, its conflict multiplicity is called the 

session multiplicity. If a session consists of more than one slot, the slot right after 

the initial slot will be the initial slot of a new session, within this session. This is 
called partitioning of sessions [1],[2] (see figure 2.3 on the next page) and will be 

shortly described here for each algorithm, based on feedback information about the 

initial slot of a session. The reader is supposed to be familiar with the description 

of stack states given in paragraph 2.4.2.
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(basic) session

initial slot upper session lower session

t+1+Tfl

Figure 2.3 Partitioning of a session of length ct starting at t.

The upper session starts at t+1 and is of length rt+1, the lower session 

starts at t+1 + Tt+1 and is of length Tt+1+rt+1.

Algorithm Al:

- Idle slot: Session consists of only the initial slot.

- Successful transmission: Session consists of an initial slot and a new session that 

starts right after the initial slot. l,

Since this new session is dependent of the initial slot it is called the upper session 

of the session^and when it ends the whole session ends. Summarizing, the session 

consists of an initial slot and an upper session.

- Failure: The unsuccessful packets of the initial slot are divided over level zero and 

one of the virtual stack. The packets at level zero (plus any new packets) are 
transmitted in the next slot, thus starting a new session. When this session ends the 

packets placed at level one after the initial slot (plus any new packets), are 

transmitted. Again a new session is started. When this new session ends the whole 
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session ends. Both sessions are dependent of the initial slot and are therefore 

called the upper and lower session (respectively) of the session.

Summarizing, the session consists of an initial slot, an upper session and a lower 

session.

Algorithm A2:

- Conflict: Same partitioning as algorithm Al, failure.

- No conflict: Session consists of only the initial slot.

Algorithm A3:

- Idle slot: Session consists of only the initial slot.

- Transmission: Same partitioning as algorithm Al, failure.

The upper and lower sessions, as mentioned above, are sessions themselves and are 

partitioned in accordance to the same rules.

Basic sessions, although partitioned as any other session, are never part of another 

session; they do not overlap. If a basic session with length rt starts at time t the next 

basic session will start at time t+rt. Basic sessions are independently and identically 

distributed random variables, as are their lengths [1],[2].

2.5 Session Length, Delay, Throughput and Offered Traffic

Let Hk denote the conditional mean of the length of a session^that started at t, 

given a session multiplicity wt=k. Then Hk is given by:

Hk = E { xt I wt = k } (23)

Hk is independent of t.
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In case of a basic session, wt is only inflicted by newly generated packets.

Let pk be the probability idistributionjof the number of newly generated packets (k), 

then the (unconditional) mean length of a basic session, H, is given by.

H = E Pk Hk 
k’O

(2.4)

< since basic sessions do not overlap and are identically and independently
C/ , ,
distributed variables. The number of newly generated packets is assumed to be

Poisson distributed [6],[7], with mean generation rate A packets per time sloty ,

Xk
Pk = — exp(-X)

(2.5)

Let öt denote the total delay of all packets transmitted during a session^that started 

at t. (The delay of one packet is the number of elapsed slots between the moment 

of generation until successful transmission).

Let dk denote the conditional mean of öt, given a session multiplicity wt=k. Then 

dk is given by:

dk = E { 6 ( I wt = k } (2,6)

The mean total delay in a basic session can be calculated similarly to what was done 

for the length of a basic session (equation 2.4); by weighting it with pk.
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Dividing this by the mean number of packets arriving during a basic session (1H), 

yields the mean packet delay D [l]-[3],[5]:

EMi
D = —------  

kH

(2.7)

Successful transmission can happen in one of two ways:

- Only one packet is transmitted in a time slot.
- More then one packet is transmitted and one of those packets captures the 

receiver.

Let Qk be the probability that any one of k arriving packets captures the receiver 

and tk be the probability that k packets are transmitted in a slot (new packets plus 

retransmissions), then the throughput (S,S<1) [6],[7],[8]^can be given by:

5 = t. (2.8)

k«2

Qk will be given in the next chapter, where capture is discussed.

The mean number of packets transmitted per time slot, G, is given by:

G - Ykt, 
t-1

(2.9)
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Let Vj^j denote the mean number of conflicts of'multiplicity k in a session of 

multiplicity m (m packets in initial slot). Then the mean number of conflicts of 

multiplicity k in a basic session can be calculated similarly to what was done for the 

length of a basic session (equation 2.4); by weighting it with pm Dividing this by the 

mean length of a basic session [l],[5]^yields tk:

E P, (2.10)
. m-0

Finding expressions for H, D, S, and G is now reduced to finding expressions for Hk, 

dk and (for each algorithm).

For this purpose, an additional expression is needed.
Let there be 1 packets to be divided over virtual stack levels zero and one and let 

ps be the probability that a packet is moved to level one. Then the probability that 

i packets are moved to level one (and 1-i packets stay at level zero) is given by:

= (') A O-i’Z' <2’u)

The desired expressions for Hk, dk en will be derived for each algorithm [l]-[4], 

by writing them in terms of an initial slot, an upper session and a lower session in 

accordance with the rules described in paragraph 2.4 (partitioning of sessions and 

stack states).
In what follows j will denote the number of newly generated packets (with Poisson 

distribution pj, given by equation 2.5). In the expressions of V^, 0^ is the 

Kronecker delta and is given by:
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ó
1, k=m

. O, k*m

Algorithm Al:

Ho - 1

«i - 1 * E P)

l * (!-<?,) £Ê Pi ’ 

i-o y-o

‘ Ql E Pi ,k i 2 
i-o

d0 - o

dl - Y.PA

k -
k-Q^ (l-Q^Y-^iPi^-i-i * di-i *

* V^Pi^-i-i , k ^2

(2.12)

(2.13a)

(2.13b)

(2.13c)

(2.14a)

(2.14b)

(2.14c)
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kO «>o

»'n = «n * Ef/« ƒ-O

^km = ^km + (1 " 52 ^miPj^k,m-iv + ^k.i^i-0 j-0
+ Q^p/k.^

(2.15a)

(2.15b)

(2.15c)
, m z 2

Equations 2.13a, 2.14a and 2.15a are "idle slot" situations; the session consists of 

only an initial slot.
Equations 2.13b, 2.14b and 2.15b are " successful transmission" situations; the 

session consists of an initial slot and an upper session. The upper session multiplicity 

is only inflicted by new packets.
Equations 2.13c, 2.14c and 2.15c are partly "successful transmission" situations and 

partly "failure" situations. In the first case the session consists of an initial slot and 

an upper session (Q S...). The upper session multiplicity is inflicted by new packets 

(j) and the old packets from the initial slot minus one (the successful packet).

In the latter case (failure) the session consists of an initial slot, an upper session and 

a lower session (both upper and lower session represented in (TQ .) SS-)- 

The upper and lower session multiplicities are inflicted by new (j) and old packets. 

The old packets moved to level one of the virtual stack (i), are retransmitted in the 

initial slot of the lower session, the rest of the old packets (level zero) are 

retransmitted in the initial slot of the upper session.
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In equation 2.14c it should be noted that those packets moved to level one of the 

stack, all have to wait Hk.i+j slots before they are retransmitted (Hk.i+j is the mean 

length of the upper session).
Further, it should be noted that the contribution of the initial slot to the mean 
session length equals one. Its contribution to the mean total delay equals zero if 

k <1 and k-Qk if k >2 (in case of capture k-1 packets have to wait one slot). 

Finally, in the expression for V^, the initial slot is only counted if its multiplicity 

equals the multiplicity which is meant to be counted (m=k).

Algorithm A2:

= ^1= 1
(2.16a)

Hk = 1 +
i-0 j^O

i*0 j-0

(2.16b)

dk = k-Qk *
i^O j-0

- Ê " d-> *•kiZ {U™ 

i»0

vko
(2.18a)
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(2.18b)

i-0 J-C

* Q.E Ë ■mi2 <2'18c)
i-0 j-0

Equations 2.16a, 2.17a, 2.18a and 2.18b are "no conflict" situations; the session 

consists of only an initial slot.
Equations 2.16b, 2.17b and 2.18c are "conflict" situations; the session consists of an 

initial slot, an upper session and a lower session. The only difference with equations 

2.13c, 2.14c and 2.15c is that in case of capture, the successful packets are divided 

over levels zero and one of the virtual stack as well. The contribution of the initial 

slot to the equations is the same as described for algorithm Al.

Algorithm A3:
Equations 2.13a, 2.14a and 2.15a also hold for algorithm A3, since the "idle slot" 

situation is equivalent for both algorithms.
The "transmission" situation of algorithm A3 is equivalent to the conflict situation 

of algorithm A2, in terms of stack state transitions and partitioning. Therefore, 

equations 2.16b, 2.17b and 2.18c also hold for algorithm A3.

In case of a single packet transmission these equations simplify to:

^1 = 1 +
(2.19)
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(2.20)

J-o

(2.21)

f, since the initial slot of both the upper and lower session have zero old packets to 

process.

2.6 Stability of the Stack Algorithm

As discussed in paragraph 2.4, the sequence of stack states is a Markov chain.
It was also shown that basic sessions are independently and identically distributed 

random variables.
If the mean basic session length is finite, the sequence of stack states is renewed at 

the beginning of each basic session (empty stack). Such a process is called a renewal 

process, and the start of a basic session is called a point of regeneration (5).

In [1] it is shown that a necessary condition for the stack algorithm to be stable is 

that the mean basic session length is finite. Then the distribution of stack states (at) 

goes to a stationary one when t goes to infinity. For given ps, algorithm and capture 

model (Qk, see chapter 3), the mean basic session length and mean packet delay will 

only be finite up to a certain packet generation rate, called critical genaration rate
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2.7 Solving the Equations

The equations 2.13 to 2.21 in paragraph 2.5 are all of the form:

(2.22)
, k 2 mxk - + y^aklXl

; for which a solution x = is sought.
a^ Is determined by probabilities P, Q and p, and bk is determined by all known 

values in the equations. The values of a^ are summed for all unknown values of

X1.
For algorithm A2, Xq and xt are already known (m=2), for algorithms Al and A3,

Xq is known (m=l).
In [5] it is shown that a finite solution to equation 2.22 is guaranteed, if a sequence

x° = (xq0^!0^-»0,...) is found which satisfies the following inequalities:

x°k bk + SaHx/° * 0 (2.23)

The sequence x° is an upper bound to the solution x, which is sought. One way of 

solving the equations is to find a lower bound, y°, in addition to the upper bound 

and make the following iteration steps for all k>m, until upper and lower bound are 

sufficiently close (first iteration step n=0):

xk ~bk 2^aklXl
(2.24a)
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yr1 = bk + 'Ew?
(2.24b)

A problem is, that uniqueness is not always guaranteed [5].
Another way of solving the equations is to truncate the system to N values (N 

should be greater or equal to the number of values which are sought).

Equation 2.22 can be rewritten as:

c = (A-F)x
(2.25)

^where c= (-bm,-bm+1,...,-bN)T, x- (Xm^^p-AN)1-

Matrix A is determined by aü (xth row, 1th column) and I equals the identity matrix.

Then x can be found by:

x = (A-iyxc
(2.26)

By examining the shape of matrix A, one may see why truncation is justified. 

Generally speaking, the elements a^ of matrix A, are largely determined by P^, 

Pki and pj. Since in au 1 equals i+j, i is smaller or equal to k and pj decreases 
rapidly with increasing j, A has a nearly triangular shape. In addition, for large k 

and ps unequal to one or zero, Pkk.j and Pki (equation 2.11) will be very small, 

especially for values of i near k. To satisfy this criterium, the closer ps gets to zero 
or one the larger K and thus N should be taken. Hence for large enough N, the Nth 

column of A will contain elements, approximately equal to zero, ensuring accuracy 

(no values of x are left out,- that should be included).
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Having calculated x, the next step is to recalculate x by increasing the number of 

values to which the system is truncated. This is repeated until those values of x ,that 

are needed, sufficiently stay the same.
j£lt turned out that for ps equal to zero or one this method could also be used, 

although the description above implies that for those values of ps N should be 

infinitely large. Another method, to truncate the system to N values and 

subsequently adjust c in equation 2.25 with extrapolated values of (xN+1p£N+2,-), 

showed no significant advantagej.
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3 CAPTURE

3.1 Introduction

When packets are transmitted simultaneously in a time slot, the strongest packet 

may be able to capture a discriminating receiver. This capture effect was used in the 

equations of paragraph 2.5 in terms of Qk; the probability that one of k packets 

captures the receiver.

In this chapter Qk will be exemplified.

The effects of receiver noise and choice of modulation are not taken into 

consideration.

3.2 Defining the Capture Probability

One of k packets is considered to be transmitted successfully, only if its power (Pa) 

exceeds the joint interference power of all other packets (Pn) by at least Zq, during 

a certain section (^j of a time slot. (The one packet to be analyzed is often 

referred to as the testpacket in literature and is called the capture window). Thus, 

the probability of capture, given k arriving packets, [9],[10] may be expressed as:
.... Ä

Qk = k Prob& > zj (3J)

, where Zq is called the capture ratio and
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4-1
p. = y,pi n Z—/ < 

i-1

and

Probl^>^} = {/.^[ff^dP^dP, 

Pn O

(32)

(33)

Pj Is the power of the ith interferer and fa(Pa) and fn(Pn) are the probability density 

functions (p.d.f.’s) of Pa and P^respectively.
The real electromagnetic environment of mobile radio communications introduces 

the capture effect through its fading and path-loss characteristics [11].

(Fast) multipath fading (a.k.a. short term fading) is mainly caused by multipath 

reflections of a transmitted wave by houses, buildings and other man-made 

structures. These reflected waves arrive at the base station with different phases and 

at different angles, causing the received signal envelope to fluctuate rapidly around 

its local mean [11].
Short term fading is modelled by assuming the received signal amplitude (ra), 

conditional to its local mean power (PoJ, to be Rayleigh distributed [9]-[12]:

fO-JPoa) = (X4)

Poa ^Poa

Using the following expression for the instantaneous signal power (pa):
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p.
1 2
2a

(3.5)

yields

f^^Po^ = —exp(-—) 
Poa Poa

(3.6)

0since

/(ral/’oa)|-V^| = MPoa^ 

dPa
(3.7)

(Slow) shadowing (a.k.a. long term fading) is mainly caused by terrain configuration 

(such as hills and mountains) and the man-made environment (such as buildings), 

between base station and the mobile unit.

Therefore, there is a relatively slow statistical variation in local mean power with 

respect to the area mean power, which is determined by the distance between base 

station and the mobile unit.

Shadowing is modelled by assuming a log-normal density function for the local mean 

power, conditional to its area mean power (£a) [10]-[13J:

f^a) =
1 , (ln(poa)-ln«a))\

-------- exp(--------------------------)
^aoaPoa 2aoa

(3.8)

, where a^2 is the logarithmic variance of p^ (aoa is also referred to as shadowing 

spread).
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Assuming similar conditions (such as antenna height and transmitting power [9]) for 

each mobile unit, propagation path loss is mainly determined by the distance 

between base station and mobile unit. It causes packets, coming in from different 

distances to arrive at different power levels. This is called the near-far effect and 

may be described [9],[11],[14], by expressing the area mean power as:

, where y is the path loss exponent, which is considered to be equal to four for 

UHF propagation in cellular radio, and p is the normalized distance between mobile 

unit and base station:

d
P =

(3.10)

In equation 3.10 d is the actual distance and dmax is the radius of the circular area 

with centre at the base station, in which the mobile units are expected to move 

around.
The near-far effect is modelled by a log-normal density function for the area mean 

power, with zero mean and logarithmic variance oda“ (see Appendix A).

-Wa)2
Z«a) = ---------------- exp( (3.11)

The parameter is called the spatial spread.
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In fact, the models (p.d.f.’s) described previousiy^not only hold for the packet which 

is assumed to be the testpacket, but also hold for each of the interfering packets. 

Therefore, the variables indexed a, that came about, will be used for any arriving 

packet.
The models (p.d.f.’s), described for each of the characteristics of a typical mobile 

environment, may be joined together to-determine the combined effects of these 

characteristics on the capture probability. In the following paragraphs the capture 

probability will be described for:

- Multipath (or Rayleigh) fading only

- Shadowing only

- Near-far effect only

- Combined Rayleigh fading and shadowing

- Combined Rayleigh fading and near-far effect

- Combined shadowing and near-far effect

- Combined Rayleigh fading, shadowing and near-far effect

The (combined) power p.d.f. for each individual packet may be used to determine 

the p.d.f. of the joint interference power (fn(Pn)).
In case of a log-normal power p.d.f. for each of the packets, the interference power 

p.d.f. is approximated by another log-normal p.d.f., with mean and variance 

determined according to the method of Schwartz and Yeh [18],[19].
When describing the joint interference power in terms of the instantaneous signal 

power (that is when Rayleigh fading is included), the following two situations may 

occur [9]:
1. The random phase terms of each of the interfering signals vary sufficiently fast 

during the capture time t^ which may be caused by inaccuracies in carrier 

frequencies and Doppler shifts. In that case the interfering packets cumulate 

incoherently.
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2. There is negligible variation in the random phase terms of the interfering signals 

during the capture time t^,. In that case the interfering packets cumulate 

coherently.
The mathematical approaches used in these two cases will be discussed in those 

following paragraphs, where Rayleigh fading is included.

33 Rayleigh Fading Only

In this paragraph, all packets are assumed to have equal local mean power (p^) but 

different instantaneous power (pa). Further, pn will denote the joint instantaneous 

power of all interfering packets.

3.3.1 Incoherent interference cumulation

The p.d.f. of the joint interference power (of the (k-1) packets) is obtained by taking 

the (k-l)-fold convolution of equation 3.6 [9]:

. 1 ^PnlPoat1 , Pn.
f(p ) - -----------------------exp(--------)

pga (fc-2)l Poa

(3.12)

(which is a gamma distribution).

Using equation 3.3 with the following substitutions:

- fn(Pn) f(Pn)
- fa(Pa) -> f(pa) (= ftPalpJ, equation 3.6)

" "* Pa

- Pn Pn
and subsequently using equation 3.1 yields:
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Qk - " <3-13)
V1

3.3.2 Coherent interference cumulation

The p.d.f. of the joint interference power is approximated by [9]:

= -------i------ exp(--------- ) 
^-l)poa ^-\}Poa

(3.14)

Using equation 3.3 with substitutions equal to those made in paragraph 3.3.1 and 

subsequently using equation 3.1 yields:

Qk = (fc-DZoU
(3.15)

Coherent cumulation suggests a smaller likelihood of harmful interference than 

incoherent cumulation, since for the former f(pn) approaches a maximum for 

pn - 0, whereas the latter approaches a minimum.

3.4 Shadowing Only

In this paragraph all packets are assumed to have equal area mean power (Ca) but 

different local mean power (pj with equal logarithmic variance (aoa-). Further, pon 
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will denote the joint local mean power of all interfering packets and the joint 

area mean power of all interfering packets.
Each individual (independent) packet may be modelled according to the log-normal 

p.d.f., given by equation 3.8.
The joint interference power (pon) may be modelled by another log-normal p.d.f., 

with logarithmic variance oon2 and mean lnCn:

= ---------------exp(-
» * ok on

2̂on
(3.16)

Using the method of Schwartz and Yeh [18],[19], yields the values for ln(£n) and 

oon, for given ooa and ln(Ca).

Using equation 3.3 with the following substitutions:

- fn(Pn) -> f(pon)

- fa(Pa) - f(Poa) (=f(Poal equati0n 3-8)

Pn ■* Pon

Pa Poa
(of which the result is given in [13]) and subsequently using equation 3.1 yields.

Qk = ƒ exp(--y)^
727 ... 2

, where

- J— [ exp (-^-) du a P(x)
L 2

(3.16a)

(3.16b)
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, and

InfCJ-WJ-lnfzo)
x = ----------- ---------- (3.16c)

2 2
o +a oa on

Qk may be approximated by making use of an approximation for P(x), given by [20, 

paragraph 26.2.19].

3.5 Near-Far Effect Only

In this paragraph all packets are assumed to have different area mean power (Ca) 

with equal spatial spread (0^3). Further, (n will denote the joint area mean power 

of all interfering packets.
Each individual (independent) packet may be modelled according to the log-normal 

p.d.f. given by equation 3.11.

The joint interference power (£n) may be modelled by another log-normal p.d.f., 

with logarithmic variance adn2 and logarithmic mean mn.

1 /ln«n)-mn)2
= —----------exp(------------------------ (3.17)

The values for odn and mn, can be determined using the method of Schwartz and 

Yeh [18],[19], for given and zero mean.

Using equation 3.3 with the following substitutions:

- f„(P.) - f(Q

- ^a(Pa) - f(Ca) (equation 3.11)
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-Pn-<n

- Pa - C
and subsequently using equation 3.1 yields similar equations to those given in

3.16a&b, only with a different integration interval:

x =
fz T

(3.18)

Qk is approximated using the same method as used in paragraph 3.4.

3.6 Combined Rayleigh Fading and Shadowing

In this paragraph all packets are assumed to have equal area mean power (Ca), but 

different instantaneous power (pa and different local mean power (poa), with equal 

logarithmic variance (Oog2)- Each individual packet may be modelled by combining 

equations 3.6 and 3.8:

oa

f±exp(.^- dp^ (3.19)
0 Poa P°a ^aoa

3.6.1 Incoherent interference cumulation

When using the p.d.f. given by equation 3.19 for each interfering packet, according 

to [10] the p.d.f. may be approximated by a log-normal p.d.f. with logarithmic 

variance:
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2 2O = °oa + ln(2)
(3.20)

and area mean power:

( = S (3.21)

72

The p.d.f. of the joint instantaneous interference power (pn) may then be given by 

again a log-normal p.d.f., with logarithmic variance an" and logarithmic area mean 

ln(£n), obtained using the method of Schwartz and Yeh [18],[19], for given o and 

ln(O.

Hence:

w • 1 , -- -------- exp(-
^Pnan

(MpJ-ln«.))2 (3.22)

Using equation 3.3 with the following substitutions

- fn(Pn) - f(Pn) (equation 3.22)

- fa(pa) f(Pa) (equation 3.19)

- Pn - Pn

- Pa - pa
yields:
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Prob{—>zo} = 
Pn

Ü 'f______ 1_____ exp(-A - 

o Op^^^oa0 nPnPoa Poa 2°oa 2°"
(3.23)

After repeated integration of equation 3.23 and using equation 3.1, Qk becomes:

Qk = — ƒ exp(-yv2)f(w)dw

, where [10],[12]:

/(w) = exp{-exp{ln(CB)-ln(Ca) +ln(z0) -w^Co^+a n)}}

(3.24)

(3.25)

3.6.2 Coherent interference cumulation

Using equation 3.14, with substitution of pon (the joint local mean power) for 

(k-ljpoa and equation 3.16, the joint instantaneous interference power p.d.f. may be 

given by:

/o>.) - -U— r 1 ( PnJ — exp (------ --
J _2 n
0 POH

^PoJ-^n^2^
7 *on2oL

(3.26)

£n and oon are determined as discussed in paragraph 3.4.
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Using equation 3.3 with the following substitutions 

- fn(Pn) -» f(pn) 

- fa(Pa) - f(Pa) 

- Pn -* Pn 

- Pa - pa 
yields:

Prob(—>z^} = 
P n

1

2* aoa°on

ƒƒƒƒ

0 0 0 z^^PonP
2 
oa

Pn

P on

1
2

x

^Poa-^z)2

(327)

After repeated integration of equation 3.23, [10],[12] and using equation 3.1, Qk is 

given by equation 3.24, with:

/(w) = 1-----------------------------------------------(3.28)
l + exp(ln«a) -InfCJ -ln(z0) -wy 2(o0a+o0„) )

Equations of the form of equation 3.24 may be numerically approximated using 

Hermite Integration [20],[21]. The integral is written as:

“ n
Jf(w)cxp(-w2)dw = £ VifW (3.29)
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The sample points W; and weight factors Vj can be found in [20, table 25.10].

For a large enough number of samples the remainder R vanishes. The number of 

samples should be increased until the numerical result becomes independent of the 

number of samples.

3.7 Combined Rayleigh Fading and Near-Far Effect

In this paragraph the local mean power (p^) equals the area mean power (£a) for 

each packet. All packets are assumed to have different instantaneous power (pa) 

and different area mean power (Ca), with equal spatial spread (0^)- By combining 

equations 3.6 and 3.11 the p.d.f. of pa is obtained:

f(Pa) =
1 (330)

Qk is derived using the method described in paragraph 3.6 for both incoherent and 

coherent interference cumulation.

3.7.1 Incoherent interference cumulation

For each interfering packet the p.d.f. given by equation 3.30 may be approximated 

by a log-normal p.d.f. with logarithmic variance:

o2 = + ln(2) (331)
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and logarithmic mean:

m = -in(2) (332)

The p.d.f. of the joint instantaneous interference power (pn) is again a log-normal 

p.d.f., with logarithmic variance a J and logarithmic mean mn, obtained using 

Schwartz and Yeh’s method [18],[19], for given o and m:

1W =
(ln(pn)-/nn)2
exp(----------- -------  

2°2„
(333)

In accordance with the derivation of paragraph 3.6.1, Qk is given by equation 3.24, 

with:

/(w) = exp{-expim,, +ln(z0) - w^a^+o^) D (334)

3.7.2 Coherent interference cumulation

Using equation 3.14, with substitution of £n (the joint area mean power) for (k-1 jp^ 

and using equation 3.17, the joint instantaneous interference power p.d.f. is given 

by:

2a dn
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where mn and odn are determined as discussed in paragraph 3.5.

In accordance with the derivation of paragraph 3.6.2, Qk is given by equation 3.24, 

with:

=1--------------------—,
l + exp(-mfl-ln(zo)-wy2(oda+aiin) )

(336)

Again Hermite integration is used to find approximated values for Q^.

3.8 Combined Shadowing and Near-Far Effect

In this paragraph, all packets are assumed to have different local mean power (p^), 

with equal logarithmic variance (Ooa") and different area mean power (Ca), with 

equal spatial spread (0^).

By combining equations 3.8 and 3.11 the p.d.f. of p^ is obtained:

=
1 r ± exp(_ «2)

(337)

, which becomes:

f^Pj =
1 r (to/’J2

-------  —----- exp (-------------- —
Poa 2(0oa + °da)

(338)
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Hence, is -described by a log-normal p.d.f. with zero mean and logarithmic 
2 2variance oM +0^ .

Qk Is derived using the same method as described in paragraph 3.5. Hence, Qk is 

given by equations 3.16a&b and:

2 2 2“
oa + ^ da + ^ on

(339)

Where mn and aon2 are the logarithmic mean and logarithmic variance respectively, 

of the joint interference power p.d.f. (f(pon)), obtained using Schwartz and Yeh s 

method [18],[19], for given spread and zero mean.

3.9 Combined Rayleigh Fading, Shadowing and Near-Far Effect

In this paragraph, all packets are assumed to have different instantaneous power 

(pa), different local mean power (p^), with equal logarithmic variance (ooa“) and 

different area mean power (Ca), with equal spatial spread (0^).

By combining equations 3.6 and 3.38 the p.d.f. of pa is obtained:

fkPa) = --------/ ..— ƒ-TexP(~"
° P°a

(^a)2
) dpoa (3.40)

Qk is derived using the method described in paragraph 3.6 for both incoherent and 

coherent interference cumulation.
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3.9.1 Incoherent interference cumulation

For each interfering packet the p.d.f. given by equation 3.40 may be approximated 

by a log-normal p.d.f. with logarithmic variance

°2 = a2a + oL+ln(2) (3.41)

and logarithmic mean

m = -lln(2) P-«)

The p.d.f. of the joint instantaneous interference power (pn) is again a log-normal 

p.d.f., with logarithmic variance on2 and logarithmic mean mn, obtained using 

Schwartz and Yeh’s method [18],[19], for given a and m.

This p.d.f. is given by equation 3.33,

In accordance with the derivation of paragraph 3.6.1, Qk is given by equation 3.24, 

with:

/(w) = exp{-exp{7nn + ln(zo)-w^2(o^+ö^+o^) }} (3.43)

3.9.2 Coherent interference cumulation

The joint instantaneous interference power p.d.f. is given by:

Capture 42



w - 

» on

7 1 , P.
exp (------ ------------- ---------)dPon

o Pon Pan 2aOH

(3.44)

where mn and aon are determined as discussed in paragraph 3.8 and pon is the joint 

local mean power.
In accordance with the derivation of paragraph 3.6.2, Qk is given by equation 3.24, 

with:

/(w) = 1-----------------------------1 , — (3.45)

1 +exp(-mn-]n(zo)-w^2(ooa+ada+aOn') )

Again Hermite integration is used to find approximated values for Qk.

3.10 Conclusion

The method of Schwartz and Yeh, as frequently used in the previous paragraphs, 

determines the logarithmic mean and logarithmic variance of n log-normal variables, 

given their individual logarithmic mean and logarithmic variance as input. An 

increase in the logarithmic mean (input) gives an equal increase in the joint 

logarithmic mean (output).
Logarithmic mean and joint logarithmic mean are subtracted in those capture 

models where shadowing is included. In those cases the choice of logarithmic mean 

(as input) will have no effect on the capture probability. By assuming the area 

logarithmic mean (In£a) to be zero in case of shadowing, it may be seen that the 
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influence of shadowing and the near-far effect is fully determined by the equations 

given for their combined effect (with or without Rayleigh fading).

Expressing the total logarithmic variance as:

2 2 2
° = Ooa + Oda

(3.46)

, one of them may be excluded by setting the corresponding logarithmic variance to 

zero (aoa2=0 to exclude shadowing and oda2=0 to exclude the near-far effect). 

When they are both excluded the above does not hold and the equations given for 

Rayleigh fading only are used.
Equation 3.46 also shows that by combining the near-far effect and shadowing the 

total logarithmic variance is increased.
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4 COMPUTATIONAL RESULTS

The results are given for a capture ratio of zo=4.0 (6.0 dB). Shadowing will be 

modelled using a shadowing spread of dB. The near-far effect will be 

modelled using a spatial spread of 0^=8 dB. (If both shadowing and near-far effect 

are included in a capture model, this results in a total spread of 10 dB).

Figure 4.1 depicts Xcr (the critical generation rate) as a function of ps (the 

probability that a packet is moved to stack level one after a conflict), for all three 

algorithms (Al, A2 and A3) and for combined coherent Rayleigh fading, shadowing 

and near far-effect. Figure 4.2 depicts the incoherent counterpart of figure 4.1.

A1

A3

0 _ 
0.00

Figure 4.1 Critical generation rate (X^ in packets/slot) as a function of the 

probability that a packet is moved to stack level one after a conflict 

(ps), for all three algorithms (Al, A2 and A3) and for combined 

coherent Rayleigh fading, shadowing (003=6 dB) and near-far effect 

(Oda=8 dB).
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Figure 4.2 Critical generation rate (lcr, in packets/slot) as a function of the 

probability that a packet is moved to stack level one after a conflict 

(ps), for all three algorithms (Al, A2 and A3) and for combined 

incoherent Rayleigh fading, shadowing (<Joa=6 dB) and near-far effect 

(Oda=8 dB).

Figure 4.1 and 4.2 show that the critical generation rate has a maximum for ps-0.5 

By comparing these two figures it is seen that the coherent case has higher critical 

values than the incoherent case for all ps and for each algorithm.
Figure 4.3 shows D (the mean packet delay) as a function of ps, for combined 

coherent Rayleigh fading, shadowing and near-far effect. For algorithms Al and A2 

a mean generation rate (A.) of 0.5 packets per slot is used, for algorithm A3 a mean 

generation rate of 0.4 packets per slot. The figure shows that for algorithm Al and 

A2, the delay has its minimum at approx. ps=0.45, but hardly increases around that 
value of ps. For A3 the delay has a minimum around ps=0.25, slowly increasing for 

increasing ps. Figures 4.1-4.3 show that the algorithms have best overall performance 

for ps=0.5. Therefore throughput and delay curves will be given for this value of ps.
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Figure 4.3 Mean packet delay (D, in slots/packet) as a function of the probability 

that a packet is moved to stack level one after a conflict (ps), for all 

three algorithms (Al, A2 and A3) and for combined coherent 

Rayleigh fading, shadowing (003=6 dB) and near-far effect 

(Oda=8 dB). For Al and A2 a mean generation rate (X) of 0.5 packets 

per slot is used, for A3 a mean generation rate of 0.4 packets per slot.

Figure 4.4 depicts the throughput (S) as a function of the mean total transmission 

rate (G), for each algorithm (Al, A2 and A3, with ps=0.5) and for the ALOHA 

algorithm. The capture model includes coherent Rayleigh fading, shadowing and the p 

near-far effect. Figure 4.5 depicts D as a function of X, for each algorithm, using the 

same capture model. The incoherent counterparts of figure 4.4 and 4.5 are shown 

in figure 4.6 and figure 4.7. In appendix B, throughput curves are given for all other 

capture models discussed in chapter 3 (the delay curves are all of the form of figure 

4.5 and 4.7; towards the critical generation rate the delay grows to infinity).

The calculated throughput equalled the mean generation rate, for all values up to 

the critical generation rate. Hence, the critical generation rate is the maximum 

throughput given for each algorithm in each of those figures.
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Figure 4.4 Throughput (S, in packets/slot) as a function of the mean total 

transmission rate (G, in packets/slot), for each algorithm (Al, A2 and 

A3, with ps=0.5) and for the ALOHA algorithm. The capture model 

includes coherent Rayleigh fading, shadowing (^0^=6 dB) and near-far 

effect (002=8 dB).
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Figure 4.5 Mean delay (D, in slots/packet) as a function of the mean generation 

rate (A., in packets/slot), for each algorithm (Al, A2 and A3, with 

ps=0.5). The capture model includes coherent Rayleigh fading, 

shadowing (0^=6 dB) and near-far effect (oda=8 dB).
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Figure 4.6 Throughput (S, in packets/slot) as a function of the mean total 

transmission rate (G, in packets/slot), for each algorithm (Al, A2 and 

A3, with ps=0.5) and for the ALOHA algorithm. The capture model 

includes incoherent Rayleigh fading, shadowing (003=6 dB) and near- 

far effect (oda=8 dB).
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Figure 4.7 Mean delay (D, in slots/packet) as a function of the mean generation 

rate (A., in packets/slot), for each algorithm (Al, A2 and A3, with 

ps=0.5). The capture model includes incoherent Rayleigh fading, 

shadowing (003=6 dB) and near-far effect (0^=8 dB).
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The figures in this chapter and in appendix B show that algorithm A2 performs best 

of all three versions of the stack algorithm (highest throughputs, highest critical 

generation rates and lowest delays). Algorithm A3 has highest delays and lowest 

critical generation rates. Up to those rates the throughput curves of A3 follow the 

corresponding curves of algorithm A2.

Comparing the throughput curves of the stack algorithm with those of the ALOHA 

algorithm, assuming there are no discrepancies between the two algorithms in 

modelling the total number of transmissions, the ALOHA algorithm performs 

slightly better than the stack algorithm. However, near the critical generation rates 

of Al and A2, where the throughput of the ALOHA algorithm is about to drop or 

has started to drop, stack algorithms Al and A2 maintain high throughputs. The 

highest achievable throughputs of A2 are higher than those of the ALOHA 

algorithm.

In figures 4.8 and 4.9 the throughput curves of A2 are compared for different 

capture models. Figure 4.8 shows that a higher value of the logarithmic variance 

leads to higher throughputs. (Coherent Rayleigh fading was added to figure 4.8 to 

form a reference point for figure 4.9). Figure 4.9 shows that coherent Rayleigh 

fading offers higher throughputs than incoherent Rayleigh fading. From figure 4.8 

and 4.9 it may be concluded that combined effects lead to higher throughputs.
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Figure 4.8 Throughput (S, in packets/slot) as a function of the mean total 

transmission rate (G, in packets/slot), for algorithm A2 with ps=0.5. 

a. Combined shadowing and near far effect (0^=6 dB, 0^=8 dB,

resulting in a total spread of 10 dB) 

b. Near far effect only (0^=8 dB) 

c. Coherent Rayleigh fading only

d. Shadowing only (003=6 dB).
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Figure 4.9 Throughput (S, in packets/slot) as a function of the mean total 

transmission rate (G, in packets/slot), for algorithm A2 with ps=0.5. 

a. Combined coherent Rayleigh fading and shadowing

(<^=6 dB)

b. Combined incoherent Rayleigh fading and shadowing

(003=6 dB)

c. Coherent Rayleigh fading only

d. Incoherent Rayleigh fading only.
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5 CONCLUSIONS AND RECOMMENDATIONS

The performance of the stack algorithm in mobile radio channels with Rayleigh 

fading, shadowing and near-far effect, has been analyzed.
Three versions of the stack algorithm were taken into consideration, each with a 

different ability to distinguish between channel events in a previous time slot. 

The stack algorithm was described as a regenerative process. Throughput and delay 

characteristics have been determined up to a critical generation rate of traffic, 

where the mean packet delay and mean basic session length grow to infinity. 

It was shown that capture models based on combined effects offer higher 

throughputs. For (combined) shadowing and near-far effect it can be said that a 

higher value of the logarithmic variance leads to higher throughputs.

By comparing coherent Rayleigh fading with incoherent Rayleigh fading it was 

shown that the former offers higher throughputs than the latter.

Algorithm A2 has shown to perform better than the other versions.

By comparing the throughput curves of the stack algorithm with those of the 

ALOHA algorithm, under the assumption that there are no discrepancies between 

the two algorithms in modelling the total number of transmissions, it was shown that 

the ALOHA algorithm performs slightly better than the stack algorithm. However, 

near the critical generation rates of Al and A2, where the throughput of the 

ALOHA algorithm is about to drop or has started to drop, stack algorithms Al and 

A2 maintain high throughputs. The highest achievable throughputs of A2 are higher 

than those of the ALOHA algorithm.
Therefore, it is worth developing another model to describe the stack algorithm 

beyond the critical generation rate. Beyond the critical generation rate the stack 

algorithm can no longer be described as a regenerative process, since the 

regeneration cycle (basic session length) is no longer finite.
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The stack algorithm may be modelled by determining tk (the probability that k 

packets are transmitted in a time slot) based on the channel event in the previous 

time slot. The only difficulty in that respect, is to predict what happens if a stack 

level reduction occurs (when zero or one packet is transmitted). The number of 

packets returning from the stack is not simply a function of t^ since not all upper 

sessions that may correspond to k, are equally likely to result in a finite upper 

session.
Choosing an appropriate value of ps should also be reconsidered.

The key factor in maintaining high throughputs is to keep the probability of high 

loads low, since the capture probability decreases with higher conflict multiplicities. 

Up to the critical point this is done by taking ps=0.5, since in that case traffic is 

evenly distributed over time. Beyond the critical point it may be useful to select 

higher values for ps, either to reduce the probability of infinite upper sessions or to 

at least keep the upper session load low.
Another aspect that should be taken into consideration is that a transmitter will not 

allow its packet to get lost on the stack. It is more likely that a transmitter will use 

some (random) time out interval, so that when that interval expires it will transmit 

its packet regardless of at what level it was. In that case the stack algorithm shows 

similarities to the ALOHA algorithm.

A final remark concerns the near-far effect. The near-far effect is notorious for the 

fact that transmitters near the base station are more likely to capture the receiver 

than transmitters far away and that therefore most retransmissions will come from 

further away. One may expect that this will be less so with the stack algorithm. 

When a conflict occurs part of the colliding packets will be sent to stack level one, 

and the other part will be retransmitted immediately. In this, no distinction is made 

between strong or weak packets. All packets sent to level one will have to wait until 

the packets transmitted immediately (weak and strong), are successfully transmitted.
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APPENDIX A SPATIAL DISTRIBUTION OF TRAFFIC

Let Gt denote the total traffic (in packets/slot) offered to the channel and let G(p) 

denote the spatial distribution of traffic per unit area at normalized distance p 

(equation 3.10) then:

Gt = 2nfG(p)pdp 
o

(A.1)

The probability that a packet is transmitted within distance p from the base station 

F(p), may then be given by:

p
(A.2)

, with corresponding p.d.f:

/(p) - ^-«(p)?
Gt

(A3)

Using equation 3.9 and the property

(A.4) 
a
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yields the p.d.f. of the area mean power.
Consider the case of a (quasi-)uniform distribution of traffic over the cell area 

[9],[14],[15].
Then G(p) is (almost) equal to Gt/rc within the cell (p<l) and is (almost) zero 

outside (see fig A.1), and f(p) (almost) equals 2p within the cell and is (almost) zero 

outside.

G(p)

G max

Figure A.1: Distribution of traffic for (a) quasi uniform and (b) log-normal
2 2 distribution. G(p) has maximum at p= exp (-20^ /y )•

A very undesirable and unrealistic property of a (quasi-)uniform distribution over 

the cell area, is that it "allows" packets to be transmitted very close to the station, 

causing infinite area mean power. All moments of the area mean power (E{£a }) 

will be undefined (ftG^^^V1, determined by using equation 3.9 and A.4
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and the fact that f(p)=2p). In that respect, the assumption of a log-normal spatial 

distribution with zero mean is a more realistic one [16]:

/(P) = --------exp{- ■}
V^PC^c/Y) 2(adaM

(A.5)

(ada/Y)2 Is tf16 logarithmic variance, where a^2 is the logarithmic variance of the 

area mean power (var(ln£a) = var(-ylnp) =72var(lnp) [17]).

Using equation A.3, G(p) becomes:

G(P) =
_eXp(- <Ï1SP£) 

o 2 ada 2ada
(A.6)

Now lim^ G(p)=0 (for finite o^). G(p) has a maximum at p=exp(-2ada2/y2), 

hence by choosing a low value for oda packets are assumed to come from far away 

and vice versa (see figure A.1). This makes it possible to examen the near-far effect 

for different types of traffic.

Using equation A.4 and equation 3.9, f(;a) is given by:

ƒ«.) - —1-----exp(-^) (A.7)

V^^^da 20 da

Hence, the area mean power becomes a log-normal random variable with zero 

mean and all moments of the area mean power are finite (equation A.7 is equal to 

equation 3.11).
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APPENDIX B ADDITIONAL RESULTS

This appendix contains additional throughput curves, to the ones given in 
chapter 4.

The results are given for a capture ratio of zo=4.0 (6.0 dB). Shadowing is modelled 

using a shadowing spread of 003=6 dB. The near-far effect is modelled using a 

spatial spread of Cda=8 dB. (If both shadowing and the near-far effect are included 

in a capture model, this results in a total spread of 10 dB). The probability that a 

packet is moved to stack level one after a conflict (ps^ equals 0.5.

0.8

0.7

0.8

0.5

0.4

0.3

0.1

0.5

A3

1.0

A1

A2 ALOHA

2.0

0.0 
0.0

Figure B.l Coherent Rayleigh fading only.
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Figure B.2 Incoherent Rayleigh fading only.
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Figure B.4 Near far effect only.
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Figure B.5 Combined coherent Rayleigh fading and shadowing.
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Figure B.6 Combined incoherent Rayleigh fading and shadowing.
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Figure B.7 Combined coherent Rayleigh fading and near far effect.
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Figure B.8 Combined incoherent Rayleigh fading and near far effect.
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Appendix B 65




