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Abstract

CFD in drinking water treatment

Computational fluid dynamics (CFD) uses advanced numerical models to predict flow,
mixing and (bio)-chemical reactions. In drinking water engineering, CFD is increas-
ingly applied to predict the performance of treatment installations and to optimise
these installations. In this thesis the hydraulics in ozone and UV systems are stud-
ied by means of CFD. A lack of understanding of the hydraulics in drinking water
treatment systems has resulted in suboptimal design of installations. The formation
of unwanted disinfection-by-products and the energy consumption or use of chemicals
is therefore higher than necessary. The aim of this work is to better understand the
hydraulic and (bio)-chemical processes in drinking water treatment installations using
experimental and numerical techniques. By combining these techniques, CFD mod-
elling is further developed as a tool to evaluate the performance of these installations.
This leads to new insights in the applicability of models in ozone and UV systems,
and new insights in design concepts of these systems.

As a starting point of the CFD modelling, a flow model is solved to determine the
velocity fields and turbulent properties inside a system. Using the data from the flow
model, individual particles are tracked, which represent micro-organisms. For the
particle tracking technique, special attention is required to prevent particles from,
unrealistically, accumulating at regions with low diffusion and to prevent them from
virtually crossing the walls. The particle model is combined with a disinfectant or
oxidant calculation (ozone concentration, UV irradiance or hydrogen peroxide). The
disinfectant or oxidant can be integrated over the particle’s trajectory, resulting in
the dose (CT value or UV dose). By using a large number of particles, a distribution
of doses is obtained, which determines the disinfection or oxidation performance. For
a good design of ozone and UV systems, the dose distribution needs to be as narrow
as possible. The residence time distribution (RTD) is insufficient to characterise the
performance of a UV system, because it does not account for the spatial distribution
of UV intensity. For the single cross-flow UV lamp systems, short residence times
were compensated by high UV irradiances, so that systems with a wider RTD showed
a better disinfection performance than systems with a smaller RTD.

The most challenging task is to model the flow field accurately because simplifications
are needed to describe the turbulence. Different modelling approaches were considered
to cope with turbulent flows. A large-eddy simulation technique (LES model) as well
as a Reynolds-averaged Navier-Stokes (RANS) approach with a k-ε turbulence model
(k-ε model) were evaluated. The LES model resolves the large-scale time-varying tur-
bulent motions, whereas the RANS approach solves a time averaged velocity field and
models the turbulent fluctuations by means of an artificial viscosity term. The most
commonly used model in practice is the standard k-ε model, because accurate results
are obtained at reasonable calculation times (of the order of one day). The modelling
approaches were evaluated for a single cross-flow UV lamp system and a bench-scale
UV reactor. We showed that in comparison with experimental data recirculations



were better represented by the LES model, which could have a large impact on the
disinfection prediction. Especially for a single cross-flow UV lamp system with baf-
fles, large recirculations could develop, and the k-ε model largely overestimated the
disinfection. For UV reactors used in practice the geometry is more confined, so that
large recirculations can not develop. The differences between both model approaches
are therefore expected to be smaller. This was demonstrated for the bench-scale UV
reactor, where the k-ε model predicted a 10% higher disinfection level than the LES
model. The choice between a RANS model and a LES model is a trade-off between
accuracy and available computational resources. To evaluate full-scale UV systems
within a few days, one is still obliged to use RANS models, but the limitations of this
modelling approach should be kept in mind.

The hydraulics in water treatment installations can be improved by streamlining the
flow - reducing recirculations - and by increasing the degree of mixing. A high mixing
ensures that regions of low doses are mixed with regions of high doses, resulting in a
narrower dose distribution. A common measure to improve the hydraulics is placing
baffles, which increase the mixing and may streamline the flow. However, the baffles
also cause a recirculation, so the position of the baffle should be chosen carefully. We
showed that placing additional baffles in an ozone contactor resulted in higher disin-
fection levels, because the large recirculations were reduced. For a single cross-flow
UV lamp system, only baffles that were placed a little downstream of the UV lamp
resulted in a higher disinfection performance. In addition, a wide range of UV reac-
tors were assessed by CFD. Although the input parameters such as lamp power, flow
rate and transmittance were the same, the dose distributions differed greatly for the
various UV systems. The best results were obtained by an annular system, designed
as a static mixer with a lamp in the middle, which came closest to the theoretically
perfect hydraulic system (within 10%). Baffles placed in different directions in this
annular system increased the mixing and forced all the particles to come close to the
lamp, resulting in a narrow dose distribution.

In conclusion, CFD modelling proves to be a powerful tool to understand the hydro-
dynamic and (bio)-chemical processes in drinking water systems. If applied properly,
accounting for the complex turbulent motions and validated by experiments, this tool
leads to a better design of UV reactors, ozone systems and other systems dictated by
hydraulics.

Bas Wols
June 2010



Samenvatting

CFD in drinkwaterbehandeling

Computational fluid dynamics (CFD) maakt gebruik van geavanceerde numerieke
modellen om stroming, menging en (bio)-chemische reacties te voorspellen. CFD
wordt in toenemende mate gebruikt in de gezondheidstechniek om de prestaties van
drinkwaterzuiveringsinstallaties te voorspellen en te optimaliseren. In dit proefschrift
is de hydrodynamica van ozon en UV-systemen onderzocht met behulp van CFD. Een
beperkt inzicht in de hydrodynamica in drinkwaterzuiveringsinstallaties heeft gere-
sulteerd in suboptimale ontwerpen van deze installaties. De vorming van ongewenste
bijproducten en het chemicaliën- of energieverbruik is daarom hoger dan noodzake-
lijk. Het doel van dit werk is om de hydraulische en (bio)-chemische processen in
drinkwaterzuiveringsinstallaties beter te begrijpen met behulp van numerieke en ex-
perimentele technieken. Door deze technieken te combineren is het CFD model verder
ontwikkeld als een gereedschap om de prestaties van deze installaties te voorspellen.
Dit leidt weer tot nieuwe inzichten in de toepasbaarheid van modellen in ozon en
UV-systemen, en nieuwe inzichten in het ontwerpen van deze systemen.

De CFD berekening begint met een stromingsmodel, dat de snelheidsvelden en tur-
bulente eigenschappen in het systeem bepaalt. Aan de hand van de resultaten van
het stromingsmodel worden de banen van individuele deeltjes berekend. Deze deeltjes
stellen micro-organismen voor. Voor de deeltjesmethode geldt dat een speciale behan-
deling nodig is om te voorkomen dat deeltjes onrealistisch ophopen in gebieden met
een lage diffusie en om te voorkomen dat deeltjes de (virtuele) wand doorkruisen. Het
deeltjesmodel wordt gecombineerd met de berekening van een desinfectans of oxidator
(ozonconcentratie, UV-straling of waterstofperoxideconcentratie), welke gëıntegreerd
wordt over de baan van het deeltje, wat leidt tot de berekende dosis (CT-waarde
of UV-dosis). Door een groot aantal deeltjes te gebruiken wordt een dosisverdeling
verkregen, waarmee vervolgens de desinfectie of oxidatie berekend kan worden. Voor
een goed ontwerp van ozon- en UV-systemen moet de dosisverdeling zo smal mo-
gelijk zijn. De verblijftijdspreiding geeft onvoldoende informatie om de prestatie van
een UV-systeem te karakteriseren, omdat het geen rekening houdt met de ruimtelijke
verdeling van UV-straling. In de loodrecht-aangestroomd UV-lampsystemen werden
de korte verblijftijden gecompenseerd door een hoge UV-stralingsintensiteit, zodat
voor systemen met een bredere verblijftijdspreiding een betere desinfectie werd voor-
speld dan voor systemen met een smallere verblijftijdspreiding.

De grootste uitdaging is om de stroming nauwkeurig te modelleren, omdat vereen-
voudigingen nodig zijn om de turbulentie te modelleren. Verschillende modellen zijn
daarom gebruikt om de turbulente stroming te beschrijven. Een large-eddy sim-
ulatie (LES) en een Reynolds gemiddelde Navier-Stokes (RANS) aanpak met een
k-ε turbulentiemodel zijn onderzocht. Het LES model lost de grootschalige tijdsaf-
hankelijke turbulente wervels op, terwijl de RANS aanpak een tijdsgemiddeld snel-
heidsveld oplost waarbij de turbulente fluctuaties gemodelleerd zijn als een artificiële
viscositeitsterm. In de praktijk is het k-ε model het meest gebruikte turbulen-



tiemodel, omdat dit model nauwkeurige resultaten geeft binnen acceptabele reken-
tijden (in de orde van een dag). Beide modellen zijn onderzocht voor een enkel
loodrecht-aangestroomd UV-lampsysteem en een bench-scale UV-reactor. In verge-
lijking met experimentele data beschreef het LES model de recirculatiezones beter,
wat een grote invloed kon hebben op de desinfectie voorspelling. Met name voor de
enkel loodrecht-aangestroomd UV-lampsystemen konden grote recirculaties ontwikke-
len met als gevolg dat het k-ε model de desinfectie overschatte. In UV-reactoren uit de
praktijk is minder ruimte beschikbaar voor het ontstaan van grote recirculaties, zodat
de verschillen tussen de modellen naar verwachting kleiner zullen zijn. Dit is aange-
toond voor de bench-scale UV-reactor, waar het k-ε model een 10% hogere desinfectie
voorspelde dan het LES model. De keuze tussen een LES model of een k-ε model zijn
een afweging tussen nauwkeurigheid en beschikbare rekentijd. Om UV-reactoren in
praktijkschaal binnen een paar dagen door te rekenen is men genoodzaakt de RANS
aanpak te kiezen, waarbij men rekening moet houden met de beperkingen van deze
modelaanpak.

De hydraulica in drinkwaterzuiveringsinstallaties kan verbeterd worden door een betere
stroomlijning - reductie van de recirculaties - en door een hogere graad van meng-
ing. Meer menging zorgt ervoor dat gebieden met lage dosis beter gemengd worden
met gebieden met hoge dosis, zodat de dosisverdeling versmalt. Een veelgebruikt
maatregel om de hydraulica te verbeteren is het plaatsen van schotten, welke de
menging bevorderden en voor een betere stroomlijning kunnen zorgen. Maar de
schotten veroorzaken ook een recirculatie, zodat de positie van het schot nauwkeurig
gekozen moet worden. Het is aangetoond voor ozoninstallaties dat extra schotten
hebben geleid tot een hogere desinfectiecapaciteit, omdat de grote recirculaties wer-
den verkleind. In de loodrecht-aangestroomd UV-lampsystemen hebben alleen de
schotten, die een beetje benedenstrooms van de UV-lamp geplaatst werden, geleid
tot een verbetering in desinfectie. Vervolgens is een groot aantal verschillende UV-
reactoren onderzocht met behulp van CFD. Ondanks dat de omstandigheden zoals
lampvermogen, debiet en transmissie van het water hetzelfde waren, was er een groot
verschil in dosisverdeling voor de verschillende UV-systemen. De beste resultaten zijn
verkregen door een annulair systeem, welke ontworpen is als een statische menger met
een lamp in het midden. Dit systeem kwam het dichtst in de buurt van het theoretisch
perfecte hydraulisch systeem (binnen 10%). De schotten in dit annulaire systeem zijn
geplaatst in verschillende richtingen wat zorgt voor een toename in de menging, zodat
alle deeltjes dichtbij de lamp komen, wat resulteert in een smalle dosisverdeling.

Concluderend bewijst CFD dat het een krachtig gereedschap is om de hydrodyna-
mische en (bio)-chemische processen in drinkwaterzuiveringsinstallaties te begrijpen.
Als het goed wordt toegepast, rekening houdend met de complexe turbulente be-
wegingen en gevalideerd door experimenten, helpt dit gereedschap om het ontwerp
van UV-reactoren, ozonsystemen en andere systemen, die sterk door de hydraulica
bepaald worden, te verbeteren.

Bas Wols
Juni 2010
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In the first Chapter a general introduction
about hydraulics and CFD modelling is given,
which is applied to processes in drinking water
treatment, such as disinfection and oxidation. 1

Introduction

1.1 Hydraulics in drinking water engineering

People regard drinking water as one of the basic elements of life and, therefore, want
to have water that is safe and easily available against low costs. The transport of
water is an inevitable prerequisite, since clean water has to be delivered at home.
In the Netherlands nowadays, this means that the water has to be transported from
the source (groundwater or surface water) towards a treatment plant, and from the
treatment plant through the distribution system towards the end-users. Understand-
ing hydrodynamics is therefore essential in order to design and operate an efficient
drinking water system. Moreover, within the treatment plant, processes occur that
are very sensitive to the hydraulics, such as the inactivation of pathogenic micro-
organisms (disinfection). The pathogen has to be in contact with a disinfectant for
a sufficient time (Smeets, 2008), which depends on the movement of the water inside
such a system.

In the Netherlands the water is treated through an approach, which applies mul-
tiple barriers against pathogens. As an example of drinking water engineering the
Leiduin water treatment plant in Amsterdam is considered (Figure 1.1). First, river
water is pre-treated by coagulation, sedimentation and filtration, after which it is
transported to the dunes. The water is extracted from the dunes and treated by
aeration, rapid sand filtration, ozonation, softening, activated carbon filtration and
slow sand filtration. The water is stored in a clear water reservoir, before it is trans-
ported through the distribution network. During the (pre-)treatment in these plants
processes, where the hydraulics play an important role, are:

• Sedimentation. In a settling tank flocks settle to the bottom. The efficacy of
settling depends, next to the characteristics of the flocks, on the flow velocities
in the tank (van der Walt, 2002).

• Filtration. During the backwash, the filter is cleaned by an upwards water flow,
usually combined with air flushing. This results in a complex multi-phase flow of
water and air, where the hydraulics define the efficacy of the cleaning (Schwager
and Boller, 1997). The water that is infiltrated in the dunes flows slowly through
the pores of the sand before it is extracted. Also, for the production of drinking
water, groundwater can be extracted from wells, which influences the natural
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Figure 1.1: Treatment scheme of the Leiduin water treatment plant (Waternet).

groundwater flows. Knowledge on these flows is important, both regarding
quantity (draw down) as well as quality (pollution).

• Mixing and division of flows. Mixers are important to mix chemicals with the
water, for example dosing of coagulants, oxidants, etcetera. The turbulent flows
in the mixer determine the efficacy of the mixer. Flow dividers are used in the
water treatment plant to divide the flow into parallel treatment lanes, and the
local velocities and pressure gradients determine the amount of water that enters
each treatment lane.

• Ozonation. Ozone contactors are widely used for disinfection and oxidation.
The hydraulics are of great importance for the disinfection efficacy of ozone
contactors (Rietveld, 2005; van der Helm, 2007; Smeets, 2008), which will be
topic of this thesis. The hydraulics of the Leiduin ozone contactor are addressed
in Chapter 4.

• Softening in pellet reactors. A complex multi-phase flow (solid-liquid) devel-
ops in pellet reactors, where the water flows interact with the moving pellets.
Understanding these processes helps to improve the efficacy of the reactor (van
Schagen, 2009; Dixon and Nijemeisland, 2001).

• Storage in clear water reservoirs. Hydraulics in the clear water reservoirs deter-
mine the ’age’ of the water in the tank, which is important for the quality of the
water flowing from the tank to the distribution network (van der Walt, 2002).

• Resuspension in the distribution network. The hydraulics (i.e., turbulent in-
tensities) determine if sediments settle in the distribution network or if settled
sediments are resuspended. These processes are important for discoloured water
problems at the tap (Vreeburg, 2007).

Some other drinking water treatment processes, which are not used in the above
mentioned example, are also largely influenced by the hydraulics:
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• Ultraviolet (UV) radiation. UV systems are used to inactivate micro-organisms
or to degrade organic substances (often in combination with hydrogen perox-
ide). The hydraulics are very important for the disinfection and oxidation per-
formance, which will be topic of this thesis in Chapter 5 and 6.

• Membrane filtration (van der Meer, 2003; Verliefde, 2008). The (turbulent) flow
in and around the membrane influences the water flux through the membrane,
a higher degree of turbulence results in a better mixing and therefore a better
performance of the system (Verberk, 2005). Also, stagnant zones may increase
the fouling on the membranes. Optimising the hydraulics by increasing the
mixing and reducing stagnant zones may result in better designs of membrane
filters (Ghidossi et al., 2006).

Understanding the hydraulic processes in the above mentioned systems is of interest
for the more theoretical mind, i.e., for a better notion of the actual process, and
for the more practical mind, i.e., to optimise the process and reduce costs or energy
consumption. The theoretical investigations of the hydraulics and (bio)-chemical pro-
cesses lead to improved modelling of these processes. Moreover, the experimental and
numerical results lead to practical considerations, which are useful for the design of
treatment installations. In this thesis, we will focus on the disinfection and oxidation
processes, but the numerical tools described here could be expanded to the other
water treatment processes as well.

1.2 Disinfection and oxidation treatment

Disinfection of drinking water is required to prevent the outbreak of water-borne
diseases. The disinfection aims to inactivate the micro-organisms, so that they can
no longer infect humans. Different treatment steps are available to disinfect the water,
such as chlorination, ozonation or UV irradiation. In the Netherlands, ozonation and
UV irradiation are both used for disinfection, whereas treatment with chlorine is no
longer applied due to formation of unwanted disinfection by-products. According to
the Dutch drinking water decree (VROM, 2001), the drinking water is considered
safe when the infection risk does not exceed 10−4 pppy, which means that 1 out of 10
000 people per year may become infected from drinking potable water. These strict
requirements often ask for an inactivation target, measured in decimal elimination
(DE), of log 3 (99.9%) or log 4 (99.99%) (Sommer et al., 2008), or sometimes even
more (Smeets, 2008), depending on the quality of the source and disinfection by
other drinking water treatment steps. To reach the disinfection target, each micro-
organism needs to be exposed to a sufficient high amount of disinfectant for a sufficient
length of time. The disinfectant dose (also called CT value for ozone processes,
and UV dose for UV processes), defined as the contact time of a micro-organism
with the disinfectant, is mainly determined by the hydraulics. Due to differences in
water velocities the micro-organisms follow different trajectories in the installation.
Therefore, in combination with the spatial distribution of disinfectant, each micro-
organism receives a different disinfectant dose. The distribution of disinfectant doses
for individual micro-organisms largely determines the efficacy of the disinfection step.



14 Introduction

Oxidation is used to degrade chemical compounds. These compounds are mainly
organic pollutants, such as pesticides, endocrine-disrupting compounds, algae toxins
and pharmaceuticals (Kruithof et al., 2007). Ozone treatment is used as an oxidation
process (besides disinfection), and UV in combination with hydrogen peroxide is used
as an advanced oxidation process. The removal target is less severe for oxidation than
for disinfection, a criterion of around 80% degradation is not uncommon (Kruithof
et al., 2007).

1.2.1 Ozone systems

Ozone systems are widely used for disinfection purposes, but also to oxidise organic
micro-pollutants and to stimulate biological activity in the activated carbon filters
(Rietveld et al., 2008). Other additional benefits of ozone treatment are: oxidation of
reduced metals, reduction in taste, odour and colour of the water. An ozone system
consists of a dosing chamber and some reaction chambers. The ozone gas is usually
dosed to the water by means of a bubble column, where the ozone is dissolved in the
water. The bubble column is followed by a number of contact chambers to ensure
sufficient reaction time. The best disinfection results are reached when the dissolved
ozone is perfectly mixed and the flow in the contact chambers resembles a plug flow.
These criteria are often not met, which could result in reduced performance of the
ozone contactor (Smeets et al., 2006). In the past, little attention was paid to the
flow in ozone systems. It was often treated as a black box, neglecting the local flow
phenomena. But the complex flow patterns with its effect on the disinfection capacity
need to be taken into account. Due to the suboptimal hydraulics, some parts of the
water receive less ozone than other parts of the water. Short-circuit flows in the ozone
contactor are mainly responsible for volumes of water that receive low CT values.

One of the major issues for ozone systems is the formation of bromate, which is a
suspected carcinogenic substance. Bromate is formed when bromide containing water
is treated by ozonation (von Gunten, 2003b). The bromate formation depends on
the bromide concentration in natural water and the CT value. At the Leiduin water
treatment plant (Waternet) pathogen infection risk analysis indicated that improved
disinfection is required (Kappelhof et al., 2007; Smeets, 2008). The formation of dis-
infection by-products prohibits an increase in ozone dosage, so an optimisation of the
hydraulics is required to improve disinfection capacity. Understanding the hydraulics
of ozone systems is therefore of utmost importance.

1.2.2 UV systems

Disinfection by UV radiation and advanced oxidation by UV radiation in combina-
tion with hydrogen peroxide are increasingly being applied in water treatment. A
breakthrough - using UV as a disinfection technology - resulted from the work of
Bolton et al. (1998) and was confirmed by Craik et al. (2000, 2001) who proved that
low pressure UV radiation results in a very effective inactivation of Cryptosporidium
parvum and Giardia lamblia at low UV doses. UV disinfection has also been included
as an accepted process in ”the long term 2 enhanced surface water treatment rule”
(USEPA, 2006b), which describes the regulations for the drinking water treatment in
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the US. The inactivation of micro-organisms by UV radiation is caused by damaging
of the DNA of the cell (or virus), which prevents the micro-organism from multiply-
ing. The maximum absorbance of DNA occurs at a wave length of around 260 nm
(Hijnen et al., 2006). Advanced oxidation by UV and hydrogen peroxide is successful
due to the formation of hydroxyl radicals that degrade organic contaminants (de Laat
et al., 1999).

Two techniques of UV irradiation are used in water treatment: a monochromatic
or low pressure UV lamp and a polychromatic or medium pressure UV lamp (Som-
mer et al., 2008). The low pressure lamp emits radiation at a very narrow range of
wavelengths of around 254 nm (Figure 1.2). The DNA of micro-organisms is most
effectively damaged at these wavelengths, so that the low pressure lamps are often
used for disinfection purposes. The medium pressure emits radiation at a broad range
of wavelengths, mostly between 200 nm and 300 nm. The formation of hydroxyl rad-
icals from hydrogen peroxide by the absorption of photons is more efficient at lower
wavelengths (see Figure 1.2). However, the absorption of UV radiation in the water
is higher at these lower wave lengths. We will focus on the low pressure UV lamps
for disinfection and oxidation, but the tools developed here could be expanded to UV
lamps with a broad wave length spectrum.

Another point of concern is the power consumption of UV lamps, since only approx-
imately 30% of the electrical energy is transformed into UV radiation. Especially for
advanced oxidation, high amounts of electrical power are needed to degrade organic
substances in the water. The effectiveness of the disinfection and oxidation depends
on the spatial distribution of UV radiation and on the hydraulics in the system. Hy-
draulic processes determine the pathways and residence times of micro-organisms as
well as the production of hydroxyl radicals. A large variation exists in the geometries
of UV reactors, which may result in completely different hydraulic processes occur-
ring within each system, and, therefore, disinfection and oxidation performance can
be different.

Figure 1.2: Emission spectrum of a low pressure (LP) and medium pressure (MP) UV lamp;
absorption of UV by hydrogen peroxide, by water, and by DNA of micro-organisms.
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Figure 1.3: Turbulent wake formation for the flow around a cylinder, the flow (coming from
the left) is visualised by coloured dye. An instantaneous dye concentration (left panel) and
a dye concentration averaged during 2 s (right panel) are displayed.

1.3 Hydraulic processes

The term hydraulic or hydrodynamic process - a rather general term - is used here to
represent all the processes that are related to the movement of fluids. One of the most
complex issues is turbulence, a complete description of turbulent flow remains one of
the unsolved problems in physics. In contrast with laminar flows, which are smooth,
orderly and flowing in parallel layers, turbulence is characterised by irregular, chaotic,
rotational, and dissipative behaviour; eddies are formed at many different length scales
(Davidson, 2004). In water treatment installations, the flows are usually turbulent
due to the large dimensions (of the order of meters) and high water velocities (ranging
from 0.1 m/s to 2 m/s). Because of the formation of eddies, turbulent flows have a high
degree of mixing, which is useful in practice. For example, static mixers increase the
turbulent intensities to create a high level of mixing. The mixing is usually described
as an eddy viscosity process, which is in fact not a proper physical concept because it is
a property of the flow and not of the fluid, such as molecular viscosity. Nevertheless,
describing the mixing of turbulent motions by an eddy viscosity coefficient is very
successful and is used in many applications (Launder and Spalding, 1974). Some
computational fluid dynamics (CFD) models have turbulence models (e.g., k-ε model)
that use this approach. An example of a turbulent flow is shown in Figure 1.3, where
the turbulent wake behind a cylinder is visualised by dye (potassium permanganate).
The different length scales of the turbulent eddies can be clearly seen.

Another important hydraulic property is a recirculation zone or separation bubble,
also called wake region. A recirculation zone develops when the flow becomes detached
from a surface, which occurs for example downstream of a baffle or cylinder. As a
result, a large separation zone may develop with reversing flow directions. Residence
times are large for the water trapped inside such a separation bubble. The size of the
recirculation zone is sensitive to the upstream flow conditions and Reynolds number
(Hanjalić and Jakirlić, 1998).

Short-circuiting occurs when parts of the water travel rapidly through the reactor,
and, as a result, these parts receive insufficient disinfectant dose. These short-circuits
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are unfavourable for the disinfection performance because a small volume with insuf-
ficient disinfection may impact the total disinfection of the system considerably. For
example, a short-circuit flow of 1% of the total flow rate limits the inactivation to a
maximum of log 2.

The residence time distribution is a well-known characterisation of the hydraulics.
This distribution shows the differences in residence times between two points, nor-
mally the inlet and outlet of a flow-through system. Each residence time represent
the travelling time of a water element in the installation, which indicates the presence
of short-circuits and recirculation zones.

1.4 CFD modelling

Ongoing development of computers and software technology allows detailed modelling
of the water flow through reactors and the influence of the hydraulics on physical,
chemical and microbiological processes taking place in the reactors. Computational
fluid dynamics (CFD) is increasingly applied to investigate and optimise hydraulic
processes in a wide range of applications. For example, prediction of meteorological
systems (Kovalets et al., 2008), wind flow and dispersion in urban environments (So-
lazzo et al., 2009), flooding by rivers (Eĺıasson et al., 2007) or predicting the efficacy
of drinking water installations (Craig et al., 2002; Liu and Ducoste, 2006). Using CFD
models enables us to predict the flow and (turbulent) mixing processes at different
levels of detail.

Several studies show that CFD serves as a powerful tool to optimise ozone contac-
tors (Cockx et al., 1999; Huang et al., 2004; Li et al., 2006; Zhang et al., 2007). They
showed that the hydraulics and/or microbial inactivation are improved by changing
the contactor geometry. The disinfection performance of UV reactors were also eval-
uated using CFD (Lyn et al., 1999; Wright and Hargreaves, 2001; Ducoste et al.,
2005; Sozzi and Taghipour, 2006; Pan and Orava, 2007). For disinfection, the spa-
tial distribution of disinfectant (dissolved ozone or UV irradiation) was calculated.
Combined with particle tracking techniques valuable statistics, such as residence time
distribution and disinfectant contact time distribution, were obtained. The above
mentioned authors found differences in the disinfection performance between the var-
ious reactors, which were related to the hydraulics of the systems. Modifications to
the geometry of the reactor, such as baffle plates or rings, can result in an increase
in disinfection capacity (Blatchley III et al., 1998; Chiu et al., 1999). For oxidation
processes, the work of Sozzi and Taghipour (2007) as well as Alpert et al. (2007)
are mentioned. These researchers predicted the conversion of chemical compounds in
annular reactors by UV in combination with hydrogen peroxide. Sozzi and Taghipour
(2007) found that a reactor with hydraulics closer to a plug flow reactor resulted in a
higher conversion of chemical compounds.

The most challenging part of the simulation is to predict the flow fields correctly. The
complex turbulent flows require a detailed numerical modelling to resolve all the rele-
vant turbulent scales, which results in long and expensive computations. These kinds
of simulations, known as direct numerical simulations, are impossible to perform with
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the present day computers - even for a bench-scale installation the simulation time
would typically be of the order of 10-100 years (Davidson, 2004). A more simplified
but still accurate simulation is the large-eddy simulation (LES) technique, which re-
solves only the larger turbulent eddies (Moeng, 1984). The LES still requires extensive
computational resources and is therefore not often used in the engineering practice.
Simplified turbulence models (such as the k-ε model), using the Reynolds-averaged
Navier-Stokes (RANS) equations, are more often used in practice. These types of
models use an averaged velocity field and the concept of eddy viscosity, which models
the fluctuating turbulent motions as an averaged viscosity coefficient. Consider again
Figure 1.3, which shows that a time-averaged picture of the dye concentration (right
panel) is a poor measure of the instantaneous dye concentration (left panel). As a
consequence, the flow fields are often predicted less accurately, especially around com-
plex geometries. A system with UV lamps placed perpendicular to the flow direction
is such a complex geometry, where the lamp forms an obstacle in the flow producing
a complex turbulent flow pattern. Several studies show that the computed velocity
fields in UV reactors may deviate from the measured velocity field (Lyn et al., 1999;
Liu et al., 2007). In this research, more advanced CFD models, such as the large-
eddy simulation, are also explored to assess the accuracy of the available modelling
techniques with respect to the flow fields, and to show how the inaccuracies in the
calculated flow field influence the disinfection prediction (Chapter 5 and 6).

1.4.1 The need for experiments

A comparison between experimental and numerical work is shown in Table 1.1. Ex-
periments determine the flow and (bio)-chemical properties of a system, whereas CFD
models predict them. Experiments are mostly conducted at a laboratory scale. Al-
though all the required physical and (bio)-chemical processes are present in the exper-
iment, due to practical limitations, the measuring devices can only determine a small
number of physical or (bio)-chemical variables. In the CFD model, a full-scale instal-
lation can be modelled more easily and a large number of physical and (bio)-chemical
variables can be predicted at a high resolution, although not all the relevant length
and time scales can be resolved in the CFD model. Also, geometric modifications can
be assessed easily, which makes CFD modelling a powerful tool for optimisation. In
contrast, modifying the geometry in an experiment is time-consuming and expensive.
The range of operating conditions in the experiment is limited, whereas the CFD
model is more flexible in applying different operating conditions, including the real
(full-scale) conditions that are often not possible in a down-scaled experiment. Con-
ducting the experiments is usually expensive and time-consuming, whereas simulating
with CFD is relatively cheap (Hilgenstock and Ernst, 1996), although it may still be
time-consuming. In the end, despite the advantages of the CFD model, the mod-
elling results are less accurate than the experimental results, since assumptions are
made to model the turbulence, and only a limited number of (bio)-chemical reactions
can be resolved. Therefore, experiments are still needed for a better understanding
of the physical and chemical processes as well as for validation of the CFD mod-
els. The combination of CFD with experiments is therefore recommended, because it
provides a complete picture of the hydraulic processes in an installation. Moreover,
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once the model is validated for a certain installation, the CFD model can be used to
optimise the installations with respect to energy consumption, use of chemicals, and
disinfection or oxidation efficacy.

Table 1.1: Comparison between experimental and numerical techniques.

Experiments CFD models

All the relevant length and time scales Only the larger length and time scales
All the relevant (bio)-chemical reactions Small number of (bio)-chemical reactions
Limited number of variables can be mea-
sured simultaneously

Larger number of variables can be com-
puted simultaneously

Laboratory-scale Full-scale
Fixed geometry Geometric modifications
Limited range of operating conditions All realistic operating conditions
Expensive and time-consuming Relatively cheap
Very accurate Less accurate

1.5 Aim and outline of this thesis

The aim of this work is to better understand the hydraulic and (bio)-chemical pro-
cesses in drinking water treatment installations using experimental and numerical
techniques. By combining these techniques, computational fluid dynamics modelling
is further developed as a tool to evaluate the performance of these installations. This
leads to new insights in the applicability of models in ozone and UV systems, and new
insights in design concepts of these systems. The major focus is on the hydraulics,
studied by various experimental techniques and CFD modelling. It is also investigated
in which detail the velocity fields need to be resolved by the numerical model in order
to obtain an accurate prediction for the disinfection and oxidation. The validation
of the CFD models for different physical and (bio)-chemical processes is therefore a
crucial part.

The techniques used to numerically model the flow, mixing and reaction are described
in Chapter 2. These modelling tools form the starting point of the CFD predictions,
and can in general be used for systems where hydraulics processes combined with
(bio)-chemical reactions play an important role. A particle tracking technique is an
essential part of the CFD modelling, and is treated more extensively in Chapter
3. This technique models the movement of passive particles, i.e, particles that move
entirely with the flow. Different numerical schemes are discussed to model the particle
movements precisely and to prevent particles from crossing closed boundaries. Using
these modelling tools, the performance of ozone and UV systems with respect to
disinfection and oxidation are predicted in the following chapters. These chapters
have a similar structure, starting with the presentation of measurements that are
used for a better understanding of the hydraulics and for validation of the numerical
models. The results of the measurements are followed by the results of the CFD
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model, mesh independency tests and validation tests. Using the validated model, the
design of new or optimised systems are investigated by CFD. Also, different modelling
techniques for the various applications are assessed.

The first application of the CFD model is the simulation of an ozone contactor,
described in Chapter 4. The residence time distributions predicted by the CFD
model are validated by measurements in a full-scale ozone contactor (Leiduin water
treatment plant, Waternet). Furthermore, the hydraulics are optimised using the
CFD model by adjusting the geometry. Because various techniques exist that predict
the disinfection of ozone systems, ranging from analytical models to CFD models, a
thorough assessment is made of all the disinfection prediction methods using the CFD
results of the different ozone contactor geometries.

Large-scale UV systems usually contain a number of cylindrical UV lamps placed
perpendicular to the flow direction. In these systems the lamps cause a distortion
of the otherwise straight flow. An important feature is the recirculation zone that
develops downstream of the circular UV lamp, where the residence times are larger
than in the main flow region. The difficulties regarding the modelling of the wake
region are an important challenge for the CFD models. Therefore, the wake region
of a single UV lamp is thoroughly investigated in Chapter 5, experimentally and
numerically. A single cross-flow UV lamp is considered, and hydraulic modifications
aimed at reducing the recirculation zone are investigated experimentally. For the
numerical modelling, both the standard k-ε model and the LES model are evaluated.
The experimental results provide an extensive validation for the CFD modelling. By
considering a small part of a full-scale UV reactor in detail, such as the flow field
around a single UV lamp, the reliability of different CFD models is further clarified.
The aim is to assess the accuracy of the available modelling techniques with respect
to the flow fields, and to explore how the inaccuracies in the calculated flow field
influence the disinfection prediction.

Next to the simplified cross-flow UV system, a bench-scale UV reactor, which is
more representative for UV reactors used in practice, is investigated experimentally
and numerically in Chapter 6. A large set of experimental data - flow fields, res-
idence time distributions, dose distributions and microbial inactivation - allows to
make a complete validation of the bench-scale reactor. Using the validated model, a
systematic approach for the design of UV reactors is followed. A large set of different
UV reactors is assessed. Also, design aspects such as placing mirrors, determining
the lamp size and placing reactors in series are considered. The various designs are
evaluated on the basis of the following criteria: disinfection performance, oxidation
performance and energy consumption. The potential for energy reduction by opti-
mising the hydraulics for existing UV reactors and new reactor designs is explored as
well.

In Chapter 7 the results are summarised and conclusions are drawn.



This chapter provides an overview of the tools
to model flow, mixing and reaction, which are
required to predict the performance of water
treatment systems. 2
Modelling tools for flow, mixing and reaction

2.1 Introduction

Computational fluid dynamics are used to model the disinfection and oxidation per-
formance of ozone or UV systems. A number of sub models needs to be solved to
come to this prediction (Figure 2.1). There is a hierarchy in the modelling, each sub
model requires information from the model(s) above.

A flow model is the starting point of the CFD calculation, which determines the
velocity fields and turbulent properties inside a system. The most challenging task is
to model the flow field accurately because simplifications are needed to describe the
turbulence. Different modelling approaches are described in §2.2 to cope with tur-
bulent flows. Experimental validation is then essential to get to a proper numerical
modelling, which can for example be done by laser Doppler anemometry (LDA), par-
ticle image velocimetry or acoustic Doppler velocimetry. In this thesis, the hydraulics
of different UV systems were validated by LDA measurements.

From the results of the flow model, a tracer transport model is used to determine
a residence time distribution (§2.3). In the Eulerian approach concentrations are
calculated on a fixed computational mesh, whereas in the Lagrangian approach indi-
vidual particles are tracked. The latter approach will be further discussed in Chapter
3. Experimental validation of the calculated residence times is conducted by tracer
experiments, where a passive tracer (for example sodium chloride, fluoride or dye) is
released into the system. These kinds of measurements were conducted here for an
ozone system as well as for a UV system.

The next step is to describe the physical and chemical processes that are respon-
sible for the disinfection or oxidation, explained in §2.4. The processes used here are
UV irradiation and ozonation. In combination with particle tracking techniques, the
physical or chemical variable is integrated over the particle path, which results in a
dose (UV dose or CT value) for each particle. An example of a validation technique
for the predicted doses is Lagrangian actinometry, where the UV doses received by
microspheres are measured (Blatchley III et al., 2008).

Next, the effects on the water quality are evaluated (§2.5) by calculating the in-
activation of micro-organisms or conversion of a chemical compound. The predicted
inactivation or oxidation can be validated by measurements of the inactivation of
micro-organisms (biodosimetry) or degradation of compounds. These measurements
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were conducted for a bench-scale UV reactor, described in Chapter 6.
Also, instead of using a complex and expensive CFD model, more simplified models

exist to predict the disinfection or oxidation. These models are discussed in §2.6 and
an assessment of these models is made for the ozone contactor in Chapter 4. Finally,
typical parameters used for the design and operation UV systems are introduced in
§2.7.

Figure 2.1: Overview of the sub models required to predict the performance of drinking
water treatment systems.

2.2 Flow model

The starting point of the modelling is the flow model. The equations that describe
the flow of fluids are the continuity equation (mass conservation) and Navier-Stokes
equations (momentum conservation), which is derived from Newton’s second law. The
velocities, pressures and turbulent properties are solved on a computational mesh.

Modelling turbulent flows is a complicated issue because turbulent motions stretch
out over a large range of length scales. Solving all the turbulent length scales on the
computational mesh requires very high computational times. Turbulence models are
therefore used to reduce computational times at a cost of less accurate solutions.
Therefore, two modelling approaches were used that differ by the amount of resolved
details of the turbulent motions (Appendix A). One type solves the Reynolds-averaged
Navier-Stokes equations (RANS) and uses a specific turbulence model that captures
the time-varying turbulent motions in averaged parameters. Here, a 2 parameter
turbulence model is used: the standard k-ε model, which is the most well-known tur-
bulence model. From now on, the RANS approach with the k-ε turbulence model will
be referred to as k-ε model. This model is most often used for engineering applica-



2.2. Flow model 23

tions. The time-varying turbulent motions are captured in the averaged parameters
k, expressing the turbulent kinetic energy, and ε, expressing the dissipation of turbu-
lent kinetic energy. Results can be obtained at acceptable computational costs (e.g.,
within 1 or 2 days on a present day workstation). For that reason, these types of
models are most often used for the design or optimisation of large-scale installations,
such as UV reactors. The standard k-ε model is used, which uses the commonly
used values for the constants in the model obtained from experiments (Launder and
Spalding, 1974).

Figure 2.2: Differences in velocity field between the LES model (upper panel) and k-ε model
(lower panel).

Another approach, the large-eddy simulation technique (Moeng, 1984) has much
higher computational costs (e.g., within 1 or 2 weeks on 4 computational nodes),
but more detailed and accurate results are obtained, because the time-varying tur-
bulent motions are resolved. The large-eddy simulation, from now on LES model,
resolves the large-scale turbulent eddies (length scale of the order of the mesh size
and larger), whereas the small-scale turbulent eddies are modelled using a subgrid-
scale model. A filtered Navier-Stokes equation is therefore solved with an additional
subgrid-scale stress term, which accounts for the unresolved turbulent length scales
by means of an eddy viscosity. The commonly used Smagorinsky subgrid-scale model
was implemented here (Appendix A), where the Smagorinsky constant was taken as
Cs = 0.1. Complex geometries can be implemented by an immersed boundary method
(IBM), which forces velocities to be zero at the walls. This wall can be of arbitrary
shape and does not have to be grid-aligned. More details on the LES model and the
applied IBM method are provided by van Balen et al. (2009). A LES model is often
used as a research tool for a better understanding of local transport mechanisms.

The choice for a k-ε model or a LES model is a trade-off between accuracy and
computational speed. The differences between a LES model and a k-ε model are
further clarified in Figure 2.2 for the flow around a cylinder. The LES model calculates
time-varying velocity fields, which are continuously changing due to the turbulent
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motions; a snap-shot is shown in the upper panel of the Figure. The k-ε model only
calculates a stationary mean velocity field, which always differs significantly from the
unsteady velocity field occurring in reality. Both methods were used here and the
differences between the methods in the application of a UV system were explored
(Chapter 5 and 6).

Different boundary conditions can be imposed in the flow model: at the inlet a
velocity profile is imposed; at the outlet a zero pressure is imposed; solid walls are
treated as logarithmic boundaries: at the wall a no slip condition is described, whereas
at the first grid point a velocity in correspondence with a logarithmic velocity profile
is imposed; free surfaces are treated as a moving free surface or as a rigid lid (free slip
condition).

Different discretisation methods are available, for example the finite-element method,
finite-volume method and finite-difference method. In principle all the methods could
be used: each method has its advantages and disadvantages with no clear preference
for one of the methods. We use a finite-element and a finite-difference model, for
which the choice was made based upon availability of these models, either in a com-
mercial code or in an in-house developed code. Three types of CFD codes were used
here:

• A finite-element code, Finlab (Labeur and Wells, 2007), with a standard k-ε
turbulence model. This model was used for 2D applications because the complex
3D geometries are difficult to handle with this model. Triangular elements were
used.

• A commercial available finite-element package, COMSOL v3.5, with a standard
k-ε turbulence model. This model can handle complex 3D geometries. The flow
domain was discretised with tetrahedrons.

• A finite-difference code (van Balen et al., 2009) was used for the LES model.
The equations were solved on a structured Cartesian grid using finite differences.
A staggered grid was used, where the scalars (pressure, eddy viscosity) were
solved in the middle of the volume and the vectors (velocities) were solved at
the boundaries. Complex geometries can be handled using the IBM method.

2.3 Tracer transport

In the Eulerian approach, the spreading of the tracer is modelled with an advection-
diffusion equation. The advection follows from the velocities calculated by the flow
model. In the case of a k-ε model, the eddy viscosity (νt, [m2/s])is derived from the
turbulent kinetic energy (k, [m2/s2]) and turbulent dissipation (ε, [m2/s3]):

νt =
cµk

2

ε
, (2.1)

where the standard value of 0.09 is used for constant cµ (Launder and Spalding, 1974).
It is assumed that the turbulent Schmidt number is 1, so that the eddy viscosity equals
the eddy diffusivity Dt. In the case of a LES model, the diffusion term is calculated



2.4. Physical or chemical processes 25

using the subgrid-scale viscosity, which represents the advection process by the small-
scale turbulent eddies (Appendix A). The contribution of this term is small with
respect to the contribution of the large-scale turbulent eddies, which are incorporated
in the time-varying velocities.

In the Lagrangian approach, the trajectories of individual particles are calculated.
Fluctuations of the particle motions induced by the turbulent motions mimic the
mixing processes precisely. The particles are uniformly injected at the inflow cross-
section, where the velocity is also uniformly distributed over the cross-section, so
that the ensemble of particles is representative for the fluid volume. The particle
modelling is described in Chapter 3. The residence time distributions obtained from
the ensemble of particles were in correspondence with Eulerian calculations (Chapter
4), indicating that the model gives consistent results.

2.4 Physical or chemical processes

2.4.1 Ozone decay model

The ozone concentration is calculated by means of an advection-diffusion-decay model,
where the ozone consumption is modelled as a first-order decay process. Using the
resolved flow field, an ozone concentration (C) can be determined by solving an
advection-diffusion-decay model. For an incompressible flow, this equation is given
by:

∂C

∂t
+ ui

∂C

∂xi
=

∂

∂xi

(
Dij

∂C

∂xj

)
− ksC, (2.2)

where the Einstein summation convention is used (terms with a repeating index are
summed up), ui is the velocity (m/s) in xi (x, y or z) direction (m), Dij the (eddy)
diffusivity coefficient (m2/s) and ks the first-order ozone decay (1/s). Because the
concentration of micro-organisms is low, it is assumed that the ozone consumption
induced by micro-organisms is negligibly small and the ozone is mainly consumed
by organic matter. Thus, the calculated particle tracks have no effect on the ozone
concentrations. Ozone decay coefficients ranging from 0.001 s-1 to 0.01 s-1 were used
(van der Helm et al., 2007).

2.4.2 UV irradiance model

A multiple segment source summation (MSSS) model was used to determine the UV
irradiance (fluence rate) distribution (Bolton and Stefan, 2002; Liu et al., 2004). The
UV lamps in the water are schematised as a cylindrical quartz tube containing air
and a radiation source in the middle. The radiation source is divided into different
segments in longitudinal direction that irradiate UV in all directions. The optical
pathways of the radiation are refracted at the air-quartz and quartz-water interface.
Snel’s law provides the angles of refraction:

ni sin θi = no sin θo, (2.3)

where ni is the refraction index of the incoming medium, which is crossed by the
optical pathway with an angle of θi normal to the interface. The index o corresponds
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the out coming medium. According to Fresnel’s law, a part of the radiant energy is
reflected at the interface. The reflectance R for unpolarised incident radiant energy
is:

R =
1
2

(
r2
‖ + r2

⊥

)
, (2.4)

where r⊥ is the amplitude of the radiant energy perpendicular to the plane of incidence
and r‖ is the amplitude of the radiant energy parallel to the plane of incidence. These
amplitudes are calculated by:

r‖ =
no cos θi − ni cos θo
ni cos θo + no cos θi

,

r⊥ =
ni cos θi − no cos θo
ni cos θi + no cos θo

.

The UV irradiance is calculated by the inverse square law. For a non-absorbing
medium this results in:

I0 =
P

4πl2
, (2.5)

where I0 is the irradiance without absorption (W/m2) that depends on the length l
of the optical pathway (m) and the power output P of the lamp (W). Absorbance
reduces the irradiance, calculated by the Beer-Lambert law:

U = Tw(λ)
l

l10 , (2.6)

where U is the attenuation factor for the irradiance (I = I0U), Tw(λ) is the trans-
mittance using a 10 mm path length for a given wavelength λ, l is the path length
and l10 equals 10 mm. We also introduce a specific absorbance (α, [m−1]), which is
written as a function of the 10 mm transmittance:

α =
− ln(Tw)

0.01m
. (2.7)

Due to refraction, a focus effect occurs, because the radiant power is concentrated to a
smaller cross-section than in the absence of refraction. According to Liu et al. (2004),
the focus factor Af (-) is defined as the cross-sectional area of a circular segment
derived from two optical pathways divided by such an area without refraction. The
details of the calculation method for the radiation model are explained in Appendix
B. The results of the UV irradiance model were compared to measurements of Liu
et al. (2004). In these measurements, the irradiance intensity was measured in air.
The model showed a good agreement with the measurements (Figure 2.3).

2.4.3 CT value or UV dose

The particle tracks allow for the calculation of the doses (CT value or UV dose) by
integrating the ozone concentration or UV irradiation over each particle path. Using
the particles comes closest to the actual movement of micro-organisms, which are
also discrete particles. Ducoste et al. (2005) and Sozzi and Taghipour (2006) used
this approach to estimate the disinfection performance in UV reactors. By using a
large number of particles, important statistics, such as the distribution of doses, are
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Figure 2.3: Validation of the UV radiation model with measurements in air (Liu et al., 2004)

obtained. This distribution provides crucial insight into the hydraulics of the system
and provides information for the design and optimisation of ozone contactors and UV
systems.

The mean dose can also be calculated by an Eulerian approach, which is referred
to as the Eulerian mean CT value method. The mean dose is calculated from an
advection-diffusion model, where the ozone concentration or UV irradiance is added
as a source term (Zhang et al., 2007), similar as in eq. 2.2. Disadvantage of this
method is that only a mean value is calculated, whereas higher order statistics are
not obtained.

2.5 Effects on water quality

2.5.1 Disinfection model

The simplest disinfection model is the Chick-Watson model, found by Chick (1908)
and Watson (1908):

dN

dt
= −kµCnN, (2.8)

where N is the concentration of micro-organisms (#/L), n is the coefficient of di-
lution, kµ is the inactivation rate (in the case of n = 1: for ozone [L/(mg·s)],
for UV [cm2/mJ]) and C the disinfectant concentration (for ozone [mg/L], for UV
[mW/cm2]). The integrated form yields:

N

N0
= exp (−kµCnt) , (2.9)

where N0 is the initial concentration of micro-organisms. In the case of n = 1, the
disinfection is proportional to Ct - the disinfectant dose. It is known as CT value or
ozone exposure for ozone systems (mg·min/L) and UV dose for UV systems (mJ/cm2).
The Chick-Watson model is often used to predict the inactivation of micro-organisms.
A deviation from this relationship may occur at high inactivation levels, the so-called
tailing, which means that a smaller increase in inactivation is observed at higher UV
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Figure 2.4: Log inactivation as a function of dose described by the Chick-Watson model.

doses. Typically, tailing occurs at log inactivation levels of around 4 to 5. Since the
extent of removal used in this thesis was lower, no tailing is considered here.

Certain classes of micro-organisms start to be inactivated after a threshold disin-
fectant dose, which is represented by the delayed Chick-Watson model. The delayed
Chick-Watson model after integration yields:

N

N0
= exp (−kµ (φ− φ0)) , (2.10)

where φ represents the disinfectant dose and φ0 represents the threshold value. In
Figure 2.4, the log inactivation as a function of CT value or dose is represented for
the different variants of the Chick-Watson model.

The inactivation constant is determined from batch experiments for ozone pro-
cesses and collimated beam experiments for UV processes. An overview of inacti-
vation constants for different micro-organisms is given in Table 2.1. The value for
DEmax represents the maximal log removal after which tailing occurs. The inactiva-
tion constants for disinfection with ozone are temperature dependent, which can be
described by Arrhenius law.

The inactivation of micro-organisms can be determined from the doses calculated
for the particles. This method is denoted as particle tracking method. Summation
over all the particles gives the total inactivation, shown as the fraction of surviving
micro-organisms from the total amount of micro-organisms:

N

N0
=

1
N0

N∑
i=1

exp (−kµ (φi − φ0)) , (2.11)

where φi represents the disinfectant dose of particle i. The total inactivation is usually
presented as a decimal elimination (DE), so that the log inactivation yields:

DE = −10 log
(
N

N0

)
. (2.12)

In the Eulerian direct inactivation method, the inactivation is determined di-
rectly by solving the transport equation for a concentration of micro-organisms N
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Table 2.1: Overview of inactivation constants for ozone and UV

Ozone inactivation kinetics

Reference Micro-organism kµ
† φ0 Temp.

(L/(mg·min)) (mg·min/L) (◦C)

Huang et al. (2004) Cryptosporidium 0.441 0 -
USEPA (2006a) Cryptosporidium 0.24 0 10
Craik (2005) Cryptosporidium 0.852 0 22
Rennecker et al. (1999) Cryptosporidium 0.8 0.74 20
Zhou and Smith (1994) Escherichia coli 499 0 10
von Gunten (2003a) Escherichia coli 130 0 20
von Gunten (2003a) Bacillus subtilis 2.9 2.9 20
AWWA (1991) Giardia lamblia 4.9 0 10

UV inactivation kinetics

Reference Micro-organism kµ
† φ0 DEmax

(cm2/mJ) (mJ/cm2)

Hijnen et al. (2006) Bacillus subtilis 0.132 12.3 4.0
Hijnen et al. (2006) Escherichia coli 1.17 0 6.0
Hijnen et al. (2006) Clostridium p. 0.138 18 3.0
Hijnen et al. (2006) MS2 phage 0.127 0 4.9
Hijnen et al. (2006) Qβ 0.193 0 4.2
Hijnen et al. (2006) T7 0.534 0 4.6
† In literature, the inactivation is sometimes represented as: 10 log

(
N
N0

)
= −kφ, for which the

inactivation constant k differs with a factor of 10 log(e1) from the inactivation constant kµ
used here.

(Huang et al., 2004; Greene et al., 2006). The ozone concentration or UV irradi-
ance multiplied by the inactivation rate constant appears as a source term in the
advection-diffusion equation (2.2). In absence of a velocity and (turbulent) diffusion,
the equation reduces to the classical Chick-Watson equation.

2.5.2 Advanced oxidation model

For the advanced oxidation process, we consider UV in combination with hydrogen
peroxide. Organic compounds can be degraded by the effect of direct photolysis
and/or the reaction with hydroxyl (OH•) radicals. Hydroxyl radicals are formed by
the photolysis of hydrogen peroxide (H2O2). The reaction by photolysis for a certain
compound Ni (organic compound or hydrogen peroxide for example, mol/L) is given
by (Sharpless and Linden, 2003):

d[Ni]
dt

= −ECFD
1− 10−A

A
ΦNi

εNi
[Ni], (2.13)

where Φ represents the quantum yield, ε the molar extinction (L/(mol·cm)) and
A represents the absorbance, which can be calculated from the summation of the
molar extinction times the concentration over all the compounds in the water (A =
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l
∑
εNi [Ni]) or from the 1 cm transmittance (Tw) of the water (A = −10 log(Tw)).

ECFD is the photon flux (mmol/(cm2·s)), for which a unit conversion is needed from
the UV intensity I (mW/cm2) as calculated by the CFD model:

ECFD =
I

NAEf
, (2.14)

where Ef is the energy of a photon (J) and NA represents Avogadro’s number (1/mol).
For the degradation of organic compounds, next to direct photolysis, also a reaction
with OH• radicals occurs, so that the equation for the total reaction of compound
Ni becomes:

d[Ni]
dt

= −ECFD
1− 10−A

A
ΦNiεNi [Ni]− ki[OH•][Ni], (2.15)

where ki represents the reaction rate of contaminant i with OH• radicals (L/mol/s)
and [Ni] the concentration of contaminant i (mol/L). The OH• radicals are formed
by photolysis of hydrogen peroxide, whereas the OH• radicals react with the different
compounds (i) in the water:

d[OH•]
dt

= 2ECFD
1− 10−A

A
ΦH2O2εH2O2 [H2O2]−

∑
ki[Ni][OH•]. (2.16)

The photolysis of hydrogen peroxide results in the formation of two OH• radicals,
which explains the factor two. For the reaction of OH• radicals with compound i it is
assumed that one radical reacts with one compound molecule. The hydroxyl radicals
react very quickly with different contaminants in the water so that a steady-state
concentration of OH• radicals immediately forms (de Laat et al., 1999; Sharpless and
Linden, 2003). The steady-state concentration for the OH• radicals is then calculated
by:

[OH•] = 2ECFD
1− 10−A

A

ΦH2O2εH2O2 [H2O2]∑
ki[Ni]

. (2.17)

The factor
∑
ki[Ni] contains the reactions with all the compounds (including perox-

ide) in the water. Since the number of compounds can be very large, the reactions
with the background components in the water were not individually solved for all the
background components but treated as one overall reaction. This factor should be
determined by collimated beam experiments for each type of water. By substituting
the steady-state OH• radical concentration into eq. 2.15, the conversion of a con-
taminant N0 by direct photolysis and reaction with OH• radicals can be written as:

d[N0]
dt

= −ECFD
1− 10−A

A

(
ΦN0εN0 + 2

ΦH2O2εH2O2 [H2O2]∑
ki[Ni]

k0

)
[N0], (2.18)

where k0 represents the reaction rate of contaminant N0 with OH• radicals. This
equation represents a (pseudo-)first-order reaction.

The hydrogen peroxide concentration can be calculated by solving eq. 2.18 (by
using H2O2 instead of compound N0). In total a system of two differential equations
needs to be solved, for hydrogen peroxide and the compound of interest. However,
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because the reduction of hydrogen peroxide is small, we could also assume that it
remains constant in the calculation. Both approaches were explored in Chapter 5.

The oxidation can be calculated in an Eulerian framework, solving concentrations
of peroxide and organic substances, or in a Lagrangian framework. In the latter,
from the dose calculated for each particle, a UV irradiance and irradiation time was
chosen over which the differential equation for the compound removal (eq. 2.18) was
numerically integrated, resulting in a degradation for each particle. Averaging over
all the particles resulted in the overall degradation by advanced oxidation. In Chapter
5 it is shown that both approaches give similar results. The compound atrazine is
considered in this thesis. In Table 2.2, the reaction constants for peroxide and atrazine
found in literature are shown.

Table 2.2: Overview of reaction constants for the UV/H2O2 process

Reaction H2O2 with OH• kH2O2
† 2.7 · 107 de Laat et al. (1999)

Reaction atrazine with OH• kATZ
† 2.6 · 109 Parsons (2004)

Quantum yield H2O2 ΦH2O2 0.5 de Laat et al. (1999)
Quantum yield atrazine ΦATZ 0.05 Nick et al. (1992)
Molar extinction H2O2 εH2O2

∗ 18.6 de Laat et al. (1999)
Molar extinction atrazine εATZ

∗ 3860 Nick et al. (1992)
† L/mol/s, ∗ L/mol/cm

Diffusion limitation
Diffusion limitation occurs when reaction rates are so high that the supply of reactants
is limited by diffusion. The question is whether this effect is occurring during the UV
advanced oxidation process. Therefore, we consider a small element of water that is
irradiated by UV, and estimate the reaction time scales. The following reactants are
considered:

• OH• radicals are produced when the hydrogen peroxide is irradiated by UV. The
OH• radicals react with substances in the water (hydrogen peroxide, atrazine,
etc.).

• Hydrogen peroxide concentration is lowered due to direct photolysis and reac-
tions of hydrogen peroxide with OH• radicals.

• Contaminant concentration, such as atrazine, is lowered reduced due to direct
photolysis and reactions with OH• radicals.

The concentrations of these substances can be determined from the rate equations
described above. In Figure 2.5 on the left panel, the normalised concentration of
these three reactants are shown as a function of time. This example considered the
degradation of atrazine under realistic conditions (kinetic constants were used from
Table 2.2). The instantaneous OH• radical concentration was obtained by solving
eq. 2.16, whereas the concentration of peroxide as well as atrazine was computed by
solving eq. 2.15 for each compound using the instantaneous concentration of OH•
radicals. In less than 1 · 10−4 s, the OH• radical concentration was constant, which
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Figure 2.5: Left panel: Normalised concentrations of the reactants for a water element
irradiated by UV (5000 mW/cm2). Right panel: The half-life for hydrogen peroxide and
atrazine in a water element as a function of the irradiance. Initial concentration peroxide:
10 mg/L, initial concentration atrazine: 2 µg/L, background reaction rate:

∑
kiNi = 5 · 104

s−1.

was equal to the steady-state concentration given by eq. 2.17. No significant amount
of peroxide or atrazine had reacted in this short time, confirming that it is permitted
to use the steady-state OH• radical concentration. Significant amounts of atrazine
were degraded after 1 · 10−2 s, whereas for the hydrogen peroxide these time scales
were larger. On the right panel of Figure 2.5, the half-lives are shown as a func-
tion of irradiation. By increasing the irradiation, more OH• radicals were formed,
so the atrazine and peroxide were degraded faster. At the highest irradiation level
the time scales were still larger than the turbulent diffusion time scales (Kolmogorov
time scales ∼ 10−3 s), so that diffusion limitation did not play a role for the advanced
oxidation of atrazine. In other words, before the hydrogen peroxide and/or contam-
inant is substantially degraded, hydraulic processes provide fresh concentrations to
the reaction zone, so that there are sufficient reactants available for the OH• radicals
to react with.

2.6 Alternative disinfection models for ozone systems

The accuracy of a disinfection prediction increases by considering an increasing num-
ber of calculated or measured variables, however, at a cost of higher computational
resources. The CFD model with a particle tracking method accounts for most of the
required variables (movement of particles and distribution of ozone concentration),
which results in a distribution of doses. It comes closest to the actual movements of
individual micro-organisms in reality, which is expected to result in the most accu-
rate disinfection prediction. Apart from the CFD modelling approaches, more simple
methods exist in practise to predict the disinfection at much lower computational
costs. For ozone systems, these methods are: the CSTR model, CT10 method, seg-
regated flow analysis and micro mixing analysis. In ”the surface water treatment
rule” (USEPA, 1991), the CT10 method is used to determine the disinfection from
CT tables, and in ”the long term 2 enhanced surface water treatment rule” (USEPA,



2.6. Alternative disinfection models for ozone systems 33

2006b), both the CSTR method and CT10 method are used. The above mentioned
methods will be explained in this section, and will be assessed in Chapter 4 for differ-
ent ozone contactor designs. Next to these methods, an analytical expression for the
maximum disinfection capacity is proposed, which shows the potential improvement
of an ozone system.

2.6.1 Maximum disinfection capacity

From the kinetic constants (inactivation rate constant and ozone decay coefficient)
and the hydraulic residence time, a maximal removal in the case of perfect hydraulics
can be formulated for the ozone system. This is represented by a perfect plug flow
system, where every fluid element receives an equal amount of ozone. For a first-order
ozone decay, the ozone concentration as a function of time is substituted into eq. 2.8
(using n = 1). After division by N , integration from 0 to the mean residence time Th
and substituting the result into eq. 2.12, the maximal log removal becomes (DEmax):

DEmax =10 log(e)
kµC0

ks
(1− exp(−ksTh)) , (2.19)

where Th is the hydraulic residence time (s), which may reduce the maximum log
removal in the case that not all the ozone is consumed in the system.

2.6.2 CSTR method

In the CSTR method, every compartment inside the ozone contactor is regarded
as a CSTR (continuously stirred tank reactor), for which two mass balances are
formulated (Levenspiel, 1972). A mass balance for the disinfectant concentration
and a mass balance for the concentration of micro-organisms are solved in every
CSTR to determine the disinfection capacity. For a number of m CSTRs-in-series,
the disinfectant concentration in CSTR j reads:

Cj
C0

=
1(

1 + Th

m ks
)j , (2.20)

where Cj is the disinfectant concentration in the jth CSTR (mg/L), C0 the initial
concentration of disinfectant (mg/L). From the mass balance of the micro-organisms,
the total inactivation after n CSTRs-in-series is calculated (Smeets et al., 2006):

N

N0
=

m∏
j=1

1
1 + Th

m kµCj
(2.21)

No residence time distributions are needed to calculate the disinfection, although they
can be used as a fit for the number of CSTRs. Variations on this approach exist that
include the modelling of dead zones or short-circuits to reproduce more details of the
complex hydraulics, described by Martin-Dominguez et al. (2005).

2.6.3 CT10 method

In the surface water treatment rule guidance manual (USEPA, 1991), the CT concept
is applied, where the microbial inactivation is calculated from the product of the
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residual ozone outlet concentration and a characteristic dose. For the CT10 method,
the ozone concentrations at different positions in the installation are taken, which
are multiplied by the T10, the time when 10% of the fluid elements have passed
that position. The CT10 is usually calculated at the outlet of each compartment.
The inactivation is then calculated from a summation of the CT10 values at each
compartment:

N

N0
= exp

−kµ m∑
j=1

CjT
j
10

 , (2.22)

where Cj is the ozone concentration (mg/L), T j10 the T10 (s) in compartment j and
m is the number of compartments, over which the CT10 is determined. The T10 can
be estimated in different ways, depending on the information available. For a rough
approximation, a rule of thumb is used that defines the T10 as 60% of the hydraulic
residence time. Tracer measurements or CFD calculations can be used to determine
the T10. The ozone concentrations in the contactor can be determined in different
ways: from measurements, calculated by a first-order decay (in combination with
the mean residence time) or calculated from the CFD calculations. Furthermore, the
ozone concentration of each compartment can be chosen in different ways: the effluent
ozone concentration of a compartment or a concentration averaged over the inlet and
outlet of a compartment (Rakness et al. (2005)). In this thesis, the concentrations
and T10 were calculated from the CFD model, where the concentrations were averaged
over the inlet and the outlet of each compartment.

2.6.4 Segregated flow analysis (SFA) method

The segregated flow analysis is incorporated in the integrated disinfection design
framework, which applies an integrated approach to determine the microbial inacti-
vation (Ducoste et al., 2001). The fluid that enters the installation is divided into
discrete elements, which are large with respect to the molecules and small with respect
to the total volume of the installation. There is no mixing or transfer of material be-
tween these elements; they remain completely segregated. Every fluid element has a
certain residence time, determined from tracer tests or CFD calculations. The ozone
concentration for each fluid element is also determined from the residence time, as-
suming a first-order decay kinetics. From this, the CT value φ(t) is calculated for
each fluid element with residence time t:

φ(t) =
∫ t

0

C(t)dt =
C0

ks
(1− exp(−kst)) . (2.23)

Combining the first-order ozone decay with the Chick-Watson equation, the SFA
calculates the inactivation as a function of residence time in the following manner:

N(t)
N0

= exp
(
kµC0

ks
(1− exp(−kst))

)
. (2.24)

The total inactivation then follows from:

N

N0
=
∫ ∞

0

N(t)
N0

f(t)dt, (2.25)
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where f(t) is the residence time distribution. So, the SFA method only needs a
residence time distribution as an input variable.

2.6.5 Micro-mixing analysis (MMA) method

In contrast with the SFA method, where the flow segments are assumed to remain
completely segregated, the micro-mixing analysis assumes that elements of fluid mix
completely and transfer material between elements on a molecular scale. Instead of the
residence time, the life expectancy λ is used, which is defined as the expected time that
a fluid element will remain in the installation. The life expectancy density distribution
function f(λ) is related to the residence time distribution function f(t), see Zwietering
(1959). The following differential equations describe the ozone concentration and
concentration of micro-organisms (Craik, 2005):

dC

dλ
= −ksC + (C − C0)

f(λ)
1− F (λ)

, (2.26)

dN

dλ
= −kµCN + (N −N0)

f(λ)
1− F (λ)

, (2.27)

where F (λ) is the cumulative life expectancy distribution function. The number of
micro-organisms at the outlet was obtained by solving eq. 2.26 and 2.27 at λ = 0 s,
which is an initial value problem with a negative time step. The boundary condition
at λ = ∞ for these equations are dC

dλ = 0 and dN
dλ = 0, respectively. According

to Zwietering (1959), it is sufficient to start at λ = 4Tm, where the derivatives are
approximately zero. The values of C and N at λ = 4Tm are determined iteratively
using the method of bisection with initial boundaries for both variables of 0.9999 and
0.0001.

2.7 UV parameter study

For the design and operation of UV systems some useful parameters are introduced
here, which were derived from simple mathematical models. A simple expression for
the mean dose is proposed, which estimates the mean dose for an arbitrary system
with a certain lamp power, flow rate and UV absorption in the water. This expression
was also used to normalise the calculated dose from the CFD model. Another im-
portant design parameter for UV systems is the distance between the lamps (quartz
sleeve) and outer wall of the reactor. An expression for this distance depending on
the transmittance of the water is proposed. Lastly, the dose distribution is approxi-
mated by an analytical probability density function. This approach allows to make
simple estimates of the amount of energy that can be saved by narrowing the dose
distribution. In Chapter 6 it is shown that these estimates were comparable to the
results of actual dose distributions calculated by the CFD model for different types
of UV reactors.

2.7.1 Scale factor mean dose

A scale factor for the mean dose is introduced, which gives an indication of the average
dose that could be obtained for a UV reactor with certain operating conditions, such
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as lamp power, flow rate and UV absorption in the water. The calculation was based
upon an annular system (Figure 2.6). We define the lamp radius rlamp as the distance
from the centre of the lamp to the quartz sleeve (m) and R as the distance from the
quartz sleeve to the outer wall of the reactor (m). A fixed flow rate Q is fed into the
system (m3/s), so that the mean velocity (um, [m/s]) yields:

um =
Q

π(2rlampR+R2)
. (2.28)

The irradiance field I (W/m2) as a function of radius r is given by (for a 2D system):

I(r) =
P

2πLr
exp (−α(r − rlamp)) , (2.29)

where P is the total power of the lamp (W) and α is the specific absorbance of the
water (1/m), given by eq. 2.7. Assuming a constant velocity profile (with velocities
equal to um), the dose (D, [J/m2]) as a function of r is calculated by:

D(r) =
I(r)L
um

=
PV

2πQL
exp (−α(r − rlamp))

r
, (2.30)

where V is the total volume of the reactor (m3), given by V = Lπ(2rlampR + R2),
L is the arc length of the lamp (m). By assuming a radius of the reactor equal to
R = 2/α, at which distance 86% of the radiation is absorbed, the volume of the
reactor reduces to V = 4πL

α2 (αrlamp + 1) . The characteristic dose (Dscale, [J/m2]) is
then determined by calculating the dose at r = 1/α+ rlamp, which results in a simple
analytical expression:

Dscale =
2P
Qα

exp(−1), (2.31)

containing the lamp power, flow rate and UV absorption in water.

Figure 2.6: Sketch of the annular system used for the calculation of the characteristic dose
and for the estimation of the optimal distance from the quartz sleeve to the outer wall (R).
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2.7.2 Optimal distance from the lamp to the outer wall

The distance from the lamp to the outer wall can be optimised using the analytical
model described in §2.7.1. On the one hand, the distance R from the quartz layer of
the lamp to the outer wall must not be too large to prevent areas with small doses due
to the small UV intensities near the wall. On the other hand, this distance must not
be too small to avoid the loss of radiant energy through the outer walls. Therefore, by
substituting the dose distribution of eq. 2.30 into a first-order Chick-Watson relation,
the disinfection is calculated as a function of the parameter Rα, which contains the
distance R and the UV absorbance in water α. Increasing the parameter Rα results
in a higher mean dose, because less UV radiation is lost through the outer walls.
However, the minimal dose has decreased because the water elements close to the
outer wall received less UV radiation (Figure 2.7, left panel). The log removal as a
function of Rα depends on the inactivation rate kµ, lamp power P0 and flow rate Q
(Figure 2.7, right panel). The optimal value of Rα depends on the required removal
of contaminants. For a required log removal between 1 and 3, the optimal distance R
is roughly around 1/α (which is −0.01/10 log(Tw)). For a Tw transmittance of 80%,
the optimal distance then becomes approximately 0.05 m.

Figure 2.7: Normalised mean dose and minimal dose as a function of the parameter Rα (left
panel). Log removal as a function of the parameter Rα (right panel).

2.7.3 Approximation of dose distribution

The dose distribution delivered by a UV system can also be approximated by a proba-
bility density function (pdf). This forms an easy tool to perform a sensitivity analysis:
The effect of narrowing the dose distribution on the energy consumption can then be
explored for different kinetic constants. A realistic dose distribution is given by the
(shifted) exponential dose distribution, which is given by:

f(D) = λ exp (−λ(D −Dmin)) . (2.32)

The mean dose then yields:

Dmean =
1
λ

+Dmin (2.33)
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Figure 2.8: Energy reduction as a function of required log inactivation or degradation (left
panel), decay constant and threshold dose (right panel) in the case of the dose distribution
being narrowed from D10 = 0.5Dmean to D10 = 0.75Dmean.

The dose distribution is characterised by the factor D10/Dmean (D10 is the 10th per-
centile of the dose). When D10/Dmean equals 1, the system resembles a perfect plug
flow with no variations in doses. If D10/Dmean is smaller than 1, the hydraulics of
the system are suboptimal. For a range of D10/Dmean, the dose distributions were
simulated according to eq. 2.32, for which the energy consumption corresponding to a
certain disinfection or oxidation level was calculated. This was calculated as follows:
for each value of the factor D10/Dmean, a mean dose was calculated that corresponds
to the required log removal or log degradation. Should the distribution become wider,
a higher mean dose was needed to obtain a similar removal or degradation. It was
assumed that the power of the UV lamps scales linearly with the mean dose, so that
the energy consumption as a function of the dose distribution (factor D10/Dmean)
was determined for each required extent of removal or degradation. This resulted in
the differences in energy consumption as a function of the factor D10/Dmean. The
calculated energy (E) was normalised with the energy of a perfect plug flow (Eideal),
which is defined as the energy consumption at D10/Dmean = 1. The maximum energy
reduction was obtained when the dose distribution is reduced this value. We could
for example assume that optimising the hydraulics of a UV reactor by modifying the
geometry may result in a narrowing of the dose distribution from D10/Dmean = 0.5 to
D10/Dmean = 0.75. This optimisation results in a reduction of energy, which is rep-
resented as a percentage of the energy consumption before the optimisation (Figure
2.8). Three parameters are distinguished that influence the energy reduction that is
obtained by narrowing the dose distribution:

• The total extent of removal. In Figure 2.8 on the left, the energy reduction that
occurs by optimising the hydraulics is plotted as a function of the required log
inactivation or degradation. At a higher required extent of removal, a higher
percentage in energy reduction can be obtained because the differences in doses
have a greater effect. Since the energy consumption is also higher at a higher
log removal, the absolute reduction in energy due to the hydraulic optimisation
will even be higher.

• The first-order decay constant, which can be derived from eq. 2.10 for disinfec-
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tion and eq. 2.18 for oxidation. In Figure 2.8 on the right, the energy reduction
is plotted as function of the first-order decay and threshold dose for a total re-
moval of log 1. For this fixed extent of removal, the energy reduction does not
depend on the decay coefficient when the threshold dose is equal to zero. But
in the case of a threshold dose larger than zero, the energy reduction increases
at higher decay constants. Since lower doses are needed at higher decay rates to
obtain the required amount of removal, the threshold dose has a bigger impact,
so that narrowing the dose distribution has a larger effect.

• The threshold dose. At higher threshold doses, the energy reduction obtained
from optimisations increases (Figure 2.8 on the right) because the lower doses
will even be more critical for disinfection, so that a reduction of these low doses
is more effective.

It is concluded that optimising the flow may result in energy reductions ranging from
25% up to 50% for an ideal hydraulic behaviour. For a drinking water treatment plant,
optimising the flow of an UV installation may result in a considerable reduction in
costs. For example, a plant with an average flow rate of Q = 10 000 m3/h requires
a power output for UV disinfection of 500 kWh, assuming a power use of 50 Wh/m3

for disinfection (de Moel et al., 2004). By optimising the flow, the energy is reduced
by 25%, which results in a yearly cost reduction of 90 thousand euros (for an energy
price of 0.08 eurocent per kWh).





In the previous chapter we have seen that
the particle tracking routine forms an essential
part of the CFD modelling to predict the per-
formance of treatment installations. We will
focus on the particle modelling in this chap-
ter, which involves a mathematical description
of the particle model and the numerical imple-
mentation. 3

Particle tracking

3.1 Introduction

1 For predicting disinfection processes, transport and mixing mechanisms of chemical
and microbial species are important. The combination of CFD with particle tracking
is therefore a useful tool, since it captures the complex flow features and results in a
distribution of doses. The particles might represents individual micro-organisms, for
which the disinfection performance can be estimated accurately. The main advantage
of a particle tracking (Lagrangian) method over an Eulerian method is that different
quantities (e.g., residence time, ozone exposure) can be recorded for every particle,
resulting in higher-order statistics for the desired quantity. The accuracy of a particle
tracking method, however, is a point of concern (Zhang et al., 2007). A thorough
examination of different particle tracking methods is therefore conducted and specific
problems are addressed. For example, special attention is needed to prevent particles
from, unrealistically, accumulating at regions with low diffusion and to prevent them
from virtually crossing the walls, which is in practice not possible of course. The
particles were assumed to represent micro-organisms or micropollutants that move
entirely with the fluid (particles without gravity, drag or lift forces). This approach
is allowed if particles have a density close to the density of the fluid, and if they are
smaller than the Kolmogorov length scales (∼ 1 · 10−4 m), so that the velocity of
the particle is the same as the fluid velocity (Baldyga and Orciuch, 2001), which is
valid for micro-organisms in water (for example, one of the larger micro-organisms,
Bacillus subtilis spores, has a length of 1-5 µm).

The theory of stochastic differential equations was used in §3.2 to find the appro-
priate particle displacement equations that represent the advection-diffusion process.
The particle displacement was divided into an advection part and a diffusion part.
For the k-ε model, both parts need to be taken into account, whereas for the LES
model, the advection part suffices. For the advection part in §3.3, a semi-analytical
scheme (Dunsbergen, 1994) was used. From the theory of stochastic differential equa-

1Parts of the research described in this chapter are published in:
Wols, B.A., Hofman, J.A.M.H, Uijttewaal, W.S.J., Rietveld, L.C., Stelling, G.S. and van Dijk, J.C., A
particle tracking technique to estimate disinfection efficacy in drinking water treatment plants. In 6th
International Conference on CFD in Oil & Gas, Metallurgical and Process Industries, Trondheim,
2008.
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tions, numerical schemes were explored in §3.4 that modelled the diffusion of particles
by random displacements accurately. The particle tracking scheme was tested for a
channel flow in §3.5. Finally, some remarks are made in §3.6 with respect to the
number of particles required for an accurate disinfection prediction

3.2 Stochastic differential equations

3.2.1 Brownian motion

The molecular motion of small-sized bodies, suspended in a liquid, is called Brownian
motion, discovered by Brown (1829), and is further explained by Einstein (1905).
Langevin and others tried to formulate the Brownian motion process in terms of
differential equations, written as:

dXt = f(t,Xt)dt+ g(t,Xt)dWt, (3.1)
Xt(0) = X0, (3.2)

where Xt is a stochastic variable and dWt represents a random increment. The
function f(t,Xt) represents a drift term and g(t,Xt) a noise term. This equation is
known as a stochastic differential equation (sde) and requires a different approach
than deterministic differential equations (Risken, 1984). The increments dWt are
usually Gaussian with zero mean and a variance equal to dt. The increments can be
generated by a Gaussian random number generator (with mean zero and variance 1):

∆Wt = N(0, 1)
√

∆t, (3.3)

so the increment is a normal distributed random variable with mean zero and variance
∆t. Instead of using a Gaussian distribution, which resulted in a Gaussian white
noise process, we also investigated the use of a uniform distribution, which resulted
in a uniform white noise process. The increments were then generated by a uniform
random number generator (with mean zero and variance 1).

3.2.2 Itô vs Stratonovitch

The stochastic differential equation must be interpreted as a stochastic integral equa-
tion in order to have a meaning. The integral form of sde 3.1 yields:

Xt = X0 +
∫ t

t0

f(s,Xs)ds+
∫ t

t0

g(s,Xs)dWs, 0 ≤ t0 ≤ t ≤ ∞. (3.4)

The last term on the right hand side is a stochastic integral, which can not be defined
as a classical Riemann-Stieltjes integral due to the random variable. We need to
interpret this stochastic integral to give the equation a useful meaning. Well-known
interpretations are the Itô interpretation and Stratonovitch interpretation (Kloeden
and Platen, 1992), depending on the time at which the function g is evaluated. The
Itô stochastic integral is defined in the following mean square limit (Stijnen, 2002):∫ t

t0

g(s,Xs)dWs = l.i.m.
∆t→0

∑
g(ti, x)

(
Wti+1 −Wti

)
, (3.5)
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where the function g is evaluated at the beginning of the interval ti to ti+1. The
Stratonovitch interpretation results in the following mean square limit (Stijnen, 2002):∫ t

t0

g(s,Xs)dWs = l.i.m.
∆t→0

∑
g(
ti+1 + ti

2
, x)
(
Wti+1 −Wti

)
, (3.6)

where the function g is evaluated at the middle of the interval. For a proper definition
of a stochastic differential equation, the integration rules need to be defined, otherwise
the sde is meaningless. For the same process, an Itô sde as well as a Stratonovitch
sde can be defined, which are equivalent, but have a different appearance. The Itô
sde of the Brownian motion process reads:

dXt = f(t,Xt)dt+ g(t,Xt)dWt, (3.7)

whereas the Stratonovitch sde for the same process reads:

dXt = f(t,Xt)dt+ g(t,Xt)dWt −
1
2
g(t,Xt)

∂g

∂x
|(t,Xt)dt. (3.8)

From these definitions a transformation rule between both the interpretations is ob-
tained (van Kämpen, 1981). In the case g only depends on time, both the formulations
coincide. The Itô interpretation is most often used, and is used here, because it pro-
vides the simplest way of calculation.

3.2.3 Fokker-Planck equation

The stochastic differential equations can be related to an Eulerian process by consid-
ering the probability density function p(x, t|x0, t0), which gives the transition proba-
bility p(x, t|x0, t0)dx of Xt from the value x0 at t0 into the interval x, x+dx at t. The
probability density function can be obtained by solving the Fokker-Planck equation.
For the Itô sde, an Itô-Fokker-Planck equation can be constructed (Risken, 1984):

∂p

∂t
= − ∂

∂x
(f(t, x)p) +

1
2
∂2

∂x2

(
g2(t, x)p

)
, (3.9)

with initial condition p(x, t0|x0, t0) = δ(x − x0). The Fokker-Planck equation is a
deterministic partial differential equation. In this way, a sde can be compared to a
diffusion or an advection-diffusion process and the functions f and g can be defined
that correspond to the actual process. We will evaluate these functions for a pure
diffusion (Fickian) process and an advection-diffusion process.

3.2.4 Fickian diffusion process

In the case of a Fickian diffusion process, the differential equation for a concentration
C yields:

∂C

∂t
=

∂

∂x
D
∂C

∂x
. (3.10)

where D is a non-uniform diffusion coefficient, depending on x. By substituting p = C
into the Fokker-Planck eq. 3.9, the drift function f(t, x) and noise function g(t, x)
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can be determined that correspond to the Fickian diffusion process:

f(t,Xt) =
dD

dx
, (3.11)

g(t,Xt) =
√

2D, (3.12)

where f(t,Xt) represents the so-called drift term, which prevents particles from accu-
mulating at regions with low diffusion and g(t,Xt) represent the noise term, which is
responsible for the random displacement. The underlying sde that describes a Fickian
diffusion process is then equal to:

dXt =
dD

dx
dt+

√
2DdWt. (3.13)

3.2.5 Advection-diffusion process

The particle tracking routine used in this thesis must obey the advection-diffusion
equation, which is given by (in multiple dimensions):

∂C

∂t
+ ui

∂C

∂xi
=

∂

∂xi

(
Dij

∂C

∂xj

)
, (3.14)

using the Einstein summation convention (terms with a repeating index are summed
up). For more than one variable, the Fokker-Planck equation becomes (Risken, 1984)

∂p

∂t
= − ∂

∂xi
(fi(t, xi)p) +

1
2

∂2

∂xi∂xj

(
g2
ij(t, xi)p

)
. (3.15)

Assuming an isotropic homogeneous diffusion process, the diffusion matrix reduces
to:

D =
(
D 0
0 D

)
. (3.16)

The drift function and noise function can again be determined from the Fokker-Planck
equation (3.15) that corresponds to the advection-diffusion process:

fi(t, xi) = ui +
∂D

∂xi
, (3.17)

gi(t, xi) =
√

2D. (3.18)

The underlying sde that describes the advection-diffusion process is then equal to:

dXi,t =
(
ui +

∂D

∂xi

)
dt+

√
2DdWi,t, (3.19)

which is equal to the stochastic differential equation for the Fickian process (3.13)
with an additional term uidt for the advection. For the numerical implementation, we
separated the sde equation into an advection part and a diffusion part. For the advec-
tion part, the equation for the particle displacement then collapses to a deterministic
differential equation. For the diffusion part, we took the sde for the Fickian process
(3.13). By splitting the equation, we were able to develop a very accurate numerical
scheme for the advection part, which is especially needed for the LES model, where
advection is the dominant term.
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3.3 Numerical implementation advection

For the advection induced displacement of a particle, the following equation needs to
be solved:

dx
dt

= u, (3.20)

where u represents the velocity of a particle, which depends on the position x of the
particle. The vectors x and u contain the following entries:

x =

 x
y
z

 , u =

 u
v
w

 . (3.21)

It is assumed that the velocity varies linearly within a computational cell, so that the
velocity can be written as:

u = Ax +B, (3.22)

where A represents a 3x3 matrix and B a 3x1 vector. These matrices are determined
by substituting the positions and the velocities at the boundaries of the computational
cell into the equation above. Three numerical schemes are discussed that solve eq.
3.20.

3.3.1 Euler scheme

The most straightforward numerical scheme is the Euler scheme, which uses the ve-
locity at the previous time step to calculate the new position. So, this new position
at time level n+ 1 is calculated by:

Y n+1
i = Y ni + uni ∆t, (3.23)

where Yi represents the particle position for dimension i.

3.3.2 Runge-Kutta scheme

The Runge-Kutta scheme updates the velocity of the particle during a time step. The
new position at time level n+ 1 is calculated by:

k1,i = uni ∆t, Y
(1)
i = Y ni + 1

2k1,i∆t,
k2,i = u

(1)
i ∆t, Y

(2)
i = Y ni + 1

2k2,i∆t,
k3,i = u

(2)
i ∆t, Y

(3)
i = Y ni + k3,i∆t,

k4,i = u
(3)
i ∆t,

Y n+1
i = Y ni + 1

6 (k1,i + 2k2,i + 2k3,i + k4,i) ∆t,

(3.24)

where u(j)
i represents the velocity at position Y

(j)
i .

3.3.3 Semi-analytical scheme

Also, a scheme based upon the analytic integration of the discretised velocity field
was used (Dunsbergen, 1994; Ham et al., 2006). This method solves the streamline in
a computational cell exactly. As a result, the streamlines are closed and particles can
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never cross closed boundaries. The expression for u is substituted into the original
differential eq. 3.20, which results in a first-order system of differential equations:

dx
dt

= Ax +B, (3.25)

The general solution for this system yields:

xi =
3∑
j=1

cjSij exp(λjt), (3.26)

where λ1, λ2 and λ3 represents the eigenvalues with corresponding eigenvectors S =
[S1, S2, S3] of matrix A. The values of cj are determined from the initial condition:

x(0) = x0. (3.27)

The particular solution is given by:

x∗i =
3∑
j=1

Sij exp(λjt)
∫ t

0

exp(−λjt)dj(t)dt, (3.28)

where the vector D is given by:

D =

 d1

d2

d3

 = S−1B. (3.29)

Since dj is independent of time, the particular solution can be written as:

x∗i =
3∑
j=1

−djSij
λj

(1− exp(λjt)) , (3.30)

which is zero at t = 0. The solution follows from the superposition of the general and
particular solution:

xi =
3∑
j=1

cjSij exp(λjt) +
3∑
j=1

−djSij
λj

(1− exp(λjt)) . (3.31)

The exact numerical implementation depends on the mesh type used. We focused on
the implementation for a Cartesian mesh and a tetrahedral mesh.

Cartesian mesh
The LES uses a Cartesian staggered mesh, which has clearly its advantages for the
numerical implementation. The velocity in direction i only depends on the position
xi, so that the matrices A and S reduce to a diagonal matrix. The matrices A and
B now contain 6 unknowns, which are solved by the 6 velocities at the boundaries of
the cell. The solution for the particle position (3.31) then reduces to:

xi =
(
diSii
λi

+ ciSii

)
exp(λit)−

diSii
λi

. (3.32)
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Subsequently, the time is calculated when a particle would cross the cell boundary
positioned at xb, which can be solved easily from eq. 3.32:

∆ti =
1
λi

ln
( xb

λiSii
+ di

di + ciλi

)
. (3.33)

These time steps are calculated for all the six boundaries of a computational cell. The
smallest positive time step is chosen, which represents the time to cross this particular
cell. The new position of the particle is computed by substituting this time step in eq.
3.32. This procedure is repeated for the adjacent cell where the particle has moved
to.

Tetrahedral mesh
The RANS model with a standard k-ε model uses a tetrahedral mesh. In contrast
with the Cartesian mesh, there is no direct expression for the time step at which a
particle crosses the boundary of a cell. The time step needs to be solved by iteration,
which increases the computational time considerably. The following calculation steps
are needed:

• Transform the coordinate system in such a way that the four nodes of the
tetrahedron are given by the coordinates (0,0,0), (1,0,0), (0,1,0) and (0,0,1).
For each computational cell, a transformation matrix is calculated, which is
used to transform the coordinates of the particle inside this particular cell.

• Determine the particle velocity equation for the computational cell (eq. 3.22).
The matrices A and B are solved by substituting the 12 velocities (3 at each
node of the computational cell) into eq. 3.22. Furthermore, the eigenvalues
and eigenvectors of A are determined to evaluate the solution of the particle
displacement (eq. 3.31).

• Calculate the new particle position. The time steps corresponding to the cross-
ing of each face of the tetrahedron are calculated by iteration. The smallest
positive time step is chosen to calculate the new particle position using eq. 3.31.
The new positions are transformed back to the original coordinate system.

This procedure is repeated for the adjacent cell where the particle has moved to.

3.3.4 Time step requirements

The CFL (Courant, Friedrichs and Lewy) number can be used as a measure to define
the time step (Courant et al., 1928). For the particle displacement, the CFL number
is given by:

CFL =
up∆tp

∆x
, (3.34)

where up represents the velocity of the particle (m/s), ∆tp the time step (s) and
∆x the mesh size (m). This number is often set to a maximum value of 1, which
means that a particle has a maximum displacement equal to the mesh size. For the
semi-analytical method, this requirement is automatically fulfilled, since the particle
displacement is updated when a particle crosses a computational cell. For the other
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methods, particle displacements may be very inaccurate if the CFL number exceeds
1. Moreover, this CFL requirement may be inefficient in the case of large variations
in mesh sizes, because the small steps are not necessarily needed for the larger cells.

3.3.5 Test case: rotating flow

A 2D rotating flow was considered as a test case for the advection scheme. The
velocity field was given by:

u =
(
−y
x

)
. (3.35)

The streamlines should make a closed circle; the particles must return at a the same
position after completing each cycle. In Figure 3.1, the particle paths for two particles,
particle A with initial coordinates (-0.25,0) and particle B with coordinates (0.75,0)
are shown for the three advection schemes. The Cartesian staggered grid was used.
The maximum CFL number for the particles was set to 1, which occurred at the
particle with the highest velocity (particle B). In other words, this particle crosses one
computational cell at each time step. Since the semi-analytical scheme recalculated
the particle path each time the particle crosses a cell boundary, a comparison with
the other methods at CFL numbers higher than 1 would be unfair. The Euler scheme
showed a very inaccurate solution, the particles had moved out of the domain. The
Runge-Kutta scheme also resulted in inaccurate particle paths, the particles moved
a little to the middle of the domain. Only the semi-analytical advection scheme was
able to get an accurate solution of the particle path.

Figure 3.1: Comparison of different advection schemes for a rotating flow. The initial
positions of particles A and B are shown by the black dot.

3.4 Numerical implementation diffusion

Different schemes that approximate the Itô stochastic differential equation for the
Fickian diffusion process (3.13) are discussed in this section. The schemes were derived
from a stochastic Taylor expansion of the underlying sde (Stijnen, 2002; Charles,
2007). Adding up more terms of the Taylor expansion leads to more accurate schemes.
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Explicit Euler scheme
The Euler scheme is relatively straightforward and includes only first-order terms.
The new position is given by:

Yn+1 = Yn + f(tn, Yn)∆t+ g(tn, Yn)∆Wn. (3.36)

For the Fickian diffusion process, the Euler scheme becomes:

Yn+1 = Yn +
dD

dx
∆t+

√
2D∆Wn. (3.37)

Milstein scheme
A higher order scheme is the Milstein scheme, where the second-order terms of the
stochastic Taylor expansion are included (Kloeden and Platen, 1992). The new posi-
tion of the particle then yields:

Yn+1 = Yn + f(tn, Yn)∆t+ g(tn, Yn)∆Wn +
1
2
g(tn, Yn)

∂g

∂x

(
(∆Wn)2 −∆t

)
. (3.38)

For the Fickian diffusion process, the Milstein scheme becomes:

Yn+1 = Yn +
dD

dx
∆t+

√
2D∆Wn +

1
2
dD

dx

(
(∆Wn)2 −∆t

)
. (3.39)

3.4.1 Test case: wall treatment

A challenge for diffusion schemes is to prevent particles from unrealistically cross-
ing a closed wall. The two numerical schemes were therefore examined for a simple
case with a non-uniform diffusion field. A two-dimensional square domain (40x40
elements) was chosen. In Figure 3.2 on the left, the noise term (g) is displayed. The
diffusion was set to zero on the outer ring of the domain, so that x = ±L/2 and
y = ±L/2 acted as virtual walls. Particles were not allowed to enter the outer re-
gion bounded by these virtual walls. In Figure 3.2 on the right, the drift term (f)
is shown, which prevents the particles from accumulating at regions with low diffu-
sion. Two different types of white noise were investigated: Gaussian white noise and
uniform white noise, both processes had a random increment with mean zero and
variance one. A total number of 1000 particles were released at the centre of the
domain. The particles positions after 1000 time steps of ∆t = 0.1 s are shown in
Figure 3.3. The particles that had moved through the virtual walls are highlighted
by a red circle. For the Euler scheme, almost all the particles had crossed the walls.
The results were much better for the Milstein scheme. Using the Gaussian white
noise a few particles had crossed the wall due to large increments in the Gaussian
process, whereas using the uniform white noise no particles had crossed the wall. In
contrast with the Gaussian white noise, for the uniform noise process the random
increments are bounded (between −

√
3 and

√
3), so that particles were less likely to

cross the wall. Of course, by further raising the time step or diffusion coefficient,
particles cross the wall for all the methods, but it still holds that for the uniform
white noise, particles are least likely to cross the wall. Using this method with not
too large time steps (CFL not larger than 1), no special treatment, such as bounc-
ing, is necessary at the wall. Therefore, the uniform white noise in combination with
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the Milstein scheme was used. Although a normal distribution would come closer to
reality, since turbulent fluctuations are best represented by a normal distribution, no
differences between a uniform or Gaussian noise were found in the case of a UV dose
distribution prediction for the flow around a single cross-flow UV system (Chapter 5).

Figure 3.2: Left panel: Non-uniform diffusion coefficient (Ymax =
√

2Dmax∆t). In the outer
region, the diffusion was set to zero to simulate a wall. Right panel: Drift term corresponding
to the diffusion field.

Figure 3.3: Particle distributions (in 2D) for different numerical schemes. The particles that
had moved through the virtual walls are highlighted by a red circle.
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3.4.2 Test case: diffusion properties

Two test cases were considered to evaluate the diffusion properties of the above men-
tioned Milstein scheme. A two-dimensional square domain was chosen (40x40 ele-
ments). For the first case, the diffusion coefficient was constant in x-direction and
varied in y-direction (Figure 3.4). The maximum displacement was of the same order
of magnitude as the element size. At the walls, the diffusion coefficients were set to
zero, so no particles were allowed to cross the walls. Particles were initially uniformly
distributed over the domain. The distribution must remain uniform, because there
was no concentration gradient. With an inaccurate particle method the particles will
accumulate in the regions with lower diffusion and cross the walls. But in the case
of the Milstein scheme as implemented in eq. 3.39, the particle distribution should
remain uniform. In Figure 3.4, the particle density in x- and y-direction is shown
at different time steps. The particle distributions remained uniform, confirming that
this method prevents particles from accumulating at regions with low diffusion and
prevents particles from crossing the wall.

For the second test case, the same domain was chosen, but the diffusion coefficient
was set constant over the domain to evaluate the diffusion properties. After an initial
release of particles in the middle of the domain, the distribution of particles must
spread out according to a Gaussian distribution, given by:

p(x, y, t) =
M√
4πDt

exp
(
− x2

4Dt
− y2

4Dt

)
, (3.40)

where M represents the initial mass. The analytical solution as well as the particle
distribution are shown in Figure 3.5. Both distributions coincide, indicating that the
diffusion properties were properly addressed by the numerical scheme.

Figure 3.4: Particle distributions (in 2D) for a non-uniform diffusion coefficient in y-direction
(Ymax = 0.026L, Np = 10000).



52 Particle tracking

Figure 3.5: Particle distributions (in 2D) for a uniform diffusion coefficient (Ymax = 0.01L,
Np = 10000).

3.5 Test case: channel flow

The combination of an advection and diffusion displacement was tested for a simple
channel flow, given by Elder (1959). Elder assumed a logarithmic (horizontal) velocity
profile over the height (u(y)) equal to:

u(y) = um +
u∗
κ

(
1 + ln

(y
h

))
, (3.41)

and a parabolic diffusion profile D(y):

D(y) = κu∗y
(

1− y

h

)
, (3.42)

where um is the mean velocity (m/s) and u∗ is equal to the shear velocity (u∗ =√
cfum, [m/s], friction coefficient cf = 3 · 103), h represents the water depth and κ

represents the Von Karman constant (κ = 0.41). Elder used the theory of Taylor
(1954) to derive a longitudinal dispersion coefficient (DL, [m2/s]):

DL = 5.86u∗h. (3.43)

The spreading in longitudinal direction (averaged over the depth) is reproduced by a
Gaussian distribution. The particle distribution over the depth is expected to become
uniform after a peak release of particles over the middle of the height.

Particle displacements were simulated for the given velocity and diffusivity profile.
A pulse injection of 10 000 particles at x = 0 and y = 0 (in the middle of the channel)
was used. The particle distributions at different time steps are presented in Figure 3.6.
The longitudinal particle positions were corrected with the mean velocity, so that a
distribution was formed around the point x−umt = 0. After a while, the particles were
uniformly distributed over the depth and approximated to a Gaussian distribution in
longitudinal direction. No particles had crossed the wall. The dispersion coefficient
converged to the theoretical value of Elder. The test case showed that the particle
tracking technique for a combined advection and diffusion problem leads to accurate
results.
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Figure 3.6: Particle distribution in x-direction and y-direction for a channel flow of Elder
(1959), h = 0.5 m, ∆t = 0.2 s.

3.6 Number of particles

The number of particles needs to be as small as possible to reduce computational time,
but still sufficient to obtain accurate solutions. The number of particles required to
come to an accurate prediction of the disinfection performance was therefore investi-
gated. A number of particles Np was drawn from a shifted exponential distribution
(eq. 2.32), λ = 0.01 and Dmin = 50 mJ/cm2, to simulate the dose distribution. This
distribution, characterised by a D10/Dmean of 0.41, represents one of the wider dose
distributions occurring in reactors (Chapter 6). This provides a worst-case scenario
for the required number of particles, because a wider distribution causes a larger vari-
ation between the doses of particles. The mean dose and disinfection were calculated
from the simulated dose distribution. This was repeated for many times (1000 or
larger), so that an accurate mean value and standard deviation was determined for
the mean contact time and disinfection. The variation in computed mean dose or
disinfection for that particular number of particles is then represented by the stan-
dard deviation divided by the mean. In Figure 3.7, this factor is plotted for different
numbers of particles. This factor became smaller as the number of particles increases,
resulting in a more accurate solution. For a number of 5000 particles, the standard
deviation was only 0.5% of the mean for disinfection (DE), which was regarded as
accurately enough to predict the disinfection.

For the residence time distribution, it was also shown that a number of 5000 par-
ticles resulted in accurate results with respect to an Eulerian approach (§4.3.2).
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Figure 3.7: Number of particles versus the accuracy of the calculation. The latter is repre-
sented by the standard deviation (σ) divided by the mean (µ), which was determined for a
large number of simulations with that particular number of particles (Np).



Ozone systems are evaluated in this chapter
using the modelling tools described in Chap-
ter 2 and 3. The validation of a full-scale in-
stallation by residence time distribution mea-
surements is discussed, and hydraulic optimi-
sations of ozone contactors are evaluated. An
assessment is made of different disinfection cal-
culation methods to come to an accurate dis-
infection prediction.

4
Ozone systems

4.1 Introduction

1 Worldwide, over 3000 ozone contactors are used in drinking water treatment plants,
primarily for disinfection purposes. Other benefits of ozone treatment besides disin-
fection are: oxidation of reduced metals, reduction in taste and odour, decolouration
of the water, enhanced coagulation and reduction in trihalomethane formation (von
Gunten, 2003a). Ozone also inactivates chlorine resistant micro-organisms like Gardia
and Cryptosporidium (von Gunten, 2003b). The disinfection efficiency of the ozone
systems depends on the ozone dose (or CT value) distribution. Due to suboptimal
hydraulics, different parts of the water receive a different ozone dose, which results
in such a distribution. The low ozone doses are very critical for the disinfection due
to the high extent of removal required (for example, 3 log or 99.9%). Therefore, hy-
draulic optimisations that increase the lowest ozone doses are very beneficial for the
disinfection. A disadvantage of the use of ozone is the formation of disinfection by-
products, especially the production of bromate in bromide containing water is a point
of concern (von Gunten, 2003b). Although discussions are ongoing on the presumed
toxicity of bromate (Cotruvo et al., 2009), bromate control is still an important issue.
By Dutch legislation a maximum bromate concentration of 5 µg/L is allowed (90th
percentile), or 10 µg/L if ozone is used as a primary disinfection barrier (VROM,
2001). Bromate issues as well as economical considerations require optimisations of
ozone contactors that reduce the ozone dosage, whereas the microbial safety is guar-
anteed or even improved. It was shown by van der Helm et al. (2007) that the bromate
formation has a linear relation with the average CT value. An accurate prediction of
the disinfection is therefore of major interest, so that the required ozone dosage can
be determined precisely. As a result, no excess of ozone is added to the water, which

1Parts of the research described in this chapter are published in:
Wols, B.A., Hofman, J.A.M.H, Uijttewaal, W.S.J., Rietveld, L.C., Stelling, G.S. and van Dijk,
J.C. (2008). Residence time distributions in ozone contactors. Ozone: science and engineering,
30(1):49-57, http://dx.doi.org/10.1080/01919510701759538
Wols, B.A., Hofman, J.A.M.H, Uijttewaal, W.S.J., Rietveld, L.C. and van Dijk, J.C. (2010).
Evaluation of different disinfection calculation methods using CFD. Environmental modelling and
software, 25(4):573-582, http://dx.doi.org/10.1016/j.envsoft.2009.09.007
The data can be accessed through http://dx.doi.org/10.4121/uuid:

c1ac7344-1419-4398-ba13-c757551c303f

http://dx.doi.org/10.1080/01919510701759538
http://dx.doi.org/10.1016/j.envsoft.2009.09.007
http://dx.doi.org/10.4121/uuid:c1ac7344-1419-4398-ba13-c757551c303f
http://dx.doi.org/10.4121/uuid:c1ac7344-1419-4398-ba13-c757551c303f


56 Ozone systems

reduces the formation of disinfection-by-products as well as the energy consumption.
Moreover, an optimisation of the hydraulics may narrow the ozone dose distribution,
so that the same disinfection can be reached at a lower ozon dosage. Such an op-
timisation reduces the production of bromate, whereas the microbial safety remains
ensured. The ozone contactor consists usually of a bubble column, where the ozone
gas is injected and dissolved in the water, and a number of contact chambers to ensure
enough reaction time of the dissolved ozone with the contaminants (Figure 4.1).

The geometry of the contactor causes a complex flow pattern that requires so-
phisticated modelling. Therefore, CFD modelling is used to predict the disinfection
in ozone contactors. Several authors used CFD as a tool to optimise ozone contac-
tors (Cockx et al., 2001; Huang et al., 2004; Li et al., 2006; Zhang et al., 2007).
They showed that improved hydraulics and/or microbial inactivation are obtained
by changing the contactor geometry. However, the disinfection was calculated in dif-
ferent ways. Cockx et al. (1999) and Zhang et al. (2007) used the CT concept and
calculated the CT value by solving the scalar transport equations (concerning ad-
vection, diffusion and a source term), from which they determined the inactivation
from CT tables (USEPA, 1991, 2006b). Huang et al. (2004) calculated the microbial
inactivation directly by solving the scalar transport equations for a concentration of
micro-organisms. Li et al. (2006) used a particle tracking technique to determine the
residence time distribution, but no disinfection calculation was made here. These
methods were explained in §2.6.

First of all, a residence time distribution experiment conducted at the Leiduin
WTP of Waternet is discussed in §4.2, which acted as a validation for the CFD mod-
elling. This validation as well as some modelling aspects to get to a proper modelling
result are discussed in §4.3. Using the validated CFD model, modifications to the ge-
ometry of the ozone contactor that optimise the hydraulics were investigated (§4.4).
Furthermore, the above mentioned calculation methods and some other methods de-
scribed in Chapter 2 were evaluated (§4.5). CFD was used as a tool to assess the
disinfection calculation methods, because it determined all the necessary quantities
(residence time distributions, ozone concentrations, particle trajectories, CT values)
needed for the disinfection calculation, so that a reliable comparison could be made.
The most complex method, the particle tracking method is expected to result in the
most accurate disinfection prediction, since it comes closest to the actual movement
of individual micro-organisms. Additionally, a sensitivity analysis with respect to the
kinetic constants (slow ozone decay and inactivation rate constant) was conducted
(§4.6). Finally, issues regarding short-circuiting of water parcels in the contactor are
discussed in §4.7.

4.2 Experiments of Leiduin ozone contactor

4.2.1 Setup

Residence time distributions were measured at different positions in the full-scale
ozone contactor at the water treatment plant Leiduin, from now on defined as reference
contactor (Figure 4.1). Here, four parallel ozone contactors are operated, of which one
was used for the experiment. Fluoride was used as a tracer, because low concentrations
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Figure 4.1: Geometry of the ozone contactor at the Leiduin WTP, denoted as reference
contactor.

could be measured without adverse effects of the quality of the drinking water. The
maximum fluoride concentration in one ozone contactor was 2 g/m3. A step injection
of fluoride was added to the feed pipe, while in the meantime at 5 locations underneath
the baffles samples were taken (with intervals of 0.5, 1 or 2 minutes). Measurements
took around 4 times the hydraulic residence time to ensure sufficient time to fill up
the recirculation zones in the compartments. Measurements were conducted at flow
rates of 1200, 2000 and 2500 m3/h.

4.2.2 Residence time distributions

The normalised residence time did not show significant differences between the flow
rates, so only the 2000 m3/h flow rate was considered. The measured residence
times are presented in Figure 4.2 and Table 4.1. The first measuring point (mp1)
located at the entrance of the contactor showed a higher concentration than expected,
indicating that the fluoride was not well mixed yet. The fluoride was, however, well
mixed after the bubble column at measuring point 2, where the same maximum
concentration was reached as in the following measuring points. Measuring point
3 showed large fluctuations in the fluoride concentration. Also, the mean residence
time (Tm) was larger than what would be expected from the hydraulic residence time
(Th). A possible explanation is that a small hole in the upstream baffle (a safety
measure to empty the contactor if necessary) generated a small recirculation zone,
inside which the measuring point might be located. This could not be verified due
to limited access to the contactor. However, the other measuring points did show a
consistent behaviour - the concentration profiles were smooth and the mean residence
times corresponded with the hydraulic residence time. Therefore, measuring points
4 and 5 were used for validation purposes. They showed a smooth increase towards
the maximum concentration. The residence time distribution became wider with
increasing length over the contactor. After each compartment, the combination of
short-circuit flow and recirculation zone was responsible for a widening of the residence
time distribution. The T10 was of the order of 50% of the hydraulic residence time
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Figure 4.2: Measured cumulative residence time distributions in the reference ozone contac-
tor at a flow rate of 2000 m3/h.

(Table 4.1), indicating that there was a significant amount of short-circuiting.

Table 4.1: Residence times at several measuring points (MP) in the tracer experiment.

MP Q (m3/h ) Th(min) T10/Th T50/Th T90/Th Tm/Th Pe

mp2 2001 2.3 0.37 0.86 1.71 0.99 4.5
mp3 2001 4.6 0.70 1.39 2.92 1.57 7.7
mp4 2001 10.7 0.48 0.92 1.85 1.04 6.9
mp5 2001 17.5 0.51 0.96 1.63 1.06 8.0

4.3 CFD modelling of various ozone contactors

4.3.1 Modelling conditions

The finite-element model Finlab (Labeur and Wells, 2007) was used for the CFD
modelling. The CFD model gave predictions of flow fields, ozone concentration fields,
residence time distributions, particle trajectories, CT values and inactivation levels.
For the calculation of the flow fields, the inflow boundary was set as an inflow veloc-
ity equal to 0.144 m/s (which corresponds to a flow rate of 2000 m3/h). The outflow
boundary was modelled as a pressure in correspondence with the level of the free
water surface (z = 5.6 m). At the walls a velocity in accordance with a logarithmic
velocity profile was prescribed (corresponding to a Nikuradse wall roughness of 10-4

m). The free-surface was modelled as a rigid lid (free-slip conditions). For the trans-
port equations, the inflow was modelled as a concentration boundary and the outflow
was modelled as a convective flux boundary. The walls and free-surface were regarded
as zero flux boundaries. The ozone decay was modelled as a first-order process with
a (slow) ozone decay coefficient of ks = 2.5 · 10−3 s-1. For disinfection, we introduce
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Table 4.2: Numerical constants used for the CFD modelling.

Reference No baffles Add baffles Turning vanes

Element type Triangular Triangular Triangular Triangular
Max. element size 0.266 m 0.226 m 0.359 m 0.271 m
Min. element size 0.017 m 0.030 m 0.027 m 0.019 m
Number of elements 19 030 20 998 28 928 31 444
Time step flow solver 0.1 s 0.1 s 0.1s 0.1 s
Time step scalar trans-
port

0.25 s 0.25 s 0.25 s 0.25 s

Number of particles 5000 5000 5000 5000
Time step particles 0.2 s 0.2 s 0.2 s 0.2 s

Figure 4.3: Cumulative residence time distributions calculated by the Lagrangian method
for different numbers of particles and by the Eulerian method. The results for measuring
points 1 to 5 are shown from left to right.

the factor kµC0, the inactivation rate constant times the initial ozone concentration,
which was set to 0.8 min-1. The numerical constants used in the CFD model are
given in Table 4.2. A time step of 0.1 s for the flow calculation was used, whereas
the less complex scalar transport calculation sufficed with a time step of 0.25 s. For
the particle tracking, a total number of 5000 particles was sufficient to obtain con-
vergence (spreading in inactivation levels between particle sets was below 1% of the
mean value). The time step was chosen such that a particle would travel a distance
of around one element.

4.3.2 RTD: Eulerian versus Lagrangian

A passive tracer was added to the inflow boundary by means of a step-wise increase of
the concentration (Eulerian approach). The concentration spread out in flow direction
and the response to the step function gave the cumulative residence time distribution
at several locations. For the Lagrangian simulation, the cumulative particle distribu-
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Figure 4.4: Cumulative residence time distribution, calculated by the CFD model, were
validated by measurements. Left panel: mp4, right panel: mp5.

tion after a pulse injection of particles is presented (a step injection requires too much
particles and therefore too much computational effort). The particles were released
at the inlet, initially at rest, uniformly distributed over the height. A number of 1000
particles gave some variations in the particle distribution (Figure 4.3), but conver-
gence was already obtained for an injection of 5000 particles. The particle distribution
appeared to approximate the Eulerian solution.

4.3.3 Validation of residence time distributions

A validated residence time distribution indicates that the CFD model properly as-
sesses the hydraulics, which gives confidence in the capabilities of the CFD model to
predict other properties, such as ozone concentrations, CT values etc., correctly. In
Figure 4.4, the measured residence time distribution underneath the last baffle in the
contactor as well as the computed values for a 2D and a 3D CFD model are plotted.
The 2D model agreed reasonably well with the measurements, but not as good as the
3D model. The 3D flow effects enhanced the mixing over the cross-section, so that
the RTD was reduced a little in comparison with the 2D model and eventually showed
a better agreement with the measured data. To reduce computational costs, the 2D
model was chosen to investigate geometric modifications to the contactor (which are
invariant with respect to the third dimension) and for the assessment of different
disinfection methods. All the disinfection methods (except for the CSTR method)
used the same data from the CFD model, so that still a sound assessment of the
disinfection methods could be made.

4.3.4 Mesh independency

The mesh needs to be sufficiently fine to obtain accurate results. Since we are inter-
ested in disinfection, we consider the predicted disinfection to investigate the mesh
independency. For the contactor without baffles (§4.4), using at least 20 000 elements
was enough to ensure mesh independency. Decreasing the mesh sizes resulted in sim-
ilar log inactivation levels, calculated by the particle tracking method (Figure 4.5).
The other contactors (§4.4) use similar mesh sizes or smaller.
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Figure 4.5: Log inactivation levels for the contactor without baffles as a function of the
number of mesh elements (ks = 2.5 · 10−3 s-1, kµC0 = 0.8 min-1).

4.4 CFD results of hydraulic optimisations

Four baffle contactor variants with similar outer dimensions were considered (length
= 38 m, height = 5.2 m, width = 3.9 m), so that mean residence times were the
same. The ozone contactor at the Leiduin WTP of Waternet (Amsterdam Water
Supply) was taken as a reference. A flow rate of 2000 m3/h per contactor was used
for the CFD calculations. A configuration without baffles after the bubble column was
considered to investigate the effect of the vertical baffles in the reference contactor.
Geometries with additional baffles and turning vanes that reduce short-circuiting were
also investigated. Besides the contactor systems, a plug flow system was considered,
because it represents an ideal hydraulic configuration. Comparing the contactors with
suboptimal hydraulics to the ideal configuration showed the potential improvement in
disinfection capacity. The plug flow was modelled as a flow between two plates (length
= 200 m, height = 2 m). The ozone was injected 100 m downstream of the reactor
inlet, so the velocity profile between the plates was expected to be fully developed.
Mean residence times defined from the injection of ozone to the outlet of the reactor
were in the same range as for the baffle contactors.

Flow field and ozone concentration

In Figure 4.6 on the left, the flow fields are depicted for the contactor variants. For the
reference contactor, the velocities increased above and below the baffles. This resulted
in regions with high velocities that caused short-circuits. At the fifth baffle, velocities
were even higher, because this baffle is higher than the other baffles. Flow separation
occurred downstream of the baffles resulting in a large recirculation zone. In the case
of no baffles a very large recirculation zone developed that occupied the complete
contactor. The high velocities underneath the baffle were reduced by the shear layer
that had spread out over the height. Additional baffles reduced the strength of the
large recirculation zones as well as the strength of the short-circuit flows. The turning
vanes had similar effects.

In Figure 4.6 on the right, the ozone concentrations for a decay coefficient of
2.5·10−3 s-1 are depicted. By assuming a complete mixing between (dissolved) ozone
and water after the bubble column, a uniform (dissolved) ozone distribution under-
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Figure 4.6: Flow fields (left panel) and ozone concentrations (right panel) for alternative
contactor geometries.

Figure 4.7: Cumulative residence time distributions for the different contactor geometries.
Residence times are normalised with the mean residence time.
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neath the baffle upstream was set as an initial condition. Increasing the number of
baffles and therefore reducing the size of the recirculation zones resulted in a more
uniform distribution of the dissolved ozone in the contactor.

Residence time distribution

The (cumulative) residence time distributions (RTD) at the effluent are plotted in
Figure 4.7. The contactor without baffles showed the largest spreading in residence
time. Especially the larger residence times increased with respect to the reference
contactor, whereas the smallest residence times were in the same range. Although
the flow fields between the reference contactor and the contactor without baffles were
completely different, the influence of the vertical baffles on the residence time distri-
bution was relatively small. So, the differences in flow field only had a small effect
on an integrated property like the residence time distribution. The adjustments to
the contactor, proposed as additional horizontal baffles or turning vanes, had a larger
effect: the residence time distribution became narrower, the T10 was almost doubled.
The variation in residence time was much smaller for the plug flow system, where the
(cumulative) RTD approximated a step function.

CT values

The ozone exposure (CT value) was calculated for every particle released in the flow
domain (by integrating the ozone concentration over the particle’s trajectory). A
number of 5000 particles were released instantaneously at the inlet. While the par-
ticles moved towards the outlet of the contactor, the ozone exposure of each particle
accumulated until the end of the installation was reached. In Figure 4.8, the particle
positions 5.57 minutes after a peak release of all the particles are depicted for the
different geometries (CT value is indicated by colour). The CT value was scaled with
the inflow concentration of dissolved ozone and the decay coefficient. At this instant,
particles inside the reference contactor had just reached the outlet. These ’quick’ par-
ticles had received low ozone dosages and, therefore, were critical for the disinfection
performance. For the configuration without baffles, the ’quickest’ particles had not
yet reached the outlet, because the absence of baffles allowed for a large shear layer
that caused a considerable deceleration of the main flow. However, a larger group of
particles with slightly lower CT values than in case of the reference contactor reached
the outlet. For the geometries with additional baffles or turning vanes, the ’quickest’
particles only reached half of the contactor, whereas CT values were already higher.

The CT value was recorded for every particle reaching the outlet, from which a
distribution of CT values was constructed (Figure 4.9). The distribution of CT values
provided a complete overview of the performance of these ozone contactors. For the
geometry without baffles, a peak occurred at the smallest CT values, caused by the
(large number of) particles that left the contactor quickly through short-circuiting.
Very high CT values developed for particles that were trapped inside the large re-
circulation zone. For the reference configuration a narrower CT value distribution
developed: the peak occurred at higher CT values, although the distribution was still
asymmetrical and had a large tail at higher CT values. Improving the hydraulics by
adding baffles or turning vanes narrowed the CT value distribution and shifted the
peak towards a higher CT value. The distribution of CT values was obviously the
narrowest for the plug flow configurations.
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Figure 4.8: Particle positions 5.57 minutes after a peak release of particles at
the inlet. The normalised CT value, CT∗ = CT · ks/C0, is indicated by the
colour of the particle. A video can be found at: http://dx.doi.org/10.4121/uuid:

f284a6f2-04a2-431e-9896-4a04bd61ac6b

Figure 4.9: Distribution of normalised CT values obtained from the ozone exposures of the
particles at the end of the contactor (ks = 2.5 · 10−3s−1).

http://dx.doi.org/10.4121/uuid:f284a6f2-04a2-431e-9896-4a04bd61ac6b
http://dx.doi.org/10.4121/uuid:f284a6f2-04a2-431e-9896-4a04bd61ac6b
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Figure 4.10: Mean CT values (left) and log inactivation levels (right) calculated by an
Eulerian method.

Table 4.3: CT values (normalised) and log inactivations (DE) calculated by a Lagrangian
and Eulerian method.

Reference No baffles Add baf-
fles

Turning
vanes

Plug flow

CT∗mean Lagrangian 0.83 0.85 0.90 0.88 0.94
CT∗mean Eulerian 0.84 0.86 0.91 0.90 0.95
DE Lagrangian 1.43 1.18 1.88 1.86 2.18
DE Eulerian 1.44 1.16 1.89 1.90 2.17

ks = 2.5 · 10−3 s-1, kµC0 = 0.8 min-1, DEmax = 2.22

The ozone exposure was also calculated by the Eulerian mean CT value method
(§2.4.3). A spatial distribution of time averaged CT values over the contactor was
obtained (Figure 4.10, left). The CT value at the outlet of the contactor was almost
uniformly distributed over the height. Differences between the various geometries were
small: the mean CT values at the outlet were almost equal. In Table 4.3, the mean
CT values calculated by the particle method were compared to the mean CT value
defined by the Eulerian method (averaged over the outlet boundary). These mean
CT values were almost the same, confirming that these methods were consistent with
each other. However, the fact that the mean CT values of the different geometries
were almost the same, whereas the distribution of CT values largely differed (Figure
4.9), shows that a proper disinfection calculation is required that accounts for the
distribution of CT values.
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4.5 Assessment of disinfection models

Differences between disinfection models for the reference contactor
Disinfection calculated by the particle tracking method (PT distr CT) was regarded
as the most accurate prediction, because it comes closest to the actual movements of
micro-organisms. The different disinfection models (§2.6) were compared to the par-
ticle tracking method for the reference ozone contactor. The CT10 method predicted
lower log inactivation levels than the particle tracking method (Figure 4.11). For the
CSTR method, the number of CSTRs was equal to the number of compartments.
This method almost showed the same disinfection prediction as the particle tracking
method. The segregated flow analysis (SFA) showed much higher disinfection lev-
els, whereas the micro-mixing analysis (MMA) showed lower disinfection levels than
the particle tracking method. The Eulerian mean CT value method (Eul mean CT)
gave the highest disinfection levels. The log inactivation levels determined by the
Eulerian direct inactivation method (Eul N), also shown in Figure 4.10 on the right,
approached the disinfection levels calculated by the particle tracking method best.
Conservative methods, such as CT10 method and MMA, are suitable for calculation,
because the microbial safety is ensured. However, these methods overestimate the
required ozone dosage, and, consequently, the production of disinfection by-products.
The Eulerian mean CT value approach and SFA should be used with caution, be-
cause these methods may overestimate the disinfection performance. As indicated
by Greene et al. (2006), the information given by the residence time distribution is
insufficient, because it does not contain the actual mixing state. Extremes in mixing
states are represented by the MMA and SFA. The MMA assumes a complete mixing
between the water segments, which resulted in an underestimation of the disinfection
capacity. The assumption made in the SFA that elements of water do not mix with
each other may lead to the unrealistic situation that all flow segments will receive
the same CT values (when residence times compared to the ozone decay are long
enough). Because mixing between the flow segments results in a larger distribution
of CT values than predicted by the SFA, the SFA will overestimate the disinfection
capacity. The Eulerian direct inactivation method does provide a proper disinfection
calculation, whereas the computational costs are lower than for the particle tracking
method. However, the particle tracking method provides statistics of ozone expo-
sures, which is useful information for the design of ozone systems. Moreover, once
the particle trajectories are known, alternative kinetics can be assessed quickly.

Effect of hydraulic optimisations
An overview of the log inactivation levels determined from the different disinfection
calculation methods is shown in Figure 4.11. The most accurate methods, particle
tracking and Eulerian direct inactivation method, showed an increase in disinfection
level by optimising the hydraulics. Hydraulic improvements such as additional baffles
or turning vanes reduced the number of small CT values and therefore increased the
disinfection capacity, whereas the mean CT value was not changed. The disinfection
levels for the contactors with these geometric changes came close to the ones of the
plug flow system, where the hydraulics were most optimal. A contactor without baffles
showed lower inactivation levels, mainly because the sudden expansion from the small
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Figure 4.11: Log inactivation levels predicted by the various disinfection calculation methods
for the different geometries.

cross-section of the inflow to the large cross-section of the contactor resulted in a large
recirculation zone.

Most of the disinfection models predicted higher disinfection levels when opti-
mising the hydraulics. For the CSTR method, an increase in disinfection levels oc-
curred, because the number of CSTRs was increased, which resulted in more efficient
hydraulics. For the plug flow reactor a number of 100 CSTRs was chosen, which
resulted in disinfection levels in accordance with the other disinfection calculation
methods for such a system. However, for the other configurations, due to the limited
hydrodynamics incorporated in the CSTR method, the CSTR method deviated more
pronouncedly from the particle tracking method. For the segregated flow analysis,
changing the geometry had little effect on the disinfection level. Also, the Eulerian
mean CT value method (Eul mean CT) did not predict the improved disinfection by
the hydraulic adjustments, because the mean CT values were equal. All the disin-
fection calculation methods showed the same results for the plug flow configuration,
where the log reduction values were higher than for the other configurations due to
the narrowness of the CT value distribution.

4.6 Sensitivity to kinetic parameters

An overview of the log inactivation levels, calculated by the particle tracking method,
as a function of the decay coefficient is given in Figure 4.12(a). This range of de-
cay coefficients was measured for the reference ozone contactor (van der Helm et al.,
2007). The black dash-dot line represents the maximum log inactivation, which is an
indicator for the maximum possible gain in disinfection capacity by optimising the
flow. The modelled plug flow approached this maximum disinfection level well and
was the most efficient system. At higher decay coefficients, the reference contactor
was also more efficient, because then all the ozone is consumed in the first compart-
ment where the plug flow was better resembled. At smaller ozone decay coefficients,
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(a) Decay coefficient (b) Inactivation rate

(c) Maximum log inactivation possible

Figure 4.12: Sensitivity of the log inactivation with respect to different kinetic parameters.

the reference contactor showed a less effective disinfection and a large increase in
microbial inactivation could be achieved by optimising the hydraulics. As a result,
the effect of the geometrical adjustments was more pronounced at these lower decay
coefficients, because in that case all the compartments contained (dissolved) ozone,
so the improved hydraulics in all the compartments contributed to the gain in disin-
fection. An increase in log inactivation up to 50% was obtained for the smaller decay
coefficients.

The inactivation rate differs per type of micro-organism; a sensitivity analysis with
respect to the factor kµC0 was therefore conducted. For a range of kµC0, the log inac-
tivation levels are plotted in Figure 4.12(b). The range of inactivation coefficients used
here corresponds to micro-organisms such as Cryptosporidium and Giardia (USEPA,
1991; Rakness et al., 2005). Because the inactivation is an exponential function of
the inactivation rate constant and CT value, differences in CT value become more
pronounced when the inactivation rate constant increases. At higher inactivation rate
constants, therefore, disinfection levels are more sensitive to hydraulic changes, i.e.,
improving the hydraulics by changing the geometry becomes more effective.

To judge whether flow optimisations have a significant effect on the disinfection
capacity, the maximum log removal was plotted against the actual log removal in
Figure 4.12(c). The maximum log removal contains all the initial information about
the ozone disinfection (decay coefficient, inactivation rate constant, initial ozone con-
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centration and hydraulic residence time, eq. 2.19). The figure was constructed by
calculating the log removal from the particle tracks for a range of decay coefficients,
inactivation rates and initial ozone concentrations. The small noise was caused by the
variation in decay coefficient, because the CT value distribution differed for each decay
coefficient due to the differences in ozone concentrations in the contactor. Therefore,
different combinations of inactivation coefficients and decay coefficients could lead to
similar maximum log removal values, whereas the actual log removal as calculated by
the CFD model might differ, since the CT value distributions were different. Despite
these variations, the effect of hydraulics and kinetics are summarised in this figure,
which can be used in the following manner: given the conditions of an ozone instal-
lation, a maximum log removal for a certain micro-organism can be calculated, from
which the actual log removal can be read from the figure. This determines whether a
hydraulic optimisation leads to a significant increase in microbial safety. For a small
maximum log removal (smaller than 1), this will not be the case. But there is a
distinct trend that the effect of optimising the hydraulics is larger when higher log
inactivation levels are desired. In practice, the required log inactivation usually lies
between 1 and 4. The figure shows that optimising the hydraulics for this range of
inactivation levels has a significant effect.

Figure 4.13: Particle tracks that represent the movements of micro-organisms inside the
different contactors. The CT∗ is indicated by the colour. For each contactor variant, the
two tracks with the lowest and mean CT value are provided.
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4.7 Short-circuiting

The suboptimal performance is explained by the development of distinct flow patterns
of large recirculation zones and short-circuits inside a compartment. A good contactor
design therefore requires a minimisation of the short-circuits. The geometric modi-
fications to the ozone contactor are again shown in Figure 4.13. The trajectories of
the particle with the lowest CT value and the particle with a mean CT value are
shown. In contrast with the lowest CT value, the mean CT value did not show much
differences between the contactors (Table 4.3). The particle with the lowest CT value
followed the shortest pathway through the system. By investigating these trajecto-
ries, the weak points in the contactor as well as the effect of geometric modifications
become apparent. The paths of short-circuiting in the reference contactor followed
the outer walls and were forced to move upward or downward in the neighbourhood
of a baffle. Due to the narrow openings under/above the baffles, the short-circuiting
region remained small. Velocities were therefore high in the short-circuit region, so
the CT value remained small here. The paths of short-circuiting in the contactor
without baffles was very short, almost a straight line to the outlet, which explains
the low efficacy of this contactor. Additional baffles obstructed the shortest paths
from the reference contactor, so that the particles with the lowest CT values were
forced to take a longer path and received a higher CT value. The turning vanes above
and below the baffles prevented the development of the distinct pattern of a short-
circuiting region and a large recirculation zone in each compartment. As a result, the
short-circuit flow region became wider and velocities were lower, so that the minimal
CT values were increased.

4.7.1 Quick scan

Inspired by the importance of the short-circuiting, a computational efficient way to
scan the hydraulics was investigated. By this method, the short-circuits are easily
calculated, which provides a quick scan for the contactor performance. Therefore, a
concentration is solved for an advection-decay equation (without diffusion), given by:

∂C

∂t
+ u

∂C

∂x
+ ksC = 0, (4.1)

where the flow field is given by u. An analytical solution can be obtained for this
equation, which defines the residence time (for advection only) by considering the
material derivative form of eq. 4.1, and integrating over time:

DC

Dt
= −ksC, (4.2)

C = C0 exp (−kst) , (4.3)

t = − 1
ks

ln
(
C

C0

)
. (4.4)

The decay coefficient ks can be chosen as an arbitrary small number. The advantage
of this method is that the residence times (for only advection) are obtained quickly
over the complete installation. This results in a quick overview of the weak points
of the velocity field: the locations of stagnant zones and short-circuits. This method
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provides a worst case scenario, diffusion will improve the hydraulics, because it mixes
the water in the stagnant zones (or short-circuits) with the main flow. In Figure
4.14, the results are shown for different contactor geometries. Some other variants
were considered as well: additional vertical baffles and a contactor with additional
viscosity (equal to 5 · 10−2 m2/s). The additional viscosity can be established by
placing small elements in the contactor (for example wire-framed balls) that increase
the mixing. The geometric modifications improved the velocity field clearly, the large
residence times caused by the stagnant zones in the compartments were reduced.

Figure 4.14: Quick scan advection residence times for the velocity field in ozone contactors.
The regions with high residence times represents the dead zones, whereas the regions with
low residence times represent the short-circuits.
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4.8 Conclusions

Problems with disinfection by-products and the demand for microbial safety require
an accurate disinfection estimation. Using a CFD model that is validated by exper-
imental residence time distributions, the required variables for different disinfection
methods were determined. The particle tracking method, which accounts for the
complex flow and its turbulent fluctuations, approaches the movements of individual
micro-organisms in the system most closely. Therefore, other disinfection calculation
methods were compared to the particle tracking method. Small residence times and
corresponding low ozone exposures (CT value), caused by short-circuit flows, were
mainly responsible for a poor disinfection performance. Methods that only incor-
porate a residence time distribution may give inaccurate results, because the actual
mixing state of micro pollutants with ozone is not incorporated in these methods. The
full distribution of CT values needs to be considered in the disinfection calculation.
Also, methods that do not incorporate the short-circuit flows in a correct manner,
like the segregated flow analysis or Eulerian approach that calculates the mean CT
value, will overestimate the disinfection capacity. Moreover, using these methods for
optimisation will predict the effect of hydraulic improvements inaccurately. A parti-
cle tracking method and direct Eulerian inactivation (that solves the scalar transport
equation for the number of micro-organisms directly) incorporates these details and
will therefore predict disinfection more accurately.

Modifications proposed for an existing ozone contactor, such as additional hori-
zontal baffles or turning vanes, increased the disinfection performance significantly,
whereas the mean CT remained the same. As a result, the bromate production,
which is proportional to the mean CT value (van der Helm et al., 2007), will not be
increased by the hydraulic improvements. Alternatively, the ozone injection can be
lowered to obtain similar disinfection results, whereas bromate production is reduced.
The gain in disinfection performance depends on the kinetics, represented by the slow
ozone decay coefficient and microbial inactivation rate. Optimising the hydraulics has
less effect at small decay coefficients or for micro-organisms that are very resistant to
ozone (small inactivation rate constants). But in the range of required log removal for
micro-organisms encountered in practice, improving the hydraulics has a significant
effect on the disinfection.



The hydraulics around a single UV lamp are
investigated in this chapter. Experiments were
conducted to investigate measures that reduce
the wake behind a lamp. Using the modelling
tools from Chapter 2 and 3, a comparison is
made between a LES model and a k-ε model
for the velocities, UV doses, disinfection and
oxidation performance. 5

Single cross-flow UV lamp systems

5.1 Introduction

1 Large UV systems used in water treatment facilities usually contain a number of
cross-flow UV lamps. These lamps lead to a disturbance in the flow, and cause a com-
plex turbulent flow pattern - a major challenge for present day CFD models (Breuer,
2000). Flow separation occurs at the downstream side of the lamp, where a recircu-
lation zone or wake region develops. The UV radiation emitted at the downstream
part of the UV lamp is less effective, because it irradiates the water in the recircula-
tion cell that has already received a high dose. Therefore, the flow around a single
UV lamp was optimised by experimental and numerical work. Small changes to the
turbulence around the lamp and changes to the flow in the boundary layer of the
lamp, which could not be captured by the CFD models used here, were investigated
experimentally. The effect of baffles in the neighbourhood of the lamps, which are a
well-known measure to improve UV systems, were investigated numerically.

The size of the recirculation cell downstream of the lamp depends on the position
where the flow separates from the cylinder surface. The point of separation at the
cylinder surface occurs at the point where the fluid in the boundary layer cannot
overcome the adverse pressure gradient, generated at the rear of the cylinder. So,
the boundary layer at the cylinder surface largely determines the separation, which
is influenced by the turbulent properties of the flow. At high Reynolds numbers (of
the order of 2 · 105, scaled on the cylinder diameter), a transition from a laminar to
a turbulent boundary layer occurs. As a consequence, additional energy is fed to the
boundary layer by turbulent momentum exchange, so that the capability to overcome
the adverse pressure gradient is increased. At this transition, the boundary layer is
still laminar, but immediately behind separation there is a transition to turbulent

1Parts of the research described in this chapter are published in:
Wols, B.A., Uijttewaal, W.S.J., Rietveld, L.C., Hofman, J.A.M.H and van Dijk, J.C. (2009). Hy-
draulic optimization of a single UV lamp placed perpendicular to the flow direction by experimental
and numerical techniques. In IO3A 19th World Congress & Exhibition, Tokyo, Japan.
Wols, B.A., Uijttewaal, W.S.J., Hofman, J.A.M.H., Rietveld, L.C. and van Dijk, J.C., The
weaknesses of a k-ε model compared to a LES model for the prediction of UV dose distributions
and disinfection. submitted to Chemical Engineering Journal.
The data can be accessed through http://dx.doi.org/10.4121/uuid:

c1ac7344-1419-4398-ba13-c757551c303f

http://dx.doi.org/10.4121/uuid:c1ac7344-1419-4398-ba13-c757551c303f
http://dx.doi.org/10.4121/uuid:c1ac7344-1419-4398-ba13-c757551c303f
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conditions followed by a turbulent reattachment point on the cylinder. As a result,
the point of separation is shifted downstream (Niemann and Hölscher, 1990). This
effect, which occurs at a narrow range of Reynolds numbers, is called the drag crisis.
Consequently, the recirculation cell is contracted and the drag coefficient is reduced.
At higher Reynolds numbers, the point of separation shifts again a little upstream.
By increasing the roughness of the lamp surface the drag crisis is advanced to a lower
Reynolds number (Achenbach, 1971). Another measure that may reduce the wake
size is placing a grid upstream of the cylinder to increase the turbulent intensity up-
stream of the lamp, which affects the boundary layer at the lamp surface. This may
also result in a reduction of the recirculation zone (Niemann and Hölscher, 1990).
The above mentioned hydraulic measures were evaluated by measuring the velocity
profiles and comparing them to the measured velocity profiles of a reference cylinder.

The non-trivial turbulent flow pattern in cross-flow UV lamp system is a challenge for
CFD models. The flow fields predicted by k-ε models are often inaccurate, especially
around complex geometries (Rodi, 1997; Lübcke et al., 2001). The measured velocity
fields around the reference cylinder are therefore used for the validation of the CFD
models. By using a large-eddy simulation (LES) that resolves most of the turbulent
eddies, the flow fields around cylinders are predicted more precisely (Breuer, 2000).
Consequently, predictions for the disinfection will be different. Liu et al. (2007) in-
vestigated several turbulence models in combination with the RANS equations, and
compared the computed velocity fields to experimental data in a UV reactor. They
found an under prediction of the wake size by the standard k-ε model. Other turbu-
lence models also deviated from measured velocity fields; the k-ω model model showed
a better prediction of the wake size, but the far wake region was predicted wrongly.
Liu et al. (2007) showed that the Reynolds stress model showed the best results,
probably because it accounts for the anisotropic diffusion. Despite the differences
in averaged flow fields, the differences in disinfection levels were small (within 5%).
Some authors included the dynamic behaviour of the vortex shedding by means of an
unsteady k-ε turbulence model and found only small differences with the stationary
approach (Lyn and Blatchey III, 2005; Munoz et al., 2007). However, they still used
the k-ε model, so not all the relevant turbulent length scales were resolved.

Therefore, we used the LES model which represent the physical processes more
precisley and compared it to the RANS approach with a standard k-ε turbulence
model. An assessment was made of the effect of both modelling approaches (LES
model and k-ε model) on the residence time distributions, dose distributions and
disinfection efficacy for some simplified UV systems. A cross-flow system with a
single lamp is considered, focusing on the detailed flow field around a single UV
lamp. It was expected that the differences between the modelling approaches were
larger for a cross-flow system than for an annular systems, because the cross-flow
systems exhibit a more complex turbulent flow. For example, Wright and Hargreaves
(2001) investigated several turbulence models (k-ε model and Reynolds stress model)
for an annular UV system, but found no differences for the predicted velocity fields
and UV doses. In addition, configurations with baffles in the neighbourhood of a
single lamp were considered. Baffles are a commonly used construction to optimise
the design of UV reactors. By considering a small part of a full-scale UV reactor in
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detail, such as the flow field around a single UV lamp, the reliability of different CFD
models were clarified further. The aim was to assess the accuracy of the available
modelling techniques with respect to the flow fields, and how the inaccuracies in the
calculated flow fields influenced the calculated disinfection.

The hydraulic measurements for the various cross-flow UV lamps are discussed
in §5.2. The validation of the flow fields for the cylindrical lamp by the different
modelling approaches is described in §5.3. These models were assessed for various
baffle configurations in the neighbourhood of the cross-flow UV lamp with respect to
the dose distribution, disinfection and oxidation efficacy in §5.4.

5.2 Experiments of various UV lamp shapes

5.2.1 Setup

The measurements were conducted in a long flume (length of 14 m, width of 0.4 m,
height of 0.4 m), where flow rates could be applied up to 80 l/s. The range of Reynolds
numbers (based upon the cylinder diameter) that could be covered was between 6000
and 30 000. The sides of the flume consisted of glass walls which provide optical
access for flow visualisation techniques as well as laser Doppler anemometry (LDA).
A number of changes with respect to the design of a single cross-flow UV lamp were
considered:

• a normal cylindrical lamp was chosen as a reference (case I),

• the roughness of the lamp surface was increased (case II),

• the cylindrical lamp was replaced by a wing-shaped lamp (case III),

• a grid was placed upstream of the cylindrical lamp (case IV).

A PVC tube with a diameter of 0.05 m was used to represent the UV lamp (Figure
5.1 and 5.2). For the rough lamp (case II), sand with a diameter ranging from 2.5
mm to 4 mm was glued onto the PVC tube. These roughness elements were chosen
such that the critical Reynolds number occurred at the highest flow rate (Achenbach
and Heinecke, 1981). Half of a PVC tube was used for the upstream part of the
wing-shaped lamp (case III). The downstream part consisted of two cylindrical parts
with a radius of 0.1405 m, so that the length of the downstream part was 0.08 m.
For case IV, a grid was placed upstream at a distance of 0.05 m (one diameter of
the cylinder). The grid spacing was 5 mm, ten times smaller than the diameter of
the cylinder, so that the turbulent length scales created at the grid were one order of
magnitude smaller than the cylinder diameter.

Dye (potassium permanganate, KMnO4) was injected into the flow to visualise the
transport and mixing characteristics. The dye images provided a qualitative overview
of flow properties. The vortices originating from the lamp as well as the wake region
of the lamp were observed. The injection occurred at the top of the lamp or at the
rear of the lamp (Figure 5.1). A standard video camera (3 MP, 25 fps) recorded the
flow patterns.
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Figure 5.1: Experimental set-up: experimental flume (upper), dye injection (lower left) and
positions of LDA velocity measurements (lower right).

Figure 5.2: Overview of the hydraulic changes applied to the UV lamp.
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The velocities and turbulent intensities were measured by means of a LDA (Ruck,
1987), which measures the instantaneous velocity at a single point in the water. Two
laser beams (for two velocity directions) and a reference beam entered the water mass
and were scattered by small particles in the water. Seeding with particles was not
necessary, because the water contained sufficient micro particles (small enough to
move entirely with the flow) to receive a steady signal. Due to the Doppler shift, the
frequency of the scattered laser light changed, defining the velocity of the water in
each direction. Instantaneous velocity data was captured at a sampling rate of 100 Hz
for a duration of 3 minutes from which the mean velocities, Reynolds stresses (normal
stresses u′u′ and w′w′, and shear stresses u′w′), turbulent kinetic energies and power
spectra were calculated. The turbulent kinetic energies (TKE ) were calculated from
the variances of the velocities:

TKE =
3
4

(
(u′)2 + (w′)2

)
, (5.1)

where u′ and w′ are the instantaneous velocity fluctuations (m/s). It was assumed that
the third velocity direction, which was not measured, had an equal contribution to the
turbulent kinetic energy as the other velocities (assuming isotropy). Adams and Rodi
(1990) used a similar equation to calculate the TKE. The instantaneous velocities
were measured in the middle of the flume at several vertical profiles downstream of
the lamp (Figure 5.1).
The dynamic behaviour of the flow around the cylinders was observed by the vortex
shedding frequency, which is the frequency at which the vortices are created at the
rear of the cylinder. The frequency f(Hz) of the vortex shedding is characterised by
the Strouhal number, defined as the dimensionless vortex shedding frequency:

St =
fD

um
, (5.2)

where D is the diameter of the cylinder (m) and um the mean velocity upstream of
the cylinder (m/s). The Strouhal numbers were determined from the energy spectrum
of the velocity signal at each measuring point. Due to vortex shedding, there was a
peak in the energy spectrum at the vortex shedding frequency. The frequency where
the peak occurred was used in eq. 5.2 to calculate the Strouhal number. The vortex
shedding frequency is directly related to the length of consecutive vortices, which can
be related to the wake size. Since a higher vortex shedding frequency means shorter
vortices and therefore a shorter wake size, the Strouhal number is in some way in-
versely proportional to the wake size.
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Figure 5.3: Pictures after dye injection at the downstream part of the UV lamp, showing
the recirculation zone downstream of the lamp and the large-scale vortices. A video can be
found at: http://dx.doi.org/10.4121/uuid:954f0e25-aa39-454d-a0fa-656f36bf72d1

Figure 5.4: Dye pictures of the wing-shaped UV lamp. The flow remains attached to the
cylinder surface at higher Reynolds numbers.

http://dx.doi.org/10.4121/uuid:954f0e25-aa39-454d-a0fa-656f36bf72d1
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5.2.2 Results of flow measurements

Dye visualisation

The dye movies gave a qualitative insight into the flow and mixing properties around
the lamp. In Figure 5.3 pictures for the different cases are shown where the dye was
injected at the downstream part of the cylinder (Re = 6000). The dye trapped inside
the recirculation zone at the downstream part of the lamp is clearly visible. Also,
the formation of a von Karman vortex street is visible: large vortices were shed from
the top and bottom of the lamp. These large vortices gradually spread out over the
complete depth of the channel and stretched out over a length of several times the
channel depth. As a result, the mixing downstream of the lamp was largely increased.
While the vortices moved further downstream, the energy of the large vortices was
transferred to the smaller vortices by the energy cascade and eventually dissipated by
viscosity.

The lamp with increased roughness and the lamp with an upstream grid showed a
similar flow pattern as the reference cylinder. The wing-shaped lamp did not produce
such distinct vortices, but still a large wake region filled with dye is observed. This
indicates that a large recirculation zone as well as a large mixing layer had developed,
despite the streamlined shape of the wing. In Figure 5.4, the flow around the wing
shape is shown as a function of Reynolds number. While increasing the Reynolds
numbers, the flow became more streamlined and remained better attached to the
lamp surface. From Re = 24 000 and higher, the recirculation zone had disappeared
and the vortices remained small.

Velocity fields

An overview of the LDA measurements is given in Table 5.1. They were conducted
for two flow rates, 16 l/s and 80 l/s, corresponding to Re = 6000 and Re = 30 000,
respectively. The LDA measurements are summarised in Figure 5.5, where the time-
averaged velocity vectors for all cases are presented. The flow was forced to move
around the lamp, resulting in an upward flow above the lamp and a downward flow
below the lamp. A main flow region was distinguished, which was hardly influenced
by the blocking effect of the lamp in the flow. A shear layer existed between the main
flow and the wake, which connected the high velocity region with the wake region.
The wake region is clearly visible downstream of the lamp. Two large recirculation
cells (above and below the centreline) were formed that rotate in opposite direction.

The red dots indicate the boundaries of the wake region, which were defined as
the positions where the volume of water flowing in forward (streamwise) direction
equalled the volume of water flowing in backward direction. They were calculated
from the velocity profile (in streamwise direction) at each measured line. In Table
5.1, the normalised length (L/D) of the recirculation cell is presented, measured as
the distance between the rear of the cylinder and the point of zero streamwise velocity
(at the middle axis of the cylinder, z = 0 cm). The Reynolds number had a large
influence on the wake size: a larger wake was formed at lower Reynolds numbers,
which is in correspondence with other observations from literature (Breuer, 2000).
The lamp with a grid in front clearly showed a large improvement with respect to
the wake size for both Reynolds numbers. The increased turbulent intensity created
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Figure 5.5: Vector plot of the measured velocities for the various cross-flow UV lamps (upper
panels: Re = 6000, lower panels: Re = 30 000). Red dots indicate the boundary of zero
mean velocity.



5.2. Experiments of various UV lamp shapes 81

Figure 5.6: Measured velocities and Reynolds stresses at Re = 30 000, mean velocity in
streamwise direction (u), mean velocity in vertical direction (w), normal stress in streamwise
direction (u′u′), normal stress in vertical direction (w′w′) and shear stress (u′w′). The values
are normalised with respect to the average inflow velocity (um).
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Table 5.1: Overview of wake sizes and Strouhal numbers.

Case Flow rate
(l/s)

Re (*1e3) L/D Strouhal
(mean)

Strouhal
(std)

I reference 16.5 6.2 1.62 0.2153 0.0034
I reference 79.5 30 1.12 0.2085 0.0023
II rough 16.4 6.2 1.63 0.1883 0.0037
II rough 80.1 30 1.79 0.1877 0.0021
III wing 16.4 6.1 2.72 0.1838 0.0251
III wing 79.8 30 - - -
IV grid 16.5 6.2 1.07 0.2361 0.0034
IV grid 79.2 30 0.857 0.2410 0.0015

by the grid resulted in a smaller wake. The sand elements glued on the cylinder did
not have the desired effect to reduce the wake size. At the lowest Reynolds number
the differences with respect to the reference case were small. However, at the highest
Reynolds number the wake size was considerably increased (from 1.12D to 1.79D).
A reduction was expected because the drag crisis would be reached at this range of
Reynolds numbers for this roughness (Achenbach and Heinecke, 1981), which was
apparently not the case. By increasing the roughness, however, the critical Reynolds
number range is shrinking, and also the reduction in drag is decreasing (Achenbach
and Heinecke, 1981). Also, the large roughness elements influenced the flow outside
the boundary layer of the cylinder, which could influence the wake size. Moreover,
the effective diameter is increased by the roughness elements resulting in a larger
wake. For the wing shape an improvement was only observed at the highest Reynolds
number, where no separation occurred. The separation point was very sensitive to
the Reynolds number: by a small increase of the Reynolds number the separation
point shifted further downstream, which was already observed in the dye experiment.
As a consequence, a large wake occurred at the lowest Reynolds number, whereas the
wake had disappeared at the highest Reynolds number.

For a more detailed comparison of the flow fields the velocity profiles (mean velocity in
streamwise direction, u, and vertical direction, w) for all the lamp shapes are plotted
in Figure 5.6. The emphasis is put on the largest Reynolds number, which is closer to
the range of flow conditions used at UV reactors in practice. At the centre line of the
lamp (x = 0 cm) the velocity profiles were almost the same. Only small differences
close to the lamp surface were observed. In the near wake region (x = 5 cm to
x = 10 cm), the differences between the lamp shapes were distinct. At x = 7.5 cm,
the average streamwise velocity was still negative for the normal and rough cylinder,
whereas the recirculation had disappeared for the cylinder with a grid in front. For
the wing shape, no recirculation was present, only a reduction in velocity to half of
the inflow velocity was observed directly downstream of the wing (at x = 10 cm, z = 0
cm). In the far field (x = 15 cm), the lamp shapes with the shortest wakes recovered
quickest from the disturbance of the velocity profile.
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Reynolds stresses

The Reynolds stresses show more details of the complex flow patterns as well as the
mixing characteristics (Figure 5.6). The differences between the lamp configurations
were related to the size of the wake region, so that the local maxima and minima of the
stresses occurred at different positions, but similar patterns were observed. Observing
the normal stress profile (in streamwise direction, u′u′) shows that the maximum
stresses occurred at the shear layer, whereas a local minimum occurred at the centre
line of the cylinder (z = 0 cm). For the normal stress in transverse vertical direction
(w′w′) the maximum value occurred at the centre line of the lamp. The vortices
originating from the lamps caused an alternating upward and downward velocity,
which explained the large values of these normal stresses. The shear stresses (u′w′)
had their maximum values outside the recirculation zone, in the middle of the shear
layer between the recirculation and main flow. Further downstream, the stress profiles
diffused out over the complete height, which was in accordance with the observation
from the dye experiments that the vortices were spread out over the height. The
turbulent energy inside these vortices was spread over the height and slowly reduced
by viscosity. A general pattern was observed that the lamp configurations with shorter
wakes yielded higher Reynolds stresses but over a shorter downstream distance. So,
the momentum transport is higher, enabling a quicker redistribution of the velocity
profile, in other words, reducing the wake length.

Strouhal numbers

The vortex shedding occurred at several positions downstream of the cylinder, where
the vortex shedding frequency was determined from the measured instantaneous ve-
locity signals. The ensemble average of these vortex shedding frequencies was taken,
from which the Strouhal number was calculated (Table 5.1), based upon the mean
velocity in the flume. Standard deviations of the Strouhal data points were small (of
the order of 1% of the average). The Strouhal number for the reference cylinder was
close to other experimentally observed Strouhal numbers, St ≈ 0.2 (Achenbach and
Heinecke, 1981). The adjustments to the cylinder had their effect on the Strouhal
number: a decrease occurred for the rough cylinder, whereas an increase occurred
by placing a grid upstream. The decrease in Strouhal number could be explained by
the increase in effective diameter by the sand particles, which was not incorporated
in the calculation for the Strouhal number (the increase of 10% of the effective di-
ameter would give similar Strouhal numbers as for the normal cylinder). Niemann
and Hölscher (1990) pointed out that changing the free stream turbulence by placing
a grid upstream as well as changing the roughness may alter the Strouhal number.
Achenbach and Heinecke (1981) observed an increase in Strouhal number from 0.2
to 0.25 at the drag crisis. Clearly, the sand particles glued on the cylinder did not
have the desired effect: the wake size was increased and the Strouhal number was
decreased, showing that the drag crisis was not reached here. For the wing shape,
at the low flow rate vortices were still shed from the cylinder but with a smaller fre-
quency. At higher Reynolds numbers, the vortex shedding disappeared, because the
vortex shedding mechanism was stopped.
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5.2.3 Discussion

The experiments showed the sensitivities of the wake formation behind cylinders.
The interaction between the boundary layer at the surface of the cylinder and the
turbulent flow is complex, and influences the separation point, and, consequently, the
wake size. Changing the turbulent properties of the flow by placing an upstream
grid or changing the boundary layer by adding roughness elements had changed the
flow fields considerably. From the experiments, it is concluded that the most effective
measures to reduce the wake size of cross-flow UV lamps are placing a grid upstream
of the lamp and changing the cylindrical shape of the lamp to a wing-shaped lamp.
Adding roughness elements to the cylinder surface did not have the desired effect,
because the drag crisis was not reached. The effectiveness of measures that reduce
the wake size depended on the Reynolds number, which was clearly observed for the
wing shape. The designs may be tuned to reduce the wake size further: by adjusting
the grid spacing, distance of the grid to the lamp and size of the wing.

5.3 CFD modelling of the reference cylinder

5.3.1 Modelling conditions

Using the measured velocity profiles of the reference cylinder, both CFD models (LES
model and k-ε model) were validated. A flow domain with dimensions 0.4 x 0.8 x
0.4 m3 (using a similar width and height as the experimental flume) was used for the
CFD calculations (Figure 5.7). For a RANS model with k-ε turbulence modelling
two meshes were used: a mesh with 41 228 elements and one with 132 228 elements.
The following boundary conditions were imposed: a velocity at the inlet, a pressure
at the outlet, velocities corresponding to a logarithmic wall function at the walls and
a free slip condition at the free surface. For the LES calculations three different mesh
sizes were used: 1.8 million, 4.2 million and 14.2 million elements. The velocities at
the boundaries were set to zero (no slip condition), whereas a velocity corresponding
to a logarithmic velocity profile was imposed at the first mesh point perpendicular to
the wall. At the cylinder boundary, the velocities were set to zero. At the inlet, a
logarithmic velocity profile was prescribed, whereas at the outlet a zero pressure was
imposed.

5.3.2 Validation of velocity profiles

The comparison between the measured velocity profiles and the CFD models is pre-
sented for Re = 30 000. Similar results were obtained at the lower Reynolds number.
The streamwise velocities calculated by the k-ε model are shown in Figure 5.8(a).
Mesh independency was reached for 41 228 elements, since refining the mesh showed
similar results. The velocity profile near the cylinder (x = 0 cm) showed a good agree-
ment with the measurements, so the upstream flow conditions are predicted correctly.
However, the model predicted a very small recirculation zone (around 1 cm). As a
result, the velocity profiles downstream of the cylinder were predicted wrongly by
the model. Not resolving the turbulent motions and the large-scale vortex shedding
resulted in a substantial under prediction of the wake. Also the increase in streamwise
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Figure 5.7: Sketch of the computational domain of the CFD models.

velocity directly above and below the wake region was not predicted by the model.
Further downstream, at the far wake region (x = 15 cm), the CFD model again
coincided with the measurements. Also, the turbulent kinetic energies (TKE ) were
largely underestimated by the k-ε model, Figure 5.8(b). Close to the cylinder, in the
near wake, the TKE were in the same order of magnitude as the measured kinetic
energies. Further downstream, however, the CFD model did not follow the measured
increase in TKE. Less turbulent energy was created, because the streamwise velocity
differences over the height were smaller. However, the small turbulent kinetic energies
also had their effect on the velocity profile: although the disturbance of the velocity
profile by the cylinder was small, it stretched out over a large length. Therefore, at
x = 15 cm, the velocity profile was again well predicted by the model.

The results from the LES model are shown for different mesh resolutions (1.8 million,
4.2 million and 14.2 million elements) in Figure 5.9(a). The solution was not com-
pletely independent of the mesh size, especially the velocity at the centre line of the
cylinder showed variations with respect to the mesh size. Also, close to the cylinder,
where the velocity gradients were the largest, the finer mesh matched closer with the
measurements. Despite the differences, the computed results resembled the measure-
ments well. Mesh dependency was also observed by Breuer (2000), where increasing
the mesh resolution resulted in a shorter recirculation length and not necessarily a
better agreement with measurements. A similar pattern is visible for the turbulent
kinetic energies in Figure 5.9(b). Some small differences between the different mesh
sizes were again visible; mainly the TKE close to the cylinder differed. But, in gen-
eral, the turbulent kinetic energies predicted by the LES model agreed well with the
measurements. The model predicted Strouhal numbers of St = 0.23 and St = 0.21 for
Re = 5000 and Re = 30 000, respectively. These values were close to the measured
values, indicating that the dynamical vortex motions were resembled well by the LES
model.
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(a) Streamwise velocities (u)

(b) Turbulent kinetic energies (k)

Figure 5.8: Comparison between measurements and k-ε model calculations for different mesh
sizes (CFD k-ε: 41 228 elements and CFD k-ε fine: 132 228 elements). The coefficients of
determination (R2) are indicated for both mesh sizes.
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(a) Streamwise velocities (u)

(b) Turbulent kinetic energies (k)

Figure 5.9: Comparison between measurements and LES model calculations for different
mesh sizes. For each mesh size, the number of elements in vertical, streamwise and cross-
flow direction is indicated. The coefficients of determination (R2) are indicated for all the
mesh sizes.
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5.4 Comparison between LES model and k-ε model

Inspired by the differences in velocity field between the LES model and k-ε model
for the reference cylinder, both models were evaluated with respect to residence time
distributions, dose distributions and the effects on water quality. Since the CFD
models can not resolve all the flow details of the boundary layer of the cylinder,
other measures than discussed in §5.2 were considered: baffle configurations. Baffles
are a well-known measure to improve UV systems, and largely influences the flow
fields: recirculation zones are formed and the flow around the UV lamp is changed.
So, configurations with baffles are a challenging test case for CFD models, and are
relevant for the design of UV systems.

5.4.1 Configurations

A single cross-flow UV lamp in a rectangular box was chosen, where the lamp was
placed at half of the height. The height and width of the box were both equal to a
length of 3 times the cylinder diameter, so that the distance from the lamp surface
to the outer wall was optimal for a transmittance of 80% (§2.7.2). Four different
flow situations were considered, a reference situation and three baffle configurations
to force the water elements to flow closer to the lamp (Figure 5.10):

• Reference, the reference situation with a single UV lamp in a box.

• Baffle upstream, a baffle was placed upstream of the UV lamp.

• Baffle middle, a baffle was placed at the middle of the UV lamp.

• Baffle downstream, a baffle was placed at the rear of the cylinder.

The differences between the baffle configurations were small, but they could have a
large impact on the flow field downstream of the lamp. The parameters used for the
modelling are shown in Table 5.2. The baffles were 0.025 m high, dividing the opening
between the cylinder and bottom or top wall into half.

Table 5.2: Parameters used for the CFD calculations.

Flow rate (Q) 0.005 m3/s
Baffle height 0.025 m
Total power UVC (P ) 200 W
Diameter quartz sleeve 0.05 m
Thickness quartz sleeve 0.0019 m
Length of the lamp, width of domain 0.15 m
Transmittance water (Tw) 80 %
Transmittance quartz (Tq) 96 %
Inactivation constant B. subtilis (kµ) 0.136 cm2/mJ
Threshold inactivation B. subtilis (φ0) 12.3 mJ/cm2

Normalised dose (Dscale) 132 mJ/cm2
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Figure 5.10: The flow around a single cylinder was investigated for different baffle configu-
rations.

5.4.2 Modelling approach

For the calculated dose distribution and disinfection, the independency with respect
to the mesh size, number of particles and time stepping of the particle movement was
investigated. For the k-ε model, the standard conditions were defined by: a medium
mesh size (41 228 elements), 4900 particles and a time step of the particle displacement
of 0.025 s. These conditions were varied and the dose distribution for each variation
is shown in Figure 5.11. The mean dose (Dmean), defined as the average of the doses
of all the particles, the D10, defined as the 10th percentile of the dose distribution and
disinfection (DE) of Bacillus subtilis spores, calculated from the dose of each particle
using the delayed Chick-Watson model (eq. 2.10, Chapter 2), are indicated as well.
Considering the mesh size, a medium mesh was sufficient to obtain a converged result
for the disinfection (DE). Regarding the number of particles, the dose distribution
became smoother by increasing the number of particles. The disinfection results
were converged at a number of 10 000 particles, whereas the standard condition of
4900 particles showed a deviation of 1-2% in comparison with the converged solution.
To reduce computational times the standard conditions were used, allowing a small
deviation. The time stepping (∆t) depended on the mesh size (∆x) and maximum
velocity (up), presented by the CFL number (eq. 3.34). For the medium mesh size,
the solution was converged at a time step of 0.025 s, which corresponded with a
maximum CFL number of the particle of around 1.

The dependency with respect to the mesh size and number of particles was also
considered for the LES model (Figure 5.12). Regarding the time step, the LES model
used a time-varying velocity field, for which small time steps between consecutive
velocity fields were needed. These time steps were also used for the particle tracking,
which were small enough to obtain a accurate solution (CFL number smaller than
1). The standard conditions were: a medium mesh size (64x256x64) and 50 000
particles. Due to the fluctuations in the velocity field, instead of using a peak release
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Figure 5.11: For the reference situation, normalised dose distributions and disinfection (DE)
were calculated for different mesh sizes, numbers of particles and time steps to obtain a
converged solution for the k-ε model. In the first row the variation of the mesh size is shown;
in the second row variation of the number of particles; and in the third row variation of the
time step.

Figure 5.12: For the reference situation, normalised dose distributions and disinfection (DE)
were calculated for different mesh sizes and numbers of particles and time steps to obtain a
converged solution for the LES model. In the first row the variation of mesh size is shown;
and in the second row variation of the number of particles.
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of particles, the particles were injected gradually during the first 1000 time steps to
obtain statistically more reliable results. By reducing the mesh size, starting from the
coarse mesh (48x192x48) to the medium mesh, the predicted disinfection increased.
At the medium mesh, the solution was converged; the disinfection at a medium mesh
size fell within one percent accuracy with respect to the fine mesh (96x384x96). This
accuracy was regarded as an acceptable choice when trading off the accuracy against
computational speed. Regarding the number of particles, the solution was converged
at numbers in between 10 000 and 50 000 particles. Both the LES model and the k-ε
model used the standard conditions to assess the various UV systems.

5.4.3 Velocity fields

The velocity fields calculated by the k-ε model and LES model are depicted in Figure
5.13 and 5.14, respectively. The streamwise mean velocities (u) are shown for the dif-
ferent flow configurations. The velocity averaged over the inflow boundary was equal
to 0.22 m/s. The water flowed around the cylinder, so that the velocity increased
above and below the cylinder, whereas the velocity directly behind the cylinder de-
creased or even reversed in direction due to the obstacle. By placing baffles, the bulk
flow was forced to move closer to the lamp. However, the bulk flow had to move
through a smaller area, so that the velocity increased even further (up to 4 times
the average velocity). Downstream of the baffles large recirculation zones developed.
The differences between the k-ε model and LES model were large, especially for the
configuration with baffles. For the reference case, differences were noticeable near
the wake region. The LES model predicted a distinct region with reversed velocities
behind the lamp at a length of around two times the lamp diameter. The k-ε model
did not predict reversed velocities, only a reduced velocity downstream of the cylinder
which stretched out over a length of a few times the lamp diameter. Also, the LES
model showed that the bulk flow moved at a larger distance from the lamp (the wake
region was wider).

By placing baffles above and below the cylinder, the differences between the models
became more apparent. Two jets developed in between the baffles and the cylinder,
one above and one below the lamp, which moved differently downstream of the cylin-
der in both models. The jets predicted by the LES model were more pronounced and
stretched over a larger distance, whereas the jets in the k-ε model tended to quickly
diffuse over the height. The differences were most pronounced for the configuration
with the baffle upstream. The k-ε model predicted no reverse flows downstream of
the cylinder here, and the jets had quickly merged. However, in the LES model, the
jets did not merge, but moved separately towards the lower and upper wall. Also, a
large wake had developed downstream of the lamp. Such a large wake may in fact be
unfavourable for the disinfection performance, because the bulk flow does not enter
the region with high UV intensities directly behind the lamp. For the configuration
with baffles in the middle or downstream, the wakes predicted by the LES model were
smaller than for the upstream baffles, because the jets had merged near the centre
instead of moving to the outer walls. This showed the sensitivity of the position of
the baffles to the flow field: by moving the baffle a little downstream, the direction
in which the jets move had changed and the wake was considerable reduced. Small
differences had a large impact on the wake formation. In contrast with the LES
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Figure 5.13: Velocity field, streamwise velocity u (m/s), calculated by the k-ε model for the
different configurations.

Figure 5.14: Velocity field, streamwise velocity u (m/s), calculated by the LES model for
the different configurations.

model, the size of the wake predicted by the k-ε model was only little influenced by
the position of the baffle.

Another remarkable result of the LES model was visible for the configuration with a
baffle in the middle and a baffle downstream. After the two jets had merged into a
single jet, this jet had the tendency to move towards either the upper or lower wall.
Due to the symmetry, there is in principal no preference for the upper or lower wall,
but once the jet had moved to one side, it remained there. The so-called Coanda effect
(Wille and Fernholz, 1965) explains this behaviour: due to small pressure differences
the jet is moved towards one side, which increases the pressure difference, eventually
resulting in the attachment of the jet to the wall. The k-ε is not capable of predicting
these sensitive flow features.
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5.4.4 Residence time distributions

The (cumulative) residence time distributions (RTD) are plotted in Figure 5.15. All
the particles were instantaneously released in the domain at a distance of 0.15 m
upstream of the cylinder. The distribution was obtained by collecting for each par-
ticle the time to cover a horizontal distance of 0.5 m. The differences between both
models became also apparent in the residence time distribution. Although the dif-
ferences were still small for the reference case, they clearly marked the differences in
underlying velocity fields. In the LES model, the velocity gradients were larger, a
higher maximum velocity occurred above and below the cylinder, which resulted in
the shortest residence times (T10 was shorter). Also, the larger wake region down-
stream of the cylinder caused the longest residence times (T90 was longer). For the
configurations with baffles, the differences became more pronounced. The LES model
predicted much shorter residence times than the k-ε model. The jets predicted by
the LES model were more confined and the recirculation regions were much larger
than for the k-ε model. The region of the bulk flow was therefore smaller and, con-
sequently, this region had higher velocities and corresponding lower residence times.
The RTD was changed a little by the position of the baffles in the k-ε model. The
LES model predicted large differences in the RTD between the baffle configurations,
for example the T90 was considerably increased by placing the baffle further down-
stream. Remarkably, for all the baffle configurations the RTD became wider than for
the reference configuration. If the RTD would characterise the performance of UV
systems, the effect of placing baffles would be negative. In fact, the hydraulics became
less optimal by placing baffles, because larger short-circuits and larger recirculation
occurred. However, the spatial distribution of UV irradiance needs to be considered
as well.

5.4.5 Dose distributions and disinfection

The UV dose distributions are shown in Figure 5.16. The mean dose, 10th percentile
dose and inactivation of Bacillus subtilis spores are indicated as well. For the ref-
erence case, the differences between the models were small. The peak in the dose
distribution was found at the same dose. Since the lower dose part in the distribution
was predicted similar for both models, the disinfection predictions were also equal.
The differences were large in the case of the upstream baffle. For the LES model
the peak in dose distribution was found at a similar dose as for the reference situa-
tion, whereas for the k-ε model the peak shifted towards a higher dose. As a result,
the k-ε model predicted a considerable increase in disinfection (from 1.55 to 2.68 log
units) by placing this upstream baffle, whereas the LES model predicted a decrease
in disinfection (from 1.55 to 1.45 log units). The k-ε model showed similar results for
the configuration with the baffle in the middle, where the dose distribution closely
matched with the upstream baffle configuration. The LES model calculated the peak
in the dose distribution at a slightly higher dose than for the reference case, resulting
in an increased disinfection. However, the peak was still found at a smaller dose than
for the k-ε model, so that the LES model still predicted a smaller disinfection than
the k-ε model. By placing the baffle further downstream, the disinfection predicted
by the LES model was further increased to 2.11 log units, but not to the extent of the
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Figure 5.15: Cumulative residence time distribution calculated by the k-ε model and LES
model for the various geometries. Residence times are normalised with the hydraulic resi-
dence time.

Figure 5.16: Normalised dose distribution calculated by the k-ε model and LES model for
the various geometries. The mean dose (Dmean), 10th percentile of the dose (D10) and
inactivation of B. subtilis (DE) are indicated as well.
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Figure 5.17: Overview of the disinfection levels, predicted by the LES model and k-ε model
for the various geometries.

Table 5.3: Improvement of placing baffles with respect to the reference
configuration.

Configuration k-ε model (%) LES model (%)

Baffle upstream 73 -6
Baffle middle 70 24
Baffle downstream 61 36

k-ε model prediction (2.49 log units). Here, the differences in dose distribution be-
tween the models were smaller than for the other baffle cases, but the LES model still
predicted the peak at a lower dose and therefore lower disinfection levels. Where for
the different baffle configurations the residence time distribution became wider than
for the reference configuration, the dose distribution became narrower by placing baf-
fles (except for the baffle upstream). The short-circuits moved close to the lamp, so
that the short residence times were compensated with high irradiances. Therefore,
the dose distribution better characterises the performance of a UV system than the
RTD, since it incorporates the UV radiation distribution.

The disinfection predictions are summarised in Figure 5.17 and Table 5.3. The
predictions were equal for both modelling approaches in the case of the reference
situation. Surprisingly, the baffle configurations showed opposite patterns for both
models: placing the baffle further downstream resulted in an increase in disinfection
for the LES model, whereas the k-ε model predicted a decrease in disinfection. This
increase in disinfection for the LES model can be explained by the size of the wake:
moving the baffles downstream reduced the wake, so that the bulk flow moved through
an area with higher UV intensities, resulting in higher UV doses. The best results
for the k-ε model were obtained for the upstream baffle (improvement of 73%), where
the LES model predicted the worst disinfection results (reduction of 6%). Placing the
baffle downstream resulted in an improvement of 36% in disinfection predicted by the
LES model.
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Figure 5.18: Snapshot of the reduction of hydrogen peroxide (upper panel) and the degra-
dation of atrazine (lower panel) calculated by the LES model. A movie can be found at:
http://dx.doi.org/10.4121/uuid:dfff9d45-75c4-455c-848a-d50bc4a09087

5.4.6 Oxidation

The state-of-the-art for modelling oxidation would be predicting the concentration
of contaminant and peroxide simultaneously, and solving the concentration gradients
induced by the differences in UV irradiances and turbulent motions. This modelling
approach is followed by the LES model, where the degradation of atrazine and the
reduction of peroxide is calculated simultaneously in an Eulerian framework using
the equations described in Chapter 2. For the reference cylinder this approach is
followed and the reduction of atrazine is computed. A monochromatic lamp with a
power of 2000 W (UVC) was used to establish the high UV dose needed for oxidation,
and the initial concentration of hydrogen peroxide was set to 10 mg/L. Furthermore,
the parameters provided in Table 2.2 were used for the calculation of the atrazine
concentration. A snapshot of the concentration of atrazine and the concentration of
peroxide is shown in Figure 5.18. The largest reduction of peroxide occurred directly
downstream of the lamp, where the UV irradiances were high and the residence times
were long due to the recirculation cell. Nevertheless, the reduction of peroxide did
not exceed 30%, and the average reduction of peroxide at the effluent was around 5%.
The reduction of atrazine was also largest in the wake region, where more than 99%
of the atrazine was removed. The reduction of atrazine was smallest close to the outer
walls, where due to the low irradiances and high velocities only 30% of the atrazine
was removed. Further downstream regions with different concentrations of atrazine
were mixed, so that on average a reduction of around 65% was established.

Besides the Eulerian approach, the degradation of atrazine was also computed in
a Lagrangian framework from the dose distribution determined by the particle tracks
(Chapter 2). Moreover, the atrazine degradation was calculated with and without
the assumption that the reduction of peroxide can be neglected. The results of the

http://dx.doi.org/10.4121/uuid:dfff9d45-75c4-455c-848a-d50bc4a09087
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Figure 5.19: Overview of the degradation of atrazine, predicted by the LES model and k-ε
model for the various geometries.

Table 5.4: Results of oxidation calculations for different modelling approaches.

Modelling approach Degradation atrazine (%)

LES model, Eulerian, with peroxide reduction 65.4
LES model, Eulerian, peroxide constant 65.9
LES model, Lagrangian, with peroxide reduction 65.5
LES model, Lagrangian, peroxide constant 65.8

k-ε model, Lagrangian, with peroxide reduction 67.7
k-ε model, Lagrangian, peroxide constant 67.9

average atrazine degradation for these approaches are shown in Table 5.4, showing
that neglecting the reduction of peroxide had little effect (less than 1% difference).
Also, the Lagrangian approach gave similar results as the Eulerian approach, showing
that both methods could be used to calculate the degradation.

The degradation of atrazine under similar conditions as the example above was
computed for the various cross-flow UV lamp geometries using the Lagrangian ap-
proach. The results for the k-ε model and the LES model are shown in Figure 5.19.
The LES model predicted a lower removal of atrazine, even for the reference cylinder.
The differences between the modelling approaches were again largest for the upstream
baffle configuration, where the k-ε model predicted 15% more degradation of atrazine.
For oxidation, the effect of placing baffles was comparable as for disinfection, although
the differences were less pronounced. Placing the baffle downstream resulted in the
highest increase in degradation, whereas placing a baffle upstream had the opposite
effect.

5.4.7 Discussion

The differences between the modelling approaches become more apparent by consid-
ering the movements of the individual particles (Figure 5.20). First of all, for the
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reference case, the positions of the particles at different time steps were considered
for both models. From earlier observations we have seen that the LES model showed
smaller residence times than the k-ε model (§5.4.4), whereas the peak in the dose
distribution was found at a similar dose. These observations can be related to the
particles positions and the UV dose received by the particle. Clearly, the way the
particles had moved was different for both models. The k-ε model predicted a more
smooth concentration distribution of particles due to the smaller velocity gradients
and small wake region. The region downstream of the lamp was therefore quickly filled
with particles. From the particle positions calculated by the LES model, the turbu-
lent flow features were better recognisable. For example, in the case of the reference
cylinder at t/Th = 0.25, the large wake was visible by the particles that moved around
it. An instant later, the large eddies shed from the cylinder were visible: they caused
mixing of low and high dose particles. Subsequently, particles were trapped inside
the wake region, where they received very high doses. The LES model predicted the
quickest moving particles due to the higher maximum velocities, which occurred at a
small distance above as well as below the lamp. These particles did not necessarily
have the smallest dose. In fact, these particles moved close to the lamps, where the
UV irradiances were high. Instead, the particles with the lowest doses had moved
along the upper and lower wall. After they had passed the lamp, they were - after a
while - redistributed over the height due the increased turbulent mixing downstream
of the lamp. Since the velocity fields near the outer walls were almost similar for
both models, the critical particles, which are the particles with the lowest doses, were
predicted the same. As a result, the disinfection prediction for the reference case was
equal for both models.

Next, the particle positions for the baffle upstream configuration are considered in
Figure 5.20 as well. For this configuration the differences in disinfection levels pre-
dicted by both models were large. The critical flow trajectories from the reference
configuration - the particles with the lowest doses moving along the outer walls, were
forced to move around the baffle. The differences between the models is most clearly
observed at t/Th = 0.25. The k-ε model predicted a spreading of particles over the
height, including a large group of particles directly downstream of the lamp, whereas
the LES model predicted particles close to the outer walls, which had moved along
with the jets above and below the lamp. Due to the high velocities here, the UV
doses remained small. Further downstream, these particles were redistributed over
the height, but at such a distance from the lamp that the doses remained small.
Therefore, at t/Th = 0.375, the LES model predicted large numbers of particles close
to the outflow, which were responsible for the low residence times and low doses. For
the k-ε model, the particles had moved slower and closer to the lamps, so that the
peak in the dose distribution was found at a higher dose. Consequently, the predicted
disinfection levels differed largely. The longer tail in the RTD predicted by the LES
model was caused by the large wake region, which is visible by the particles trapped
inside this region.
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Figure 5.20: Particle positions calculated by the k-ε model and LES model at different
time steps for the reference cylinder (upper panels) and upstream baffle (lower panels).
The normalised dose is indicated by the colour of the particle. A movie can be found at:
http://dx.doi.org/10.4121/uuid:63ef98c8-5a01-442a-9caf-80106576a171

http://dx.doi.org/10.4121/uuid:63ef98c8-5a01-442a-9caf-80106576a171
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5.5 Conclusions

Measurements were conducted to investigate hydraulic changes that reduce the wake
size downstream of UV lamps. Dye visualization and LDA velocity measurements
showed that the size of the wake was sensitive to local turbulent properties of the flow.
Placing a grid upstream of the lamp resulted in a shorter wake length. Increasing
the roughness of the lamp surface did not have the desired effect to advance the
drag crisis to a lower Reynolds number, which should reduce the wake size. On the
contrary, the wake size was increased considerably. Streamlining the lamp resulted
in a disappearance of the wake in case the Reynolds number was high enough (above
Re = 24000).

The LES model and k-ε model were evaluated for the flow around a single cross-
flow UV lamp. The k-ε model largely under predicted the wake formation downstream
of the reference lamp, whereas the LES model predicted the flow fields accurately.
Using both modelling approaches, the sensitivity of the residence time distribution,
dose distribution and disinfection to the local velocity field was investigated.

The effect of placing baffles around a single UV lamp were demonstrated by the
CFD model with a large-eddy simulation. By placing baffles the residence time distri-
bution became wider with respect to the reference situation without baffles, however,
the disinfection was in some cases increased. The disinfection efficacy was very sen-
sitive to the position of the baffles. Placing the baffles a little upstream of the centre
of the lamp (distance of 0.5Dlamp) resulted in a less efficient disinfection than for
the case without a baffle. Moving the baffle a little downstream (up to a distance of
0.5Dlamp downstream of the centre of the lamp) resulted in an increase in disinfection.

The weaknesses of RANS models, that do not resolve the turbulent motions, were
demonstrated. By simplifying the turbulent flow inside the UV system, flow fields are
predicted inaccurately in time and space. This type of modelling does not capture all
the complex turbulent flow details, and the sensitivity of baffle positions on the local
hydraulics may be addressed wrongly. The effect of this inaccurate representation
of the hydraulics on the disinfection prediction depends on the local geometry. As
shown here for the baffle configurations, the predictions of the k-ε model become
inaccurate in situations where large velocity differences are present and large wakes
can develop. The latter may not be the case for full-scale installations, where the
wakes are more confined due the interaction with other lamps. This is explored in
Chapter 6, where the model approaches are validated by experimental results for
a bench-scale UV reactor. Nevertheless, the investigations on the single cross-flow
UV lamp show that one must be aware of the limitations of the turbulence models.
More advanced models, such as the LES model, result in a more precise disinfection
prediction, but are computationally more expensive.



Where Chapter 5 focuses on the details of a
single UV lamp system, in this chapter bench-
scale and full-scale UV systems are considered.
We provide a validation of the CFD modelling
of a bench-scale UV reactor by a combination
of measurement techniques. Lastly, we inves-
tigate the design of new UV systems using the
modelling tools described in Chapter 2. 6

UV systems

6.1 Introduction

1 The experimental and numerical results of a single cross-flow UV lamp, described
in Chapter 5, showed that the local (turbulent) flow features were very important for
the predicted disinfection or oxidation. The RANS approach with a k-ε turbulence
model may in some cases overestimate the disinfection efficacy significantly with re-
spect to the more advanced LES model. The next step is to evaluate whether this
overestimation also occurs in more realistic UV systems, and whether this can be
confirmed by experiments. A large set of experiments were therefore conducted in
a bench-scale UV reactor. The experiments include measurements of flow velocities,
residence time distributions, dye visualisations, dose distributions, microbial inactiva-
tion and degradation of chemicals. This combination provides a thorough validation
of the CFD modelling of the UV reactor, which is important to guarantee that the
predicted performance by CFD modelling is accurate.

After validation of the CFD model, the model was used to optimise UV reactor
performance. Several authors evaluated the disinfection performance of different re-
actors using CFD (Wright and Hargreaves, 2001; Sozzi and Taghipour, 2006; Pan and
Orava, 2007). They found differences in the disinfection performance between the
various reactors, which were related to the hydraulics of the systems. Modifications
to the geometry of the reactor, such as baffle plates or rings, can result in an increase
in disinfection capacity (Blatchley III et al., 1998; Chiu et al., 1999). Among the large
number of reactor types, it is not known beforehand which reactor type has the best
performance with respect to disinfection or oxidation, and if such a reactor is the best
possible reactor. A systematic approach for the design of UV reactors is therefore

1Parts of the research described in this chapter are published in:
Wols, B.A., Shao, L., Uijttewaal, W.S.J., Hofman, J.A.M.H., Rietveld, L.C., and van
Dijk, J.C. Evaluation of experimental techniques to validate numerical computations of
the hydraulics inside a bench-scale UV reactor. accepted in Chemical Engineering Science,
http://dx.doi.org/10.1016/j.ces.2010.04.013

Wols, B.A., Hofman, J.A.M.H., Beerendonk, E.F., Uijttewaal, W.S.J. and van Dijk, J.C. A
systematic approach for the design of UV reactors using CFD. accepted in AIChE Journal,
http://dx.doi.org/10.1002/aic.12255

Parts of the data can be accessed through http://dx.doi.org/10.4121/uuid:

c1ac7344-1419-4398-ba13-c757551c303f

http://dx.doi.org/10.1016/j.ces.2010.04.013
http://dx.doi.org/10.1002/aic.12255
http://dx.doi.org/10.4121/uuid:c1ac7344-1419-4398-ba13-c757551c303f
http://dx.doi.org/10.4121/uuid:c1ac7344-1419-4398-ba13-c757551c303f
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followed that makes use of CFD modelling. Design aspects such as placing mirrors,
determining the lamp size and placing reactors in series are considered. The various
designs are subjected to the following criteria: disinfection performance, oxidation
performance and energy consumption. The potential in energy reduction for existing
UV reactors and new reactor designs is explored as well.

The experimental results for the bench-scale UV reactor are presented in §6.2,
whereas the CFD modelling of this reactor by both modelling approaches (the k-ε
model and LES model) are presented in §6.3. In §6.4, the optimal design of a UV
system is studied by assessing a large number of UV reactors.

6.2 Experiments of a bench-scale UV reactor

6.2.1 Setup

A bench-scale UV reactor was constructed around four UV lamps placed perpendicu-
lar to the flow direction (see Figure 6.1). Upstream of the reactor, a pipe (D = 0.125
m) with a length 50 times the pipe’s diameter was used to obtain a fully developed
turbulent velocity profile at the entrance of the UV reactor. The outer geometry of
the reactor itself consisted of a cylinder (D = 0.3 m) with a depth of 0.15 m, placed
perpendicular to the direction of the inflow and outflow pipes. Inside the reactor, four
cylindrical quartz tubes were placed. The outflow pipe had the same cross-sectional
area as the inflow pipe. Flow rates were varied between 1 m3/h and 5 m3/h, which
resulted in a mean velocity in the pipe ranging from 0.023 m/s (Re = 2.8 · 103) to
0.11 m/s (Re = 14 · 103), indicating that the flow was turbulent. Two measurements
series were conducted: a series to measure the hydraulics and a series to measure dose
distributions, microbial inactivation and chemical degradation.

Figure 6.1: Photograph of the UV reactor (upper panel), where four lamps are placed
perpendicular to the flow direction; the geometry of the UV reactor used in the CFD model
is shown in the lower panel.
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For the first measurements series, no UV lamps were installed in the quartz tubes. The
residence time distributions (RTD) were obtained by injecting a tracer of salt (sodium
chloride) water and measuring the electrical conductivity of the water upstream and
downstream of the reactor. The injection of salt water occurred at a large distance
upstream of the reactor (more than 50 times the diameter of the pipe) to ensure
a good mixing of the salt water over the cross-section. The salt concentration was
measured in the middle of the pipe, 0.45 m upstream as well as 0.45 m downstream of
the centre of the reactor. The salt plume had an increased salinity of 0.1 g/L, which
was low enough to prevent the occurrence of density currents and high enough to be
detected accurately.

Assuming that residence time distributions can be described by an open disper-
sion model (Levenspiel and Smith, 1957; Aris, 1959; Martin, 2000), Péclet numbers
were obtained from the difference in the variance of the input and output RTD. The
injection of a passive tracer was used to visualise the flow fields. Dye (potassium
permanganate, KMnO4) was injected upstream of the reactor. Because of the dye,
the flow was visible through the transparent covers mounted on the flanges of the
reactor. The dye, injected 1 m upstream of the reactor, allowed for mixing over the
entire cross-section upstream of the reactor. The dye slowly filled the reactor and the
injection was stopped when the water in the reactor turned completely purple. Fresh
water entered the reactor again and the dye slowly drained out. A movie camera (3
MP, 25 Hz) recorded the spreading of the dye through the reactor. The flow fields
were measured by means of laser Doppler anemometry (LDA), explained in §5.2.1.

In addition to the hydraulic measurements, biodosimetry and Lagrangian actinome-
try experiments (Blatchley III et al., 2008) were performed in the same UV reactor.
The transparent flanges were replaced by stainless steel flanges and four monochro-
matic UV lamps were placed in the middle of the quartz tubes. For the biodosime-
try experiments, MS2 phages and Bacillus subtilis spores were used as challenge
organisms. The MS2 phages were prepared in the microbiology laboratory of KWR,
where the phages were cultivated using the cells of a host bacteria. The Bacillus
subtilis spores were obtained from Vienna (ÖNORM, 2001) using the 2007 batch.
The dose distributions were determined by Lagrangian actinometry, where fluores-
cent microspheres were added to the water. The dyed microspheres were prepared
at Purdue University by conjugating a photosensitive substance S (which represents
(E)-5-[2-(methoxycarbonyl)ethenyl]cytidine) to polystyrene microspheres through a
streptavidin-biotin linkage (Blatchley III et al., 2006).

The experimental set-up is shown in Figure 6.2. Nieuwegein tap water is entering
the system after a 1 µm filter unit to remove coarse particles. The transmittance
was reduced by adding a PHBA solution (4-hydroxybenzoic acid 99%, from Sigma
Aldrich, Cas. Nr. 99-96-7.), which absorbed light photons (molar extinction at 246
nm is 11500 L/mol/cm, Modi (1994)). During the experiments, two samples at the
influent and two samples at the effluent were taken to determine the transmittance by
spectrophotometry. A UV-vis spectrophotometer (Unicam UV530, calibrated in June
2009) measured the absorbance of the water sample in a 1 cm cuvette. Filtration of
the samples before analysis by the spectrophotometer was not necessary, indicating
that the effect of particle scattering could be neglected. The transmittance for each
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Figure 6.2: Experimental set-up of the UV system as used for the biodosimetry and La-
grangian actinometry experiments.

experimental condition was determined by averaging the values of the influent and
effluent samples. A stock solution containing 5 L Nieuwegein water (filtered by a 1
µm membrane), MS2 phages, Bacillus subtilis spores and dyed microspheres (DMS)
was prepared for each experimental condition. This solution was added to the system
by means of a peristaltic pump (flow rate of 10.1 L/h). After the addition of PHBA
and the stock solution, a static mixer ensured a good mixing with the main stream.
Downstream of the static mixer an influent sample port was placed. An effluent
sample port was placed after a static mixer downstream of the reactor. For the
biodosimetry experiment, five samples at the influent and five at the effluent sample
port were taken to determine the microbial inactivation.

For the analysis of the concentration of micro-organisms, the Bacillus subtilis sam-
ples were pasteurized at 60 ◦C during 30 minutes, after which they were diluted and
put on plates with bouillon agar (in duplicate). Incubation of the plates occurred at
36 ◦C during 24 hours, after which the spores were counted. The MS2 phage samples
were analysed in accordance with ISO 10705-1 (1995). These samples were diluted
and put on plates with host strains WG49 and bouillon agar (in duplicate). After
incubation of 18 hours at 37 ◦C, the colony-forming units were counted.

For the Lagrangian actinometry, a sample of the stock solution was taken as a ref-
erence for the microspheres. Three 10 L effluent samples were collected directly from
the effluent of the system, containing around 1 · 105 microspheres. The microspheres
were separated by means of membrane filtration (3 µm), followed by resuspension in
an aqueous buffer, and centrifugation. These samples were wrapped with Al foil and
were packed on ice, after which they were shipped to Purdue University for analysis by
flow cytometry. More details on the Lagrangian actinometry measurement technique
are provided by Blatchley III et al. (2006, 2008).

Two different lamps (Table 6.1) and two different transmittances (through 1 cm)
were used, resulting in three different experimental conditions (Table 6.2). A UV ra-
diometer (SUV20.2A2Y1R/150/UVD6, Il Metronic Sensor Technik GmbH) was used
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Table 6.1: Properties of the two types of UV lamps used in the bench-scale exper-
iments.

Lamp type Power UVC Arc length Diameter
(W) (m) (mm)

Hereaus NNI125 84XL 42 0.79 15
Van Remmen PUV300 300W 115 1.47 19

Table 6.2: Experimental conditions for the biodosimetry and Lagrangian actinom-
etry experiments. The experiments are numbered from a high expected mean dose
to a low one.

Exp Plamp
* Preactor

** Tw Water temp Air temp†

# (W) (W) (%) (C) (C)

1 42 31.9 87.7 12.6 22
2 115 46.9 78.4 12.8 36
3 42 31.9 78.5 12.6 22
* The UVC power of each lamp over the length of the lamp.

** Total UVC power emitted by the four lamps in the reactor (over the reactor width
of 15 cm).
† Air temperature of the box in which the reactor and UV lamps were installed.

to determine the UV irradiance at a single position in the reactor (located at x =
8.5 cm, y = 8.5 cm from the middle of the reactor, which is 3 cm away from the
outer wall). The irradiance measurements were used to confirm that the irradiated
UV remained stable during the experiment. However, the absolute values of the UV
sensor were not calibrated.

Next to the bench-scale experiments, collimated beam experiments were conducted
to determine the dose-response curves of the micro-organisms and to determine the
fluorescence excitation of the microspheres under different doses. Everyday of bench-
scale testing, a Petri dish containing 60 mL of Nieuwegein water (filtered by a 1
µm membrane) and microspheres (1 · 108 beads/L) was irradiated in the collimated
beam apparatus. The microspheres were subjected to doses ranging from 0 to 180
mJ/cm2 with steps of 20 mJ/cm2. The highest dose corresponded to three times the
expected mean dose in the UV reactor. After each UV dose increment a 1 mL sample
was taken from the Petri dish. This sample was used to determine the fluorescence
excitation of the microspheres for that particular dose. For the collimated beam test
of the micro-organisms, Bacillus subtilis spores (5 · 107 spores/mL) and MS2 phages
(1 · 109 phages/mL) were added to a 50 mL Petri dish containing Nieuwegein water
(filtered by a 1 µm membrane), and subjected to UV doses of 0, 20, 40, 60, 80 and
100 mJ/cm2. A low pressure lamp (PLL90W) was used to generate the required UV
doses. A SED 240W sensor (International Light) with an IL 1700 Model Research
Radiometer measures the UV radiation, whereas the absorbance of the sample was
measured by spectrophotometry. Based on these values and the set-up of the system
(volume of the Petri dish, distance from the sample to the lamp), the exposure times
were determined from an Excel-sheet developed by Bolton and Linden (2003).
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In the Lagrangian actinometry measurements, the fluorescence intensity (FI) of a
microsphere subjected to UV was measured by flow cytometry. The microspheres
were discriminated against ambient particles by a technique called gating, which is
often used in flow cytometry to identify the particles of interest by the known op-
tical characteristics (size and FI) of these particles (Blatchley III et al., 2006). The
collimated beam tests provided the fluorescence response of the microspheres under
different doses. Due to small variations in the characteristics of the microspheres
(size, shape and surface loading of the dye) and errors in FI measurements by flow
cytometry, a distribution of FI was measured for each UV dose established in the
collimated beam. Subsequently, the fluorescence intensity of each microsphere in the
sample collected from the bench-scale reactor was determined by flow cytometry. A
wide distribution of FI is obtained due to the differences in UV dose received by
the microspheres and the above mentioned variability in the FI measurements. The
UV dose distribution of each bench-scale reactor sample could then be determined
by using a numerical scheme (deconvolution) that couples the FI distribution of this
sample to the FI distributions of the collimated beam samples (Blatchley III et al.,
2006). The flow cytometry analyses of the samples and the deconvolution of the data
were performed by people from Purdue University.

6.2.2 Residence time distributions

In Figure 6.3, the residence time distributions obtained from the electrical conduc-
tivity measurements are plotted. The input signal showed a spreading in residence
times as a result of the dispersion in the pipe circuit upstream. After the salt plume
had traversed through the reactor, the residence time distribution became wider. The
mean residence times were in the range of the theoretical hydraulic residence time,
except for the lowest flow rate. Here, the mean residence time was found to be two
or three times larger than the hydraulic residence time. Also, the signal contained
more noise than the signals at the higher flow rates. Reynolds numbers in the pipe
were around 2500 for the lowest flow rate, so the flow was close to the laminar regime,
resulting in a small degree of mixing, which explains the small peaks in the signal.
Since the flow was forced to move around the lamp, concentration differences over the
cross-section were enforced. Due to a small lateral mixing, these concentration dif-
ferences extended over a large distance and caused these noisy concentration profiles.
Accordingly, Péclet numbers were small, confirming the low degree of lateral mixing.
Therefore, the samples from the middle of the pipe could not be representative for
the total cross-section, which explains that the measured hydraulic residence times
deviated from the theoretical ones at the lowest flow rate.

At the higher flow rate of 2.1 m3/h, the Péclet numbers increased by a factor of five,
mainly due to the transition from nearly laminar flow to fully turbulent flow. As a
result, the concentrations were more uniformly spread over the cross-section, reducing
the noise in the RTD. The increase in the Péclet number from a flow rate of 2.1 m3/h
to 4.9 m3/h can be explained by the increase in advective transport, whereas the
diffusive transport remained the same.
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Figure 6.3: Residence time distributions, obtained from the salt concentration measure-
ments, are shown for the sample port upstream (input) and sample port downstream (out-
put) of the UV reactor. The time is normalised with the hydraulic residence time (Th).
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6.2.3 Dye measurements

In Figure 6.4, the concentration of dye averaged over the reactor is plotted against
time, and some frames of the dye movie corresponding to different stages of the
filling and emptying process are shown. Visual observations gave the remarkable
impression that emptying the reactor filled with dye seemed to take much longer
than filling the reactor with dye. An explanation might be that differences between
low concentrations of dye and fresh water were clearly visible, whereas differences
between the maximum concentration of dye and some smaller concentration were
hardly visible. Moreover, the videos were a 2D representation of a 3D situation, so
the concentration differences in a lateral direction could not be observed. During the
filling process, a high dye concentration in the middle and a lower dye concentration
at the sides might give the impression that the reactor was completely filled. Yet,
at the same stage during the emptying process, no dye concentration in the middle
and a low dye concentration at the sides showed that the reactor was not yet empty.
In the following paragraphs, we focus on the emptying of the reactor, since it most
clearly visualises the recirculation zones in the reactor.

Three regions inside the system were considered: the complete reactor, a flow
region and a dead zone region. The flow region was regarded as the horizontal region
in the middle of the reactor, with a height equal to the pipe diameter. The dead
zone region was the region above and below the flow region. In Figure 6.5, the
mean concentrations at these three regions are shown for different flow rates. The
concentrations were normalised with respect to the maximum concentration of each
region. The concentration in the flow region started to diminish linearly, caused by
the advection of the flow region, and ended with an exponential tail (due to the slowly
emptying of the dead zone). The concentration in the dead zone region started to
diminish linearly at a small rate and after a certain time (typically the time scale
needed for the emptying of the flow region) the diminishing became exponential,
causing a long tail in the concentration time curve. The exchange of concentration
between the flow region and the recirculation zone is a complex process depending on
the local turbulent properties: turbulent eddies mix highly concentrated fluid with
less concentrated fluid from the main flow.

Characteristic time scales were estimated for each region, as shown in Figure 6.5.
The time scale for emptying the flow region was typically half that of the hydraulic
residence time, whereas the dead zone region took at least four times the residence
time to empty. In general, the time scales lessened at higher flow rates. For the lowest
flow rates, these values were significantly higher, mainly caused by the small degree
of lateral mixing inside the reactor (due to the nearly laminar flow). Also, the signals
were smoother for the higher flow rates because the concentration differences were
lessened due to a higher lateral mixing. The time scale required for emptying the
entire reactor varied from two times the hydraulic residence time at the highest flow
rates up to a factor of five at the lowest flow rates.
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Figure 6.4: Concentration fields at different times during the filling and emptying of the UV
reactor with purple dye for a flow rate of 5 m3/h. The measured concentrations over the
cross-section, collected from the video recordings, are shown at 6 different time levels (A -
F). The flow is coming from the left. In the middle panel, the normalised concentration (C∗)
averaged over the cross-section is shown as a function of dimensionless time (normalised with
the hydraulic residence time). A movie can be found at: http://dx.doi.org/10.4121/uuid:
06d6b6e3-3fe1-4502-825b-6627a5deaa5f

http://dx.doi.org/10.4121/uuid:06d6b6e3-3fe1-4502-825b-6627a5deaa5f
http://dx.doi.org/10.4121/uuid:06d6b6e3-3fe1-4502-825b-6627a5deaa5f
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Figure 6.5: The measured dye concentrations, averaged over different regions inside the UV
reactor (flow region at the middle of the reactor, dead zone region at the upper and lower part
of the reactor, and the complete reactor region), are shown as a function of dimensionless
time for the different flow rates.

Figure 6.6: Velocity vectors, mean velocities measured with the LDA device for a flow rate
of 2.1 m3/h (left panel) and 5 m3/h (right panel).
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6.2.4 Flow fields

Velocities were measured over different horizontal and vertical lines at the middle
plane of the reactor. These lines were chosen at typical positions inside the reactor:
upstream of the lamps to characterise the inflow conditions and downstream of the
lamps to investigate the effect of the lamps on the flow field. At the highest flow rate
(Q = 5 m3/h), these lines were also measured at five different planes over the width of
the reactor to examine the symmetry. The velocity field at the middle plane, derived
from the mean velocities at the measured positions, is given in Figure 6.6 (for flow
rates of 2.1 m3/h and 5 m3/h). Contraction of the flow between the lamps is visible,
resulting in small residence times (short-circuiting). The flow was separated in the
wake of the lamps, causing recirculation zones that induced large residence times.
Near the bottom of the reactor, an upward flow is visible for both flow rates, indicat-
ing that a large recirculation was present here. The difference in Reynolds number at
the inflow (Re = 6000, and Re = 14 000, respectively) caused small differences in the
flow patterns. For example, the wake behind the upper right lamp was larger for the
higher Reynolds number.

In Figure 6.7, the streamwise velocities at different planes over the width are given
at the middle plane of the reactor and at planes at 1

4 and 3
4 of the reactor width (the

dotted lines represent the measured positions). Upstream of the lamps, the velocities
at the outer planes were lower than at the middle plane due to an abrupt lateral
expansion from the pipe to the reactor. This effect was reduced downstream of the
lamps. Differences between the centre and the sides were only observed at the mixing

Figure 6.7: Variations in streamwise velocities over the width of the reactor. The dotted
line corresponds to the line at which the measurement was taken.
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Figure 6.8: Reynolds stresses measured at different lines at the middle plane of the reactor.
In the middle, the spatial distribution of the Reynolds stress quu is plotted.

layer between the recirculation zone of the lamp and the main flow. Concerning the
symmetry, small differences between the velocities at both sides of the reactor were
observed. However, minimal deviations from the symmetrical geometry, for example
the orientation of the reactor or orientation of individual lamps, may already induce
a large asymmetrical flow.

The Reynolds stresses were considered as a means to investigate the mixing behaviour.
These stresses represent the fluctuating part of the velocities caused by the turbulence
and unsteady behaviour of the flow, which contributes to the mixing. For the highest
flow rate (5 m3/h), the three components of the Reynolds stress tensor (in 2D, quu,
quw, qww, N/m2) are plotted in Figure 6.8. The stresses are plotted along four vertical
lines inside the reactor: upstream of the lamps, in between the lamps, and at two
lines downstream of the lamps. In the middle of Figure 6.8, a 3D visualisation of the
Reynolds normal stresses (in a streamwise direction) is plotted, showing the regions
where the highest stresses occur. Upstream of the lamps, the stresses were relatively
small; close to the lamps, a small increase is visible. Downstream of the lamps, the
Reynolds stresses were much higher; the velocity fluctuations were increased due to
the high shear and vortex shedding, resulting in a higher mixing. The Reynolds
normal stresses in horizontal and vertical directions (quu and qww) were of the same
order of magnitude, indicating that mixing in horizontal and vertical directions had
the same intensity. In the wake of the lamps, the stresses were smaller, but increased
rapidly towards the shear layer between the wake and the main flow. A similar pattern
is visible for the Reynolds shear stresses (quw), which showed the highest values at
the shear layer, where the exchange of momentum by the turbulent eddies was also
highest. The Reynolds stresses at the bottom of the reactor were smaller than at the
top, probably because the downstream part of the lower lamp was more confined by
the reactor wall, preventing the development of large eddies.
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Figure 6.9: Strouhal numbers (St · 102) derived from the instantaneous velocity measure-
ments.

The Strouhal numbers were plotted at different locations in the reactor (Figure 6.9).
Strouhal numbers less than 0.1 are not plotted because they are not related to vor-
tex shedding (shown as the small dots). Because the peak in the energy spectrum
at the vortex shedding frequency did not differ much from the energies at different
frequencies, the Strouhal numbers calculated could be inaccurate, causing them to
range from 0.11 to 0.37. But, there was a distinct pattern visible where frequencies
related to vortex shedding occurred. These vortices were created at the downstream
part of the cylinder and were detached periodically from the bottom and top of the
cylinder. Downstream of these positions, Strouhal numbers of around 0.15 were ob-
served, a little lower than the values measured at a single cylinder (Chapter 5). Higher
frequencies occurred at the downstream side of the two cylinders to the right (espe-
cially at the vertical position in between the lamps). This might be explained by
interference of the vortices originating from the different lamps. The occurrence of
the vortices underlines the dynamic behaviour of the flow and complicates the CFD
modelling.

6.2.5 Lagrangian actinometry

The dose distributions derived from the fluorescence response of the dyed micro-
spheres are shown for the different experimental conditions in the bench-scale UV
reactor (Figure 6.10). For each experimental condition three samples were taken:
the dotted lines represent the dose distribution of each sample, whereas the bold
line represents the average of the three samples. A large peak in the dose distri-
bution (roughly between 20 and 60 mJ/cm2) was distinguished that was caused by
the microspheres that moved in conjunction with the main flow. This peak of low
doses is most important for the performance of UV reactors. At doses above this
peak (around 100 mJ/cm2 and higher), the distribution was more noisy, because a
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smaller amount of microspheres received these higher doses. At the highest measured
dose (180 mJ/cm2), also a peak is visible which represents microspheres that were
trapped in the large recirculations and received higher doses. These high doses could
not be determined, because the maximum dose applied in the collimated beam was
180 mJ/cm2. Inaccuracies might arise due to the interpolation and deconvolution
of the FI distribution of each sample using the limited amount of doses from the
collimated beam tests. For example, the peak at a zero dose is clearly an anomaly
that was caused by the numerical procedure, since the fluorescence excitation of these
microspheres showed a higher fluorescence excitation than the microspheres from the
influent sample (that received zero dose).

Due to these inaccuracies at the smallest doses and the limited range at the higher
doses, the median dose D50 seemed to be the best parameter to characterises the dose
distribution. The median dose represents the large peak in the dose distribution. In
Table 6.3, the median doses calculated from the measured dose distribution are shown
together with the lamp power, measured irradiation, theoretical scale factor for the
dose (Dscale, §2.7.1) and measured microbial inactivation. The results are displayed
from high expected UV doses (upper row) to low expected UV doses (lower row). This
order was consistent for Dscale, the measured irradiation, and microbial inactivation
of MS2 phages. The median doses determined from the Lagrangian actinometry
measurements were not consistent with this order: the median dose in experiment 2
seemed to be low, whereas the median dose in experiment 3 seemed to be high. This il-
lustrates the variability in the measured dose distribution by Lagrangian actinometry.

Figure 6.10: Dose distributions measured by the Lagrangian actinometry measurements.
Three samples were taken (dotted lines), from which the averaged values were taken (solid
line).

6.2.6 Disinfection

Results of the collimated beam tests
The collimated beam experiment for the micro-organisms, performed at the same
period of the bench-scale experiment, had failed, because the concentration of Bacillus
subtilis spores (5 · 107 spores/mL) in the water sample was too high, resulting in a 1
cm transmittance of 14%. Due to the high concentration of Bacillus subtilis spores,
the solution was highly turbid, resulting in a significant amount of scattering of UV
radiation by the spores. Therefore, the Beer-Lambert law could not be used and
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the absorption could not be measured accurately. Consequently, due to the wrongly
measured absorbance the irradiation times of the collimated beam samples were too
high, resulting in too high log inactivation levels, both for Bacillus subtilis spores and
MS2 phages.

Collimated beam experiments performed earlier (KWR (2004) and KWR (2006-
2007)) were therefore used to investigate the dose-response behaviour of the micro-
organisms (Figure 6.11). In these experiments the transmittances were higher (75%).
For both challenge organisms, two different measurements are displayed, which were
conducted under similar conditions for two identical batches of spores or phages. The
results were in agreement with the dose-response curves from literature for both MS2
phages as Bacillus subtilis spores. A variation in the log inactivation of the micro-
organsisms is observed, in particular for the Bacillus subtilis spores. The following
dose-response curve for Bacillus subtilis spores was used (ÖNORM, 2001):

N

N0
= 1−

(
1− 10−kD

)10d

, (6.1)

where D represents the dose (J/m2). The constants k = 0.0063 and d = 0.49 were
calibrated and confirmed by collimated beam test in November 2008 and August 2009
by the University of Vienna for the same batch of Bacillus subtilis spores as used in
this experiment. For MS2 phages, a delayed Chick-Watson model was used to describe
the dose-response behaviour using the kinetic constants from Table 2.1.

Figure 6.11: Collimated beam results for the inactivation of Bacillus subtilis spores (left
panel) and MS2 phages (right panel) as well as the dose-response curves from literature:
ÖNORM (2001) for Bacillus subtilis spores, and Hijnen et al. (2006) for MS2 phages.



116 UV systems

Results of the bench-scale UV reactor tests
The microbial inactivations are shown in Table 6.3. The difference in concentration
of micro-organisms between each effluent sample and the average concentration of
the five influent samples was calculated. From these concentration differences, the
average and standard deviation of the inactivation was calculated for each experi-
mental condition. The standard deviations were small indicating that the microbial
inactivations were accurately measured (deviation of around ±5%). The measured
inactivation of the MS2 phages followed the rank of expected UV doses (from high in
experiment 1 to low in experiment 3), which was more consistent than the inactivation
of the Bacillus subtilis spores. This observation is in agreement with the collimated
beam tests, showing a larger variation in inactivation levels for the Bacillus subtilis
spores than for the MS2 phages.

Decreasing the transmittance (from 87.7% in experiment 1 to 78.5% in experi-
ment 2) resulted in a large decrease of the measured irradiance (40%) and of the
characteristic dose Dscale (45%), however the reduction of the microbial inactivation
(17% and 25%) and of the median dose (23%)was smaller. Increasing the lamp power
(from 31.9 W in experiment 3 to 46.9 W in experiment 2) resulted in an increase in
measured irradiance (25%) and microbial inactivation (35% and 16%), which was less
pronounced than the increase in UVC power and Dscale (45%). Remarkably, varying
the lamp power and the transmittance did not give such pronounced differences in
dose distribution (D50) and microbial inactivation as would be expected from the
measured irradiance and Dscale. However, we must bear in mind that the irradiance
measurement at a single point (aimed at a single lamp) does not characterise the
radiation distribution in the complete reactor. Moreover, the Dscale is derived for an
ideal system, which does not account for the local geometry (radiation losses near the
walls, hydraulics etc.).

Table 6.3: Results of the Lagrangian actinometry (presented by the D50) and biodosimetry
experiments.

Exp† Preactor Tw I Dscale D50 Microbial inactivation*

(W) (%) (W/m2) (mJ/cm2) Bacillus MS2

1 31.9 87.7 72 (±7) 128 53 (±3) 2.65 (±0.15) 3.13 (±0.14)
2 46.9 78.4 54 (±5) 102 40 (±3) 2.96 (±0.09) 2.71 (±0.08)
3 31.9 78.5 43 (±4) 70 41 (±2) 2.20 (±0.11) 2.34 (±0.03)
† Flow rate: 5 m3/h, ± shows the standard deviation of different samples.
* Log units
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6.2.7 Oxidation

Results of the collimated beam tests
The unknown parameter in the modelling of oxidation processes is the factor

∑
ki[Ni]

that contains reactions of background substances with OH• radicals, see §2.5.2. The
index i represents all the background substances in the water, except atrazine and
peroxide. This parameter needs to be fitted from collimated beam experiments for
each particular type of water used. We considered the degradation of atrazine, from
which the kinetic constants were taken from literature, given in Table 2.2. In the
case of demineralised water no background substances are present in the water, so∑
ki[Ni] = 0. In Figure 6.12 the degradation of atrazine in demineralised water

and Dunea water is shown (KWR, 2009). For demineralised water the predicted
degradation by the model closely matched the measured degradation, confirming that
the kinetic constants taken from literature were accurate. For Dunea water we fitted
a factor

∑
ki[Ni] = 5 · 104 s−1, which agreed well with the measured data for all

peroxide concentrations. This factor is also used in the CFD model to calculate the
degradation in the bench-scale UV reactor.

Figure 6.12: The collimated beam results are compared to the oxidation model for deminer-
alised water (left panel) and Dunea water (right panel), KWR (2009).
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Results of the bench-scale UV reactor tests
The degradation of atrazine was measured in the bench-scale UV reactor for different
flow rates and different concentrations of peroxide, Table 6.4. Without peroxide, the
degradation of atrazine by photolysis was relatively small. By adding peroxide, the
degradation of atrazine was roughly doubled. Increasing the flow rate resulted in a
lower degradation; the degradation is inversely proportional to the flow rate, which
is in accordance with eq. 2.31, where the mean dose is inversely proportional to the
flow rate.

Table 6.4: Results of the degradation of atrazine measured in the bench-scale reactor using
Dunea water.

Flow rate Peroxide Atrazine removal† Peroxide Atrazine removal†

(m3/h) (mg/L) (%) (mg/L) (%)

2.1 0 21.4 10 42.9
3.0 0 14.3 9.4 29.3
† Total lamp power UVC: 88 W, transmittance water: 78%

6.2.8 Discussion on the experimental results

The large set of measurements provided an extensive overview of the impact of the
hydraulics in the bench-scale reactor. Visualisation studies with dye showed that re-
circulation zones occurred in the upper and lower part of the reactor, where the dye
slowly diminished. Also, the vortex shedding mechanism downstream of the lamps
was visualised by the dye measurements. The residence time distributions obtained by
measuring the breakthrough of a peak release of salt water confirmed the occurrence
of recirculation zones, and showed that the mixing in the UV reactor was insufficiently
at the lowest flow rates (resulting in laminar flow). The velocity profiles measured by
laser Doppler anemometry also showed these recirculation zones. A main flow region
in the middle of the reactor (in between the lamps) was distinguished, where the flow
velocities were high, which caused the shortest residence times and lowest UV doses.
The velocity profiles also showed the distortion of the flow pattern by the lamps,
resulting in a wake region and large-scale vortices downstream of the lamp. The
dose distributions obtained from the Lagrangian actinometry measurements showed
a large peak in the low dose range, which was caused by the microspheres in the main
flow region. A long tail in the high dose range was observed as well, caused by the
microspheres trapped in the recirculation zone. Biodosimetry experiments were per-
formed that determined the inactivation of Bacillus subtilis spores and MS2 phages.
The wide dose distribution revealed that optimisation of the hydraulics (reducing the
short-circuits and recirculations) is possible. The improvement of UV reactor perfor-
mance is therefore explored in §6.4 by using CFD. The complex hydraulics in the UV
reactor are a challenge for the CFD models. The validation of the CFD models by
the different measurement techniques is therefore explored in the next section (§6.3).
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6.3 CFD modelling of a bench-scale UV reactor

6.3.1 Modelling conditions

The bench-scale reactor was modelled with both CFD models: the k-ε model and
LES model. For the k-ε model, a mesh consisting of 161 719 elements was used to
calculate the flow fields. Upstream of the reactor a 5 m pipe was modelled to obtain
a fully developed turbulent velocity profile. A constant velocity was imposed at the
inflow pipe. Downstream of the reactor a 1 m pipe was modelled with a zero pressure
boundary. The closed boundaries were modelled as logarithmic walls.

For the LES model, a mesh consisting of around 8 million elements was used
to calculate the flow fields. The inflow boundary condition was imposed from the
resolved instantaneous velocity fields of another LES calculation, where a fully de-
veloped pipe flow was modelled. The fully developed turbulent flow was reached by
imposing periodic inflow and outflow boundaries so that a pipe with infinite length
was modelled. Downstream of the reactor a 0.5 m pipe was modelled with a zero
pressure outflow boundary. The immersed boundary method was applied to resolve
the complex boundary of the reactor (§2.2).

6.3.2 Mesh independency

The mesh independency was evaluated for both modelling approaches. The following
conditions were imposed: a transmittance of 80%, a total lamp power UVC of 33.3
W, a flow rate of 5 m3/h, and kinetic constants for Bacillus subtilis spores (Hijnen
et al., 2006). For the k-ε model, the medium mesh in combination with 4900 particles
was used as a reference. The prediced disinfection levels for the medium mesh size
deviated around 1% from the fine mesh size (Figure 6.13), which was considered as
sufficiently accurate. Also, increasing the number of particles resulted in a similar
disinfection prediction. For the LES model, the medium mesh in combination with
50000 particles was used as a reference. The coarse mesh almost showed the same
disinfection levels (within 0.5% accuracy), Figure 6.14. Due to computational re-
strictions refining the mesh was not possible, so the medium mesh used the highest
resolution possible. Considering the particles, a number of 50 000 particles was suffi-
ciently accurate.

6.3.3 Validation

The large data set of measurements for the bench-scale reactor allows a thorough
validation of the CFD models. The validation was conducted for a flow rate of 5
m3/h, except for the oxidation experiments where lower flow rates were necessary to
increase the mean dose.

Residence time distribution measurements
The residence time distribution measured at the output sample port is compared to
the computed residence time distributions (Figure 6.15). In the CFD models the
total time to cover the distance between the measured input and output signals was
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Figure 6.13: Dependence of the CFD calculations on the mesh size and number of particles
for the k-ε model (coarse: 91 128 elements; medium: 161 719 elements; fine: 244 125
elements).

Figure 6.14: Dependence of the CFD calculations on the mesh size and number of particles
for the LES model (coarse: 60x360x120 elements; medium: 90x480x180 elements).
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Figure 6.15: Measured residence time distribution compared to the k-ε model and LES
model.

recorded for each particle. The residence time distribution of the computed input
signal was set equal to the measured input signal. The LES model predicted the resi-
dence time distribution well, whereas the k-ε model showed deviations with respect to
the measurements. A narrower residence time distribution was predicted by the k-ε
model: the shortest residence times were overestimated by the k-ε model, whereas
the longest residence times were underestimated by the k-ε model. The deviation
between k-ε model and measurement can be explained by an underestimation of the
dead zones calculated by the k-ε model, whereas the lateral mixing was overestimated
by the k-ε model. In the measurements and the LES model, the water trapped inside
a recirculation region was less likely to be mixed with the main flow due to a lower
degree of lateral mixing.

Flow fields
The computed and measured velocities (normalised with the average velocity in the
pipe) are plotted in Figure 6.16. Four vertical lines in the middle of the reactor
were considered. Upstream of the lamps the results of both modelling approaches
agreed well with the measurements. Also, the main flow regions (with velocities equal
to the mean velocity in the pipe) were well represented by both models. However,
downstream of the lamps, the k-ε model started to deviate more markedly from the
measurements (R2 dropped significantly). The wake regions behind the lamps were
underestimated by the k-ε model. Especially downstream of the upper right lamp,
where the recirculation (negative velocities) stretched out over a long distance, the
k-ε model did not predict negative velocities at all. The LES model showed a better
agreement in the wake region: the negative velocities downstream of the lamps were
well reproduced by the LES model.

The vertical velocities in the wake region (Figure 6.16 lower panel) were also pre-
dicted incorrectly by the k-ε model. The upward velocities at the bottom of the
reactor were underestimated, indicating that the large recirculation at the bottom
was predicted too small. The LES model showed a better agreement here, showing
that the recirculations in the top and bottom region of the reactor were well predicted.
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Figure 6.16: Measured flow fields (u, w) are compared to the computed flow fields of the
k-ε model and LES model. The coefficient of determination (R2), comparing the computed
values with the measured values, is indicated for both models.
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Figure 6.17: Measured versus computed UV irradiances in air for three lamp types (Van
Remmen UV Techniek). The distance r is calculated from the centre of the lamp.

UV irradiance

The UV irradiance was calculated by the irradiance model (§2.4.2) for the two differ-
ent lamps (Table 6.1). First of all, the irradiance model was validated by experiments
in air (Figure 6.17), which showed a good agreement between the measured and com-
puted data. These measurements were conducted in a controlled area (Van Remmen
UV Techniek), where the lamps could reach its optimal performance.

The lamp power and transmittance given in Table 6.2 were used to determine the
UV radiation in the bench-scale reactor for the various experimental conditions. The
point source segments of the lamp inside the reactor (over a length of 15 cm) were
considered as well as segments outside the reactor. The latter represents UV that
irradiated from the part of the lamp outside the reactor through the quartz tubes
into the reactor. The quartz tubes, in which the lamps were installed, were relatively
large in comparison with the lamp diameter, so that the UV radiation from the lamps
outside the reactor could not be neglected. The temperature of the air surrounding
the lamps could not be controlled in the experiment. Because of the temperature
dependence of the lamp output and inhomogeneities of lamp output over the length
of the lamp, an uncertainty of 10% was assumed for the lamp power. The uncertainty
in the transmittance measurements by spectrophotometry was around 1%.

Lagrangian actinometry

The dose distributions calculated from the LES model and k-ε model were compared
to the measured ones obtained from the Lagrangian actinometry experiment (Figure
6.18). The differences between the modelling approaches were most clearly visible
at the low dose range, where the LES model predicted a higher peak, and at the
high dose range, where the LES model predicted a longer tail. So, the LES model
predicted a wider dose distribution than the k-ε model, which is in correspondence
with the hydraulic measurements, showing a wider residence time distributions and
more pronounced recirculations in the LES model. The mean doses were predicted
around 5% higher by the LES model, mainly due to the larger recirculation zones
and corresponding high UV doses in these zones. However, the median dose D50 was
around 10-15% lower in the LES model, caused by the higher velocities in the main
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Figure 6.18: Dose distributions of the LES model and k-ε model compared to the measured
distributions for the three experimental conditions. The distribution is characterised by the
median dose (D50).

flow region. Nevertheless, the differences in dose distributions between both models
were small. The overall shape of the dose distributions of both models agreed well
with the measured data: they all showed a large fraction of particles in the lower dose
range as well as the long tail in the high dose range. However, the measured first peak
in the distribution (represented by the median dose, D50) matched the LES model
most closely in experiment 1, and matched the k-ε model most closely in experiment
3. For experiment 2 both models predicted a higher D50, confirming the observation
in §6.2.5 that the measured doses in experiment 2 seemed to be too low. The effect of
the numerical error at the zero dose is investigated by manually removing this peak at
the zero dose, which only leads to minor changes (the D50 increases to 56, 42 and 43
mJ/cm2 for experiment 1, 2 and 3, respectively). Unfortunately, due to the variability
in the measured dose distributions and the small differences between both models, the
most accurate model could not be distinguished. However, the measurements showed
that the most important flow features responsible for the large peak and long tail in
the dose distribution were captured well by both models.

Disinfection

The measured microbial inactivation of Bacillus subtilis spores and MS2 phages were
compared to the CFD model results (Table 6.5). The LES model predicted on average
a 10% lower disinfection than the k-ε model, which is explained by the larger short-
circuit flows calculated by the LES model. These large short-ciruits flows caused a
higher peak at the low dose range (observed in the dose distributions) and caused a
lower disinfection. The inactivation levels predicted by both models were lower than
the measured data, especially the LES model under predicted the measured inac-
tivation levels. The models matched the measurements most closely in experiment
1, and deviated most pronouncedly in experiment 3. In Figure 6.19 the results of
the biodosimetry tests are summarised. The collimated beam results and the dose-
response curves from literature are displayed. For the CFD model results, a reduction
equivalent dose (RED) was determined by calculating a single dose that corresponded
to the calculated disinfection according to the dose-response curves from literature
(ÖNORM, 2001; Hijnen et al., 2006). The RED is plotted against the measured inacti-
vation in the bench-scale reactor, which must be in correspondence with dose-response
behaviour in the collimated beam tests. An uncertainty area surrounding these data
points is shown, accounting for the uncertainty in calculated irradiation (lamp power,
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Table 6.5: The median dose measured by Lagrangian actinometry and microbial inactivation
measured by biodosimetry are compared to the values calculated by the CFD models.

Exp Preactor T10,w D50 (mJ/cm2) B. subtilis spore* MS2 phage*

# (W) (%) Exp k-ε LES Exp k-ε LES Exp k-ε LES

1 31.9 87.7 53 57 51 2.7 2.6 2.2 3.1 2.7 2.4
2 46.9 78.4 40 53 46 3.0 2.3 2.0 2.7 2.5 2.2
3 31.9 78.5 41 37 32 2.2 1.5 1.3 2.3 1.8 1.6

* Log units

Figure 6.19: Dose-response curves from literature and from collimated beam tests. The
RED calculated from the CFD models is plotted against the measured inactivation in the
bench-scale reactor (the uncertainty bounds are visualised by the area surrounding the data
points).

measured transmittance) and in measured microbial inactivation (standard deviation
of five samples). The computed microbial inactivations were a little more sensitive to
UV than they should be according to the curves from literature and from collimated
beam tests. Considering the variability in microbial inactivation of the collimated
beam experiments and the uncertainty with respect to the lamp output (temperature
dependence, inhomogenities in output over the length of the lamp), however, the over
prediction by the CFD models seems to be small.
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Oxidation
The measured degradation of atrazine is compared to the predicted values of both
modelling approaches in Table 6.6. The background reaction rate of Dunea water
fitted from the collimated beam data was used in the CFD models. Due to the low
extent of atrazine degradation, the removal is less sensitive to the hydraulics, which
explained the small differences between the modelling approaches. Both modelling
approaches showed a good agreement with the measurements, indicating that the
degradation of chemical substances can be predicted accurately by both models.

Table 6.6: Results of the oxidation experiments compared to the CFD models.

Flow rate Peroxide Dmean (mJ/cm2) Atrazine removal (%)†

(m3/h) (mg/L) k-ε LES Meas k-ε LES

2.1 0 306 323 21 21 23
2.1 10 306 323 43 39 40
3.0 0 212 224 14 16 17
3.0 9.4 212 224 29 29 30

† Lamp power UVC: 88 W, transmittance water: 78%, initial concentration atrazine:
2 µg/L, background reaction rate:

∑
kiNi = 5 · 104 s−1.

Discussion on the choice of the model
The differences between the LES model and k-ε model could be clearly seen from
the averaged flow field: the spatial velocity gradients were larger in the LES model,
whereas the k-ε model calculated a more smooth velocity field. As a result, short-
circuits and recirculation zones were underestimated by the k-ε model, which is con-
firmed by LDA measurements and salt concentration measurements. Also, due to the
differences in hydraulics, the LES model predicted larger fractions of particles with
low and high UV doses, in other words, the dose distribution was wider. The LES
model predicted a 10% lower disinfection than the k-ε model, which was less dramatic
than the differences for the single UV lamp in Chapter 5. The bench-scale UV reac-
tor is more confined, very large recirculations can not develop, especially those that
are close or directly downstream of the lamp. The effect of underestimation of the
recirculations by the k-ε model remains therefore limited. Trading off this accuracy
with computation times, we have chosen to use the k-ε model to assess a large group
of reactor designs in the next section. Moreover, using a LES model to assess all
the reactors in §6.4 would require a huge effort due to the complexity of the different
reactor geometries and large spatial domains that need to be resolved.
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6.4 Design of hydraulically optimised UV reactors

An assessment of various geometries of UV systems is made to clarify how different
types of reactors perform with respect to the inactivation of micro-organisms as well
as to the oxidation of chemical compounds. These types include conventional systems
with UV lamps placed perpendicular as well as parallel to the flow; annular systems
with a varying lamp diameter; systems with a hydraulically optimised lamp shape
(wing shape or grid in front); systems with a helical flow swirling around the lamp;
and systems with alternating orientations of the lamps. A CFD model was constructed
for each reactor type, from which the dose distribution was determined. The efficacy,
in terms of disinfection or oxidation, could then be predicted. From these calculations,
an estimate is obtained for the total energy consumption (for hydraulics and lamps)
to achieve a certain extent of removal.

For disinfection, the removal of Bacillus subtilis spores is considered, for which the
kinetic constants are given in Table 2.1. For oxidation, the degradation of atrazine
with an injection of 10 mg/L peroxide is considered (constants given in Table 2.2).
A background reaction rate fitted from collimated beam test with Dunea water was
used (§6.2.7). All the reactors were subjected to a flow rate of 0.005 m3/s and a UV
transmittance in water of 80%. Total UVC power of all the lamps in the reactor was
set to 200 W for disinfection and 2000 W for oxidation.

6.4.1 Overview of UV reactor designs

Four groups of reactors were considered (Figure 6.20): reference reactors, annular
reactors, cross-flow reactors and streamlined lamp reactors. The reference reactors
were used to show how the commonly used types of reactors perform. The other
reactor types include new or existing reactor designs, sorted in a group of annular
reactors, cross-flow reactors and streamlined lamp reactors. The last group shows the
effect of hydraulic measures that optimise the shape of the UV lamp.

Reference reactors
A few full-scale reactors were taken as a reference: a four-lamp perpendicular sys-
tem (Rokjer et al., 2003), a one lamp annular system (VRD8) as well as a four-lamp
annular system (VRD50), both developed by Van Remmen UV Techniek. Also, a
few UV reactors used in research were simulated and served as reference cases. The
bench-scale reactor previously used for validation purposes was simulated. Since sub-
optimal hydraulics were recognised in the bench-scale reactor from the measurements
(§6.2), an optimised version of the bench-scale reactor was also simulated. Here, the
upper and lower extremes of the reactor were cut off, so that the reactor was better
streamlined with respect to the inflow and outflow pipes. Also, the lamp positions
were changed. The optimised version was further improved by reducing the lamp
diameter to 2.5 cm.

Annular reactors
Some other variants of annular systems were considered for calculation as well. The
effect of the lamp diameter was investigated first. A system with a large lamp diameter
was considered, one where the irradiance field is more uniformly distributed over the
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Figure 6.20: Overview of the geometries of the different UV reactors that were assessed by
CFD.
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cross-section resulting in a narrower dose distribution. The smaller irradiances are
compensated by the lower mean velocity in the system. The water flows parallel to
the UV lamp. The outer diameter is equal to 0.95 m, whereas the diameter of the
lamp equals 0.85 m. So, the distance from the lamp surface to the outer wall is equal
to 0.05 m, which was found to be the optimal distance for a transmittance of 80%
(§2.7.2). Also, a system with a smaller lamp diameter was considered, denoted as
’annular small’. The outer diameter is equal to 0.15 m, whereas the diameter of the
lamp equals 0.05 m. Moreover, a helical flow system was considered, where the water
is forced to circulate around the UV lamp. The swirling effect was achieved by the
asymmetrical inflow and outflow pipes. Lastly, a static mixer with an annular lamp in
the middle was considered, denoted as ’annular mixer’. Oblique baffle plates increase
the amount of mixing in the system. For these three annular systems, the effect of
a mirror layer on the outer wall was also investigated. Bolton (2000) indicated that
stainless steel reflected less than 20% of the radiation in the UVC region, whereas
Sommer et al. (1996) reported reflection rates of 60-65% for aluminium. So, it was
assumed that 50% of the radiation was reflected by the mirror layer, whereas for the
other calculation there was no reflection at all.

Cross-flow reactors
A number of cross-flow systems were also considered. In the first system, denoted as
’cross-flow’, a number of perpendicular lamps were placed at a staggered pattern to
force all the water parcels to move close to at least one lamp. The outer geometry of
the reactor was chosen such that the distance from the lamp to the wall equals 0.05
m. Also, a system with a grid of lamps (Dlamp = 0.05 m) was investigated, denoted
as ’grid of lamps’. Here, the axial direction of the lamp alternated to increase the
amount of mixing in the system. The reactor consists of a square duct (0.3 m by
0.3 m), where the distance between the lamps equals 0.1 m and the distance from
the lamp surface to the outer wall again equals 0.05 m. Lastly, a baffle was placed
in the middle of the system to force the water to flow closer to the lamps. A lamp
(Dlamp = 0.05 m) was placed in each compartment.

Streamlined lamp reactors
In these systems, the effects of measures that optimise the hydraulics around a per-
pendicular UV lamp (Chapter 5) were evaluated. Three UV lamps in a series were
considered, each with a diameter of 0.05 m. The distance from the lamp surface to the
outer wall was 0.05 m, similar to the annular system. First of all, cylindrical lamps
were considered as a reference, denoted as ’cylindrical lamp’. Secondly, the cylindrical
lamps were replaced by wing-shaped lamps, denoted as ’wing-shaped lamp’. Thirdly,
a grid was placed upstream of each lamp to increase the mixing and reduce the wake
behind the lamp, denoted as grid in front of lamp. Finally, baffles (height of 0.025
m) were added to force the main flow to move closer to the lamp and increase the
mixing, denoted as ’baffle lamp’.

6.4.2 UV dose distributions

The prediction of the mean UV doses are presented in Figure 6.21 for all reactor
types. The mean doses were normalised with respect to a characteristic dose (Dscale =
132 mJ/cm2 for a total power of 200 W, explained in §2.7.1). The mean dose was
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determined by taking the average of the doses of all the particles. The values were of
the order of 0.55 to 0.9 of the characteristic dose. So, the amount of radiant energy
absorbed by the flow differed up to a factor of 1.5 for the various systems. These
differences were caused by: differences in lamp surface area, where radiant energy
was lost by reflection and absorption; differences in distances to the outer wall, where
radiant energy was lost to the outside of the system; and, differences in hydraulics.
For the reference systems (group A), the modifications to the bench-scale reactor by
cutting off the upper and lower parts, as well as reducing the lamp diameter, resulted
in an increase in mean dose. The full-scale reactor showed a large mean dose, whereas
the full-scale annular reactors (VRD8 and VRD50) had a smaller one. For the annular
systems (group B), the helical system had the largest mean dose, indicating that the
energy transfer from the lamp to the water was most efficient here. Due the high
mixing and helical flow patterns, no short-circuit flows with high velocities and low
doses were present here, resulting in a high mean dose. Increasing the lamp diameter
for the parallel flow system resulted in lower UV irradiances in the water, so that the
mean dose was smaller. Placing mirrors on the side walls (50% reflection) yielded
an increase in the mean dose of around 15%. For the cross-flow systems (group C),
mean doses were in general higher than for the annular systems without reflection.
The streamlined lamp systems (group D) also showed high mean doses, except for the
wing-shaped system, where less energy was transferred due to the larger lamp area.

Figure 6.21: Prediction of the mean dose for all UV reactors by the CFD model. Mean dose
is normalised with a characteristic dose (Dscale), §2.7.1.
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Figure 6.22: Dose distributions (normalised) for the different reactor designs. Parameters
shown are the normalised mean dose (Dmean), normalised 10th percentile dose (D10), log
inactivation of Bacillus subtilis spores (DE) and degradation of atrazine (OX).
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Figure 6.23: Prediction of the disinfection of Bacillus subtilis spores (upper panel) and
oxidation of atrazine in combination with peroxide (lower panel) for each UV reactor.
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The results of all the UV systems are summarised in Figure 6.22, where the dose
distribution for each system is plotted. Also, the normalised mean and minimal
doses, the log inactivation of Bacillus subtilis spores (DE) as well as oxidation of
atrazine (OX) are given. The dose of the particle with the lowest dose defined the
minimal dose. In Figure 6.23, the disinfection and oxidation results for each reactor
are plotted as well. The various UV reactors showed the following results:

• For the reference reactors (group A, Figure 6.22a-f), the bench-scale reactor
showed a peak in the dose distribution at a small dose, which were caused by
the short-circuit flows that moved in between the lamps, resulting in small inac-
tivation levels. The geometric modifications to the bench-scale reactor reduced
the short-circuits flows (particles with high velocities that had moved in between
the lamps) and resulted in a shift of the peak in the dose distribution towards
a higher dose. The reference full-scale reactor showed high oxidation levels as
well as high disinfection levels, mainly because of the high mean dose. For the
annular reference systems, the four-lamp system (VRD50) showed a narrower
dose distribution than the one-lamp system (VRD8), because the UV irradiance
field is more uniform for the four lamp system. The disinfection levels for this
system were the highest of all the reference systems.

• For the annular reactors (group B, Figure 6.22g-j), the annular mixer and helical
system showed a nearly symmetrical dose distribution. These systems showed
the best oxidation results. The high intensity of mixing in the annular mixer
system had resulted in a very narrow dose distribution. Consequently, this
system showed the highest disinfection results. The other annular system had
asymmetrical dose distributions with a peak at the lower dose part. The peak
was related to the particles travelling close to the outer wall of the reactor. The
annular system with the large lamp diameter showed a smaller dose distribution
than the system with a small lamp diameter, as expected, however the mean
dose was smaller, because more UV radiation was lost due to the larger quartz
sleeve. The overall effect of increasing the lamp diameter was a slightly better
disinfection, but a smaller oxidation performance.

• Placing mirrors at the outer walls (Figure 6.22k-n), such that 50% of the UV
radiation is reflected, shifted the peak in the dose distribution to higher UV dose
levels. Since the reflected radiation had the greatest contribution near the outer
wall, where the particles with the lowest doses were located, the smallest doses
greatly increased. As a consequence, the disinfection and oxidation performance
increased considerably. The annular mixer system with a mirror showed the best
disinfection performance of all the systems, whereas the annular helical system
and the mixer system showed the best oxidation performance.

• For the cross-flow reactors (group C, Figure 6.22o-q), the oxidation levels were
predicted high because the mean doses were high. However, the dose distribu-
tions were very wide, because a part of the bulk flow moved through areas with
much lower irradiation levels than the levels close to the lamp. As a result,
especially for the grid of lamps, the disinfection levels were predicted low.
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• For the streamlined lamp reactors (group D, Figure 6.22r-u), the reactor con-
taining the cylindrical lamps had a large peak at the smaller doses, so that the
disinfection performance was very low. The peak in the dose distribution at
the lower doses was caused by the particles travelling close to the outer walls.
The low irradiance intensities in combination with high velocities near the outer
walls resulted in low doses. The oxidation results were reasonably good because
the mean doses were high. The peak in the dose distribution could not be re-
duced by changing the lamp to a wing-shaped lamp. Placing a grid in front gave
a small reduction in the peak of the dose distribution, so that the disinfection
was slightly increased. Adding baffles close to the lamps had a major impact:
the dose distribution became more symmetrical and the peak shifted towards a
higher dose. The baffles forced the particles to move closer to the lamp, so that
the particles close to the outer wall responsible for the low doses would receive
higher doses. As a result, log inactivation was almost doubled.

An overview of the disinfection and oxidation results of the best performing reactor
in each group is shown in Table 6.7. The reference systems performed well, because
they were already a result of hydraulic optimisations, which are clearly visible for the
bench-scale reactor, where the modifications had resulted in an increase in inactivation
levels of almost 100%. But still the annular mixer showed a big improvement in
disinfection performance with respect to the reference systems. By placing a mirror
at the outer wall, the disinfection performance was even higher. For the removal of
chemical compounds, differences between the systems were less pronounced because
oxidation is less sensitive to the dose distribution. But still the annular mixer showed
an improvement for the degradation of chemical compounds.

The results of the disinfection and oxidation predictions are plotted against the
mean dose and the 10th percentile of the dose (D10) in Figure 6.24. The D10 charac-
terises the low dose part of the distribution better than the minimal dose because it
accounts for the skewness of the dose distributions. A strong correlation between the
D10 and the disinfection (R2 = 0.99) was observed, showing that the D10 largely de-
termined the disinfection. The slope of the fit matched with the inactivation constant
of Bacillus subtilis spores used here. The correlation between the mean dose and the
disinfection was weak (R2 = 0.07). For oxidation both the D10 as the mean dose
showed a moderate correlation with the degradation. The differences between oxida-
tion and disinfection are mainly related to the extent of removal. For disinfection,
the removal of micro-organisms reaches values between 99% (log 2) and 99.999% (log
5), which means that the lower doses are very critical for disinfection. For oxidation,
the removal of organic compounds reaches values between 60% and 85%, which are
less sensitive to lower doses.
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Table 6.7: Overview of the results of the disinfection and oxidation for the best design of
each UV reactor group.

Group Best design Disinfection † Oxidation

Reference A, VRD50 3.90 81%
Annular B, annular mixer 4.16 81%
Annular mirror B, annular mixer mirror 4.93 85%
Cross-flow C, baffle 2.98 81%
Streamlined lamp D, baffle lamp 3.44 82%
† log units

Figure 6.24: Disinfection (upper panels) and oxidation (lower panels) results as a function
of D10 (dose at which 10% of the particles has a lower value) and Dmean for each UV reactor.
D10 and Dmean were normalised with the characteristic dose.
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Figure 6.25: Electrical energy consumption by UV lamps (black bar) and hydraulic losses
(white bar) needed to obtain 3 log disinfection of Bacillus subtilis spores (left) or 1 log
degradation of atrazine (right). The white bars are in some cases very small (not visible),
indicating that the hydraulic loss is negligibly small.

6.4.3 Results of energy consumption

The total use of electrical energy is shown in Figure 6.25. The energy consumption
consists of electrical energy use by the UV lamp (assuming an efficiency of the lamp
of 30%) and hydraulic loss (assuming a pump efficiency of 50%). The differences
in hydraulic energy losses between the systems were large, which was mainly caused
by the differences in velocities. For the VRD8 reactor, for example, a higher flow
rate was applied than the design conditions of the reactor would allow. To that end,
maximum velocities of around 4 m/s occurred in the holes of the baffle plate, so
that the pressure loss was very high. Under the design conditions, pressure losses
will be comparable to the VRD50 system. The inflow conditions in the helical flow
reactor (A, helical) were responsible for a large pressure loss due to a sudden lateral
expansion. In general, for disinfection, the hydraulic losses were small with respect
to the lamp power. For oxidation, the hydraulic losses were negligibly small with
respect to the high lamp power. Because the hydraulic energy losses are small with
respect to the lamp energy, hydraulic measures that increase mixing are of great in-
terest. Therefore, the total power consumption is lowest for the annular mixer system.

In Figure 6.26, the effect of placing a number of reactors in series is shown. The
radiant power for the system with n reactors in series is reduced by a factor of n
in comparison with the system with 1 reactor. In between each reactor in series, a
static mixer is assumed, so that the particles are redistributed over the cross-section.
According to the central limit theorem, the dose distribution becomes smaller and
approaches closer to the normal distribution after each reactor. As a consequence the
disinfection and oxidation results of the system must increase. However, the hydraulic
losses will also increase by a factor of n. The total energy consumption needed to
obtain 3 log inactivation of Bacillus subtilis spores or 1 log degradation of atrazine
is therefore plotted in Figure 6.26 in the case of n = 1 and n = 10. For disinfection,
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Figure 6.26: Total energy consumption needed to obtain 3 log disinfection of Bacillus subtilis
spores (left) or 1 log degradation of atrazine (right) for 1 reactor and 10 reactors in series.

the differences in energy consumption between the systems became smaller when a
number of reactors were placed in series. The systems with suboptimal hydraulics
(such as ’A, bench’ or ’D, cylindrical lamp’) had improved considerably. However,
the systems with optimal hydraulics (such as ’B, annular mixer’ or ’B, helical mir’)
did not show an improvement because the disinfection was only slightly increased by
placing reactors in series, whereas the hydraulic power losses were increased as well.
For oxidation, the relative gain in energy consumption by placing 10 reactors in series
was less than for disinfection, but the absolute gain in energy was much higher. For
almost all the systems the energy consumption can be improved by placing reactors
in series because the hydraulic power losses are negligibly small (except for the ’A,
VRD8’). However, placing reactors in series is most favourable for reactors that show
suboptimal hydraulics.

In Figure 6.27, the factor E/Eideal, interpreted as the additional energy needed to
obtain the same log inactivation or degradation as for the ideal situation, is plotted
against D10/Dmean. The energy consumption E was determined from the power con-
sumption of the UV lamps required to obtain a 3 log inactivation or 1 log degradation
using the resolved dose distribution from the CFD model. The ideal energy consump-
tion Eideal is determined similarly, only for a dose distribution with a peak at the
mean dose. The kinetic constants given in Table 2.1 and Table 2.2 were used. The
values from the CFD model coincide well with the analytical model derived from the
exponential dose distribution for disinfection as well as oxidation. So, the exponential
dose distribution as described in eq. 2.32 and 2.33 can be used to predict the energy
consumption of a UV system. In this way the analytical model forms an easy tool
to investigate the energy reduction that could be obtained when the D10/Dmean is
increased. Moreover, it allows for prediction of the sensitivity of the energy reduction
with respect to the kinetic constants. The maximum energy reduction is obtained
when the dose distribution is reduced to D10 = Dmean. The figure clearly indicates
the potential in reduction of energy for the various systems. The annular mixer system
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Figure 6.27: Energy consumption of UV lamps is plotted against the dose distribution. The
energy consumption is shown as the calculated energy E divided by the Eideal in the case of
perfect hydraulics. The dose distribution is characterised by the 10th percentile dose divided
by the mean dose.

showed a E/Eideal close to 1, so that this system is hydraulically almost perfect: little
reduction in energy can be obtained by further reducing the dose distribution (10%).
The D10 for existing UV reactors was of the order of 0.5 to 0.75 of the mean dose, so
that a hydraulic optimisation would result in an energy reduction from 15% to 50%
for disinfection. For one of the reference systems (VRD50), the hydraulics were close
to the ideal situation (D10/Dmean of around 0.75), so that the potential in reduction
of energy is small (maximum of 15%). For other systems with a D10/Dmean of around
0.5, the energy reduction induced by hydraulic optimisations could be larger.

6.4.4 Design considerations

The combination of particle positions and particle velocities determine the dose distri-
bution. The particle positions determine the amount of UV radiation that is received
by the particle, which can differ largely due to the large spatial differences in UV
radiation field. So, the weak points in the UV systems were related to the parcels of
water that travel at the greatest distance from the lamps. At these locations, usually
close to the walls, irradiance intensities were low due to absorption of UV radiation
in water. For example, the weak points in the annular system were related to the
particles that remained close to the outer wall. The system with a helical flow around
the lamp or annular mixer therefore had a higher disinfection efficacy due to increased
mixing. As a result, particles with low doses did not remain at the outer wall, but also
travelled closer to the lamp surface. For the cross-flow systems, particles travelling
close to the outer wall were also responsible for the low disinfection levels. Similarly,
particles that remained in the corners of the system with alternating lamp orienta-
tions caused a wide dose distribution. The optimised bench-scale reactor showed good
results because the staggered lamp positions forced all the parts of the flow to travel
close to at least one lamp. For a good reactor design, it is therefore important that
all the particles reach the area close to the lamps. This can be achieved by increas-
ing the mixing in the system and/or by manipulating the main flow, such as placing
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baffles. The mirrors used in the annular systems resulted in a significant increase in
disinfection and oxidation, because the irradiance at the outer wall was increased by
50% (in the case of 50% of mirroring). The particles with low doses that had moved
along the outer wall benefited from an increase in UV dose.

The effect of increasing the radius of the lamp is ambiguous: on the one hand,
the irradiance field was more uniform, so that the dose distribution was narrower; on
the other hand, the UV intensity was lower, so that the mean dose was reduced. For
the annular system, the overall effect of increasing the lamp diameter was positive
for the disinfection capacity. However, for the bench-scale reactor, the effect was the
opposite: the system with the larger lamp diameter had a lower predicted disinfection.

6.5 Conclusions

A thorough experimental validation of a bench-scale UV reactor was performed, mea-
suring flow fields, residence time distributions, dose distributions, microbial inactiva-
tions and chemical degradations. The hydraulic measurements show that recircula-
tions occur in the upper and lower part of the UV reactor, resulting in long residence
times and an inefficient distribution of UV doses. The extensive data set is used for
validation of both CFD models (k-ε model and LES model). The differences between
the modelling approaches were less pronounced than for the baffle configuration dis-
cussed in Chapter 5, mainly because the reactor was more confined, so that very
large recirculations could not develop. The LES model showed a good resemblance to
the measured velocity fields and residence time distributions, whereas the k-ε model
showed some deviations, mainly at the recirculation zones. The biodosimetry and
Lagrangian actinometry experiments were too inaccurate to allow a determination
between the models. In the end, the LES model predicted a 10% lower disinfection
than the k-ε model.

For the design of UV reactors the k-ε model was used to predict the performance
of a wide range of UV reactors. The best results were obtained by an annular system,
designed as a static mixer with a lamp in the middle, which came closest to the
perfect hydraulic system (within 10%). The efficacy of UV systems can be improved
by taking measures that increase the mean dose and/or narrow the dose distribution:

• Enhance the mixing inside the system to ensure that all the micro-organisms
come close to the lamps and the dose distribution becomes narrower. This can
be achieved by placing baffles or by forcing a helical flow around the lamp. Since
the hydraulic energy loss is small with respect to the lamp energy, the additional
hydraulic loss by increasing the mixing is beneficial.

• Place mirrors at the outer walls, especially in the case of an annular system,
which leads to a significant increase in the mean dose and therefore in disinfec-
tion and oxidation levels.

• Place a number of reactors in series with a static mixer in between the reac-
tors to narrow the dose distribution, which is most effective for reactors with
suboptimal hydraulics.





7
General conclusions

In the past, the water industry often neglected the (complex) hydraulics. However,
in the last decade when the tools to describe the hydraulics became more widely
available, we have seen more interest for research in this field. In this thesis, the
importance of understanding the hydraulics for different water treatment processes
was shown. Ozone and UV systems were evaluated by computational fluid dynamics
(CFD), an approach that uses advanced numerical models to model flow, reaction
and mixing in these systems. The models were extensively validated by different
measurements techniques. Due to the complexity of the turbulent flows, different
numerical approaches were evaluated that resolve the turbulent motions at different
levels of detail. Using the CFD models gave better insights in the design aspects of
water treatment installations. Conclusions related to different CFD modelling aspects
as well as to the design aspects of reactors are presented here.

7.1 CFD modelling aspects

Figure 7.1 displays all the steps required to predict the disinfection or oxidation perfor-
mance of a UV reactor. A comparable approach can be followed for other applications,
e.g., ozone systems. This scheme is constructed for the large-eddy simulation. The
large-eddy simulation (LES model) resolves the large-scale time-varying turbulent
motions, whereas the Reynolds-averaged Navier-Stokes (RANS) approach solves an
averaged velocity field and models the turbulent fluctuations by means of an artificial
viscosity term. Similar steps as in this scheme are followed for RANS models, except
for the calculation of instantaneous fields of velocity (or concentration). First of all,
the geometry and boundaries of the domain need to be defined carefully. The mesh
is obtained by dividing the geometry into small elements. For the LES model, the
mesh needs to be sufficiently fine to resolve the relevant length scales of the turbulent
motions. After the boundary conditions are imposed, instantaneous velocity fields
are computed. An averaged velocity field is calculated by averaging the ensemble
of instantaneous velocity fields. Subsequently, the trajectories of passive particles
are calculated by integrating the instantaneous velocity fields in the case of the LES
model. In the RANS model, a random walk model is used to represent the turbulent
fluctuations (Chapter 3). Also, the UV intensity or concentration of disinfectant (or
oxidant) is calculated. The UV intensity is assumed to be of steady-state and is inde-
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Figure 7.1: Overview of the necessary sub-models to predict the performance of wa-
ter treatment systems. This figure shows modelling of a bench-scale UV reactor
by the LES model. A movie can be found at: http://dx.doi.org/10.4121/uuid:

474d9ab9-c354-4d18-87c9-69b02acedce3

http://dx.doi.org/10.4121/uuid:474d9ab9-c354-4d18-87c9-69b02acedce3
http://dx.doi.org/10.4121/uuid:474d9ab9-c354-4d18-87c9-69b02acedce3
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pendent of the flow fields. The dose is calculated for each particle by integrating the
disinfectant or oxidant (e.g., UV irradiance, ozone) over the particle’s trajectory. The
disinfection or oxidation can be calculated from the distribution of doses using the
appropriate kinetic models. The concentration of micropollutants (micro-organisms
or organic substances) can also be directly solved on the computational mesh (lowest
panel in Figure 7.1). The LES model calculates an ensemble of instantaneous con-
centration fields, which are averaged to obtain the degradation performance, whereas
the RANS model immediately calculates an averaged concentration field.

7.1.1 Turbulence modelling

The most challenging task of the CFD model is to model the turbulence. Resolving
all the turbulent length and time scales is impossible for the present day computers,
so simplifications are necessary. The RANS approach with a k-ε turbulence model
is most often used in engineering practice. The averaged velocity field calculated by
the RANS model will always differ significantly from the instantaneous velocity fields
occurring in nature. The large-eddy simulation resolves more details of the turbulent
flow. Both modelling approaches were assessed for a simplified cross-flow UV system
and a bench-scale UV reactor. This assessment demonstrated the weaknesses of the
RANS approach with a k-ε model. By simplifying the turbulent flow inside the
UV system, flow fields are predicted inaccurately in time and space. Comparison
of computed velocity profiles by experimental data confirmed that the LES model
was more accurate than the k-ε model. In general the k-ε model predicted a more
smooth velocity profile, showing smaller velocity gradients, so that short-circuit flows
and recirculation zones were less pronounced than for the LES model. How much
this affects the predicted disinfection depends on the local geometry and the spatial
distribution of UV radiation. By adding baffles to a single cross-flow UV lamp, the
predictions of the k-ε model became inaccurate in situations where large velocity
differences are present and large wakes can develop. Especially in the cases where
large short-circuits developed at a close distance from the lamp, the prediction of
these short-circuits became relevant, and large differences in predicted disinfection
were found between the modelling approaches. The latter may not be the case for
full-scale installations, where the wakes are more confined due the interaction with
other lamps. For the bench-scale UV reactor, the differences between both modelling
approaches were indeed less pronounced. The LES model predicted less optimal
hydraulics than the k-ε model: stronger short-circuits and larger recirculations were
found, however, the differences in disinfection predictions were small (around 10%).

7.1.2 Lagrangian versus Eulerian

In principle both techniques, Lagrangian or Eulerian, could be used to predict the dis-
infection or oxidation performance in treatment systems. In the Lagrangian technique
the movements of individual particles are solved, whereas in the Eulerian technique
an advection-diffusion-reaction equation is solved on the computational mesh. Since
both techniques use the same information from the resolved flow model, they should
theoretically give the same results. For a cross-flow UV system it was shown that
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the oxidation predicted by a LES model was similar in the Lagrangian and Eulerian
calculations. For the ozone systems it was shown that both techniques gave the same
results for the residence time distributions as well as the disinfection, provided that
sufficient particles are used in the Lagrangian approach. A number of 5000 parti-
cles was sufficient for a steady-state calculation used by the RANS model, whereas
a number of 50 000 particles was sufficient for an unsteady calculation used by the
large-eddy simulation.

The advantage of the Lagrangian technique over the Eulerian technique is that
it provides valuable statistical information, since different variables can be collected
for each particle. These statistics provide additional information about the perfor-
mance of the installations, for example dose distributions. Another consideration for
choosing a Lagrangian or Eulerian approach is computing time. The computations
required for the Lagrangian approach are more time-consuming than for the Eulerian
approach. Once the Lagrangian computation has been made, however, parameters
in the kinetic model or radiation model can be adjusted much quicker, since it only
involves a post-processing step, appointing values to the different properties of the
particles. In the Eulerian approach the complete transport and reaction calculation
of micro-organisms and/or chemicals has to be repeated.

7.1.3 Validation techniques

The assumptions made to model the turbulence require a thorough experimental
validation of the CFD results, especially when complex flow patterns occur. In this
thesis, various experimental techniques were explored to obtain a better understanding
of hydraulic processes and to validate the models. The following techniques were used:

• Passive tracer tests determine the residence time distributions, which indicate
the presence of recirculation zones and short-circuits. It can be used for valida-
tion, but the residence time distribution is an integrated property of the system,
so the locations of recirculation zones and short-circuits can not be pointed out.
Moreover, the residence time distributions characterise the hydraulics, but the
total performance of the system also depends on the spatial distribution of dis-
infectant (or oxidant).

• Visualisation studies with dye show the (turbulent) flow patterns. The locations
of recirculation zones and short-circuits can be identified with this measuring
technique, resulting in a better understanding of the local flow features. The
results are however difficult to quantify, so this technique can only be used for
validation in a qualitative manner.

• Laser Doppler anemometry measures the instantaneous velocities at a single
point in the system, resulting in an accurate measurement of the mean veloc-
ities as well as the turbulent properties (Reynolds stresses) of the flow. This
technique provides valuable information for validation purposes, since it pre-
cisely points out where the inaccuracies of the CFD model may occur.

• Lagrangian actinometry measures the dose distribution in a UV system. By
using this technique, the combined effect of the hydraulics and the radiation
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distribution is measured, characterising the performance of a UV system pre-
cisely. This technique is therefore useful for validation, although inaccuracies
might arise due to the convolution of the experimental data to obtain the dose
distribution.

• Biodosimetry measures the inactivation of micro-organisms. It is used for vali-
dation, since it provides the actual disinfection performance, which is the final
result we want to predict. Due to the high inactivation levels, the measurements
are sensitive to the local hydraulics.

• Measurements of degradation of chemical substances provide the actual oxida-
tion performance of the system. It is also useful for validation of the CFD
model, but mainly for the mean dose, since the extent of degradation is usually
low. Hence, the sensitivities with respect to the local flow fields are not clarified
by this measurement technique.

Residence time distributions were measured for a full-scale ozone contactor that served
as a validation of the CFD model, showing a good agreement between the model and
experiment (Chapter 4). Dye visualisation and laser Doppler anemometry were used
to measure the flow around a single cross-flow UV lamp, in order to investigate the
wake formation behind a UV lamp, and to validate the flow fields for both modelling
techniques (Chapter 5). The LES model approached the measured velocity profiles
most closely, whereas the k-εmodel under predicted the wake downstream of the lamp.
All of the above mentioned methods were used to validate a bench-scale UV reactor
(Chapter 6). The LES model predicted the flow fields and residence time distributions
correctly, whereas the k-ε model under predicted the formation of recirculations. The
dose distribution measured by Lagrangian actinometry showed some variabilities, but
in general the shape of the dose distribution was predicted well by both models. The
microbial inactivation was under predicted by both CFD models, which was related to
the variability in the dose-response behaviour of the micro-organisms and uncertainty
in lamp power and UV irradiation field in the models. The degradation of chemicals
was predicted accurately by both models.

7.1.4 Use of CFD models in the water industry

Due to the advances in computer engineering CFD models become more user friendly
and more widely available, so that an increasing number of people can use these
models to simulate processes occurring in all kinds of installations. However, a CFD
model should not be regarded as off-the-shelf software, a thorough mathematical and
physical background is required for a proper interpretation of the results. Also, the
limitations of the model should be acknowledged, one must be aware of the numerical
inaccuracies and the various assumptions made in the model, for instance to model
the turbulence. One of the issues addressed in this thesis was an evaluation of the
effect of different turbulent models on the prediction of various quantities (residence
time, dose, microbial inactivation, degradation) in UV systems. Using this experi-
ence, a scheme is developed (Figure 7.2) that could assist CFD users in deciding at
which detail the turbulence needs to be resolved: solving either a RANS model or a
large-eddy simulation. The large-eddy simulation accounts for the large-scale turbu-
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Figure 7.2: This scheme advices a CFD user on which model to use for different applications.
Starting from the top, once an answer to the question is found in the most right compartment,
the advice is to use a RANS model.

lent motions varying in time and space, resulting in the more accurate solution of the
hydrodynamics. The choice for the model depends on fundamental questions, such as
the required information, complexity of the flow domain and to what extent recircula-
tions can develop, and practical considerations, such as the size of the computational
domain and the available time for computing. By answering each question, starting
from the top, this scheme will give an advice which model to use. Once an answer in
the most right compartment is found, we will advice to use a RANS model. Depend-
ing on the size of the domain and available time of computation, the resolution of
the mesh can be adjusted to obtain the most accurate result for each type of model.
Using this scheme does not give the certainty that the results of the model will be
correct - the complex fluid dynamics can of course not be squeezed in such a simple
scheme, but shows which model is most probably the best for the user’s specific ap-
plication with the present day computers. Experimental validation is therefore still
highly recommended.

7.2 System design considerations

The hydraulic processes that are responsible for a suboptimal performance of treat-
ment installations are in general related to short-circuiting and recirculation zones.
The combination of short-circuits causing short residence times and recirculation
zones causing long residence times results in a suboptimal hydraulic behaviour of
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the system. This is well illustrated by the concept of axial dispersion (Taylor, 1954),
where differences in velocity profile increase dispersion, and a cross-stream diffusion
process reduces the dispersion by mixing water elements with different velocities over
the cross-section. Hydraulic improvements are mainly focussed on stimulating the
mixing in cross-stream direction, so that the short-circuits and dead zones are mixed
with each other, and on streamlining the system, so that the dead zones are reduced
resulting in a smoother velocity profile. The result is a narrowing of the residence time
distributions. However, improvement of the residence time distributions does not nec-
essarily lead to an improvement of the disinfection (or oxidation) performance, since
the spatial distribution of disinfectant (or oxidiser) is not incorporated in the resi-
dence time distribution. This is particularly important for UV systems, where short
residence times can be compensated by high irradiance intensities, and long residence
times can be compensated by low irradiance intensities. So, the dose distribution
needs to be considered for these systems to characterise the performance. For ozone
systems this effect is less pronounced, because the ozone concentration also depends
on residence times.

The improvements are usually established by geometric modifications. Baffles are
common modifications that increase the mixing in cross-stream direction, which may
however contradict with the demand of streamlining the flow, since baffles themselves
cause a recirculation zone. In UV systems, baffles are also used to force the main flow
to come close to the lamp, allowing a recirculation at a less critical region - a region
where the UV intensities are low. By adding baffles a little downstream in a single
cross-flow UV lamp system we showed that, although the residence time distributions
became wider, the dose distributions became smaller, resulting in a better disinfection
performance. The short residence times could be compensated with high irradiances,
because these short-circuits came close to the lamps. However, baffles will not always
have the desired effect, for example if they cause recirculations at the wrong locations
(close to the lamp).

To quantify the effect of hydraulic optimisations, we used a simple analytical model
to represent the dose distribution. It was shown that a shifted exponential probability
density function (eq. 2.32) was a good estimate for the dose distribution that occurs
in treatment installations, and the factor D10/Dmean was a good characterisation of
this dose distribution. The actual gain of a hydraulic optimisation mainly depends
on the reduction in dose distribution and the removal target. The effect of reducing
the dose distribution is more pronounced at a higher removal target. Using the
simple analytical model the effect of hydraulic optimisations are summarised in Figure
7.3. In the left panel different dose distributions are shown, and in the right panel
the consumption as a function of dose distribution is shown for different removal
targets. This consumption can be energy, chemicals, etc., all the properties that are
proportional to the mean dose. It is shown as an additional consumption required with
respect to the ideal situation, which represents the theoretical maximum with a dose
distribution of zero. The grey box in Figure 7.3 shows the range of dose distribution
of current installations (ozone contactors or UV systems), calculated by the CFD
model. Depending on the removal target, which is around 3 log for disinfection and
less than 1 log for oxidation, and on the efficacy of current installations, hydraulic
optimisations can establish a reduction in consumption of 10% to 60%. This reduction
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Figure 7.3: Reduction in consumption (e.g., energy, chemicals) by optimising the hydraulics.
The left panel shows the dose distributions approximated by a shifted exponential distribu-
tion, and the right panel shows the consumption (normalised by the consumption for the
ideal situation) as a function of dose distribution (characterised by D10/Dmean).

is worth the effort, since power consumptions of UV reactors are high, and reduction
of ozone dosage in ozone systems reduces the formation of by-products.

7.2.1 Ozone systems

In ozone contactors, modifications were proposed for the Leiduin ozone contactor,
such as additional horizontal baffles or turning vanes. The CFD model showed that
these measures reduced the short-circuits and large recirculations zones, so that the
disinfection performance was increased significantly, whereas the mean CT value re-
mained the same. As a result, the bromate production, which is proportional to
the mean CT value, will not be increased by the hydraulic improvements. The gain
in disinfection performance depends on the kinetics, represented by the slow ozone
decay coefficient and the microbial inactivation rate. Optimising the hydraulics has
little effect at small decay coefficients or for micro-organisms that are very resistant to
ozone (small inactivation rate constants). But in the range of required log removal for
micro-organisms encountered in practice, improving the hydraulics has a significant
effect on the disinfection performance.

7.2.2 UV systems

The disinfection performance, oxidation performance and energy consumption of a
wide range of UV reactors was assessed. Although the input parameters such as
lamp power, flow rate and water transmittance were the same, the dose distributions
differed greatly for the various UV systems. Hence, the differences between the disin-
fection levels predicted by the CFD model were large. Since hydraulic energy losses
are small with respect to the lamp energy, increasing the mixing in a UV reactor will
reduce the total energy consumption. An annular system, designed as a static mixer
with a lamp in the middle, showed a very narrow dose distribution, which comes close
to the perfect hydraulic system (D10/Dmean > 0.8, which is within 10% of the energy
consumption of the ideal system, Figure 7.3). The efficacy of UV systems can be
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improved by taking measures that increase the mean dose and/or narrow the dose
distribution:

• Enhance the mixing inside the system to ensure that all the micropollutants
come close to the lamps. This can be achieved by placing baffles or by forcing a
helical flow around the lamp. However, when considering baffles to improve UV
reactors, the position of the baffles needs to be chosen carefully. For a single
cross-flow UV lamp system, placing the baffles a little upstream of the centre of
the lamp resulted in a less efficient disinfection than for a case without a baffle.
Moving the baffle a little downstream of the centre of the lamp resulted in an
increase in disinfection.

• Place mirrors at the outer walls, especially in the case of an annular system,
which leads to a significant increase in the mean dose and therefore in disinfec-
tion and oxidation levels.

• Reduce the wake size downstream of the UV lamp. Measurements were con-
ducted to investigate the effect of hydraulic changes that reduce the wake size
downstream of UV lamps. Placing a grid upstream of the lamp resulted in a
shorter wake length, and a higher disinfection.

• Place a number of reactors in series with a static mixer in between the reactors.
Due to the mixing in between the reactors, the dose distribution narrows after
each reactor, so that a number of bad designed reactors in series will eventually
result in a narrow dose distribution.

Other design considerations are the orientation, size and shape of the lamps. From
the simulations, there was a slight preference found for an annular system but no
clear preference for the size of the lamp. Experiments showed that increasing the
roughness of the lamp surface did not reduce the wake size. Also, streamlining the
lamp resulted in a disappearance of the wake in case the Reynolds number was high
enough (above Re = 24 000), the disinfection was however not improved. Although
some general design rules can be formulated, due to the complexity of the flow fields
and large spatial differences in UV irradiance, CFD is an essential tool to optimise
the design of an existing UV reactor.

Optimal distance from lamp to outer wall

For the design of UV reactors the distance of the lamps to the outer wall is an
important parameter: it must not be too large to prevent areas with small doses
and it must not be too small to avoid the loss of radiant energy through the outer
walls. A simple analytical model was developed to calculate the optimal distance
from the quartz sleeve of the lamp to the outer wall (§2.7.2). This model was based
upon an annular system containing one lamp in the middle, but could also be used
as a rule of thumb for cross-flow reactors. The optimal distance was a function of
the water transmittance, equal to −0.01/10 log(Tw), and is shown in Table 7.1 for
different transmittances.
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Table 7.1: Optimal distance from the lamp to the outer wall of the reactor.

Transmittance (%) 60 65 70 75 80 85 90 95

Optimal distance (cm) 2.0 2.3 2.8 3.5 4.5 6.2 9.5 19

7.3 Outlook for CFD modelling in disinfection/oxidation processes

The ongoing development of computer technology allows us to increase the mesh
resolution of numerical models further and to resolve more and more details of the
turbulence. Moore’s law states that roughly every two year the computer power is
doubled (Moore, 2005), so that in the future perhaps all the turbulent scales can be re-
solved for full-scale installations. In Table 7.2 an overview is given of the computation
times required to model a bench-scale UV reactor and a full-scale UV reactor. For
the bench-scale UV reactor, the RANS and LES computations described in this thesis
showed feasible calculation times (within days or weeks). Using a direct numerical
simulation (DNS) that resolves all the turbulent scales would however require 13 years
of computation on a present day workstation (number of mesh elements ∼ Lbox

D Re9/4,
where Lbox is the size of the domain, and number of time steps ∼ T

D/um
Re3/4, where T

is the total simulation time, Davidson (2004)). For full-scale installations the dimen-
sions and velocities are larger than for the bench-scale installations. Consequently,
the Reynolds numbers become larger, but also the smallest turbulent scales become
smaller. Therefore, computational times increase dramatically, so that LES and DNS
computations are out of reach for present day computers. We have made a rough
estimate how long it will take before a simulation is finished within a day, for which
we have to wait at least 60 years for a DNS of the full-scale installation. 1 In 30
years, perhaps a LES of the full-scale or a DNS of the bench-scale is within reach.

Another constraint on computational modelling of drinking water treatment sys-
tems is reaction kinetics. Calculation of all the reactions occurring in the installation
(e.g., oxidation by ozone or UV/H2O2) would require a huge computational effort,
especially in the case of high reaction rates, such as the reaction of OH• with all kinds
of substances. Also, a thorough analysis of the water quality is then required to ob-
tain the initial concentrations of all the substances in the water. For multiphase flow
systems (such as the ozone bubble column), additional computational resources are
required to predict the multiphase hydrodynamics, interfacial mass transfer and chem-
ical reactions. Before a major breakthrough in computer technology is established,
modelling a large amount of chemical reactions requires a decoupling of the chemical
model from the hydrodynamic model, so that the chemistry is resolved in a coarser
compartmental model using the information from the hydrodynamics (Rigopoulos
and Jones, 2003).

1Assuming that Moore’s law, which is purely empirical evidence that the computer power is dou-
bled roughly every two years, still holds over 60 years might be questionable, especially because
transistors would eventually meet the limitations of atomic levels. Moreover, electrical power con-
sumptions will increase dramatically. However, nobody expected that it would still be valid today
when Moore proposed his law 40 years ago. Or to cite Moore: ’Materials are made of atoms, and
we’re getting suspiciously close to some of the atomic dimensions with these new structures, but I’m
sure we’ll find ways to squeeze even further than we think we presently can.’ (Moore, 2005)
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Table 7.2: Comparison of computing time for different CFD models.

Bench-scale Full-scale

Reynolds number 1.4·104 1·106

Computing time*

RANS 0.5 day 5 days
LES 3 weeks 57 years
DNS 13 years 5·106 years

Years before computation is completed in 1 day
RANS 0 5
LES 9 29
DNS 25 62

* Using a large workstation: 4 CPUs of 2 GHz, 32 GB memory, around 2 Gigaflop.
As a reference for the DNS, a computation of Re = 500, Lbox = 10D and
T = 5D/um would take 9 days on a 1 Gigaflop CPU (Davidson, 2004). For our
reactors, we use Lbox = 2D and T = 30D/um.

Experimental validation by laser Doppler anemometry or particle image velocime-
try is useful to reveal the inaccuracies of the hydrodynamics in UV systems. In the
future, these inaccuracies could be reduced by using the more complex models. How-
ever, another uncertainty in the modelling of UV reactors is the distribution of UV
radiation. These uncertainties are caused by inhomogeneities of the lamp output over
the arc length of the lamp, ageing of the lamps, fouling of the quartz sleeves and the
temperature dependence of the lamp output. Experimental validation techniques of
CFD models for UV reactors should therefore also account for the spatial distribution
of UV radiation in the reactor. Due to the variations of lamp output in time, the
challenge for a proper validation would be to measure the UV radiation distribution at
the same instant as the microbial inactivation. Other issues that require attendance
in the modelling of UV systems are:

• Ambient particles could influence the distribution of UV radiation by shadowing
and scattering of radiation, mainly an issue for low-quality water.

• Temperature variations due to the heating of water by UV lamps with high UVC
output (medium pressure lamps). The increase in water temperature close to
the lamp results in density-driven flows, which requires heat transfer modelling.

• Lamp fouling influences the UV radiation field and may also influence the hydro-
dynamics due to a higher roughness of the quartz sleeve (especially of interest
for low-quality water).

In conclusion: in the coming decade, the water industry is still obliged to use simpli-
fied models that do not resolve all the details of the turbulent (multiphase) flow and
chemical reactions. Therefore, as demonstrated in this thesis, one should be aware of
the limitations of the CFD models, and validate the models by experiments.
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Modelling approaches

Standard k-ε model

In the k-ε model, the time-varying turbulent motions are captured in the averaged
variables for the turbulent kinetic energy (k) and turbulent dissipation (ε). The
turbulence is assumed to be of a pure diffusive nature, so that the unknown Reynolds
stress tensor in the Reynolds-averaged Navier-Stokes equation can be described by a
turbulent viscosity term. The turbulent viscosity υt is defined by k and ε:

υt =
cµk

2

ε
. (A.1)

By using a Schmidt number of 1 it is equal to the diffusivity Dt. The equations for
the turbulent dissipation and turbulent kinetic energy yield:
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where P represents the production of kinetic energy, given by:

P = −u′iu′j
∂ui
∂xj

. (A.4)

The constants are determined from experiments in decaying homogeneous turbulence
and a turbulent wall flow, which results in (Launder and Spalding, 1974):

cµ = 0.09,
σk = 1,
σε = 1.3,
c2 = 1.92,
c1 = 1.44.
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At the solid walls, it is assumed that the flow is parallel to the wall and that the
computational domain starts at a small distance δw from the real wall, so that the
computational domain starts in the logarithmic layer. At the inflow boundary, values
for k and ε are prescribed. At the outflow boundary, a convective flux for k and ε is
prescribed equal to zero (Neumann boundary condition).

Large-eddy simulation

The LES resolves the large-scale turbulent eddies (length scale on the order of the
mesh size and larger), whereas the small-scale turbulent eddies are modelled using a
subgrid-scale model. A filtered Navier-Stokes equation is therefore solved with an ad-
ditional subgrid-scale stress term, which accounts for the unresolved turbulent length
scales by means of a subgrid-scale eddy viscosity. The commonly used Smagorinsky
subgrid-scale model was implemented here, for which the subgrid-scale viscosity is
given by:

υSGS = C2
s∆2

∣∣∣S̃ij∣∣∣ . (A.5)

where Cs represents the Smagorinsky constant, ∆ is the filter length based on mesh
properties (∆ = (∆x∆y∆z)1/3), and Sij represents the rate of strain tensor based
on the filtered velocities. At the solid walls a Van Driest damping function was
used to let the subgrid-scale viscosity go to zero in accordance with the turbulent
fluctuations. The Smagorinsky constant was taken as Cs = 0.1. Complex geometries
can be implemented by an immersed boundary method (IBM), which forces velocities
to be zero at the outer wall of the system. More details on the LES model and the
applied IBM method are found in van Balen et al. (2009).



B
UV irradiation model

Calculation method

For the calculation of the UV irradiance by the MSSS model (Liu et al., 2004),the
UV lamp is divided into J different segments. At every node of the computational
mesh, the path of the optical pathways from this node to each segment is calculated
(Figure B.1). The angles θ1, θ2 and θ3 are defined by Snel’s law. The refraction angle
θ1 is calculated from:

s1 + s2 + s3 = r1 tan θ1 + r2
na sin θ1

nq

√
1− n2

a

n2
q

sin2 θ1

+ r3
na sin θ1

nw

√
1− n2

a

n2
w

sin2 θ1

, (B.1)

where r1, r2 and r3 are the radial lengths (m) of the air layer, quartz layer and water
layer (distance from quartz-water interface to the computational node), respectively,
which are all known. The summation s1 + s2 + s3 is known and represents the
horizontal distance (m) between the lamp segment and computational node. For the
refractive indices of air, quartz and water, commonly used values equal to na = 1,
nq = 1.54 and nw = 1.33, respectively, were used (Liu et al., 2004). The angle of
refraction θ1 is solved from eq. B.1 by iteration. The irradiance Ij from segment j to
the computational node is calculated from:

Ij = (1−R1)(1−R2)
P/J

4π (l1 + l2 + l3)2T
l3

0.01
w T

l2
0.01
q Af cos θ1, (B.2)

where l1 , l2 and l3 represents the path lengths (m) in the air, quartz and water
layer, respectively and J represents the total number of segments. The term cos θ1

yields a correction caused by the cylindrical segments (Bolton, 2000). R1 and R2 are
the reflectances at the air-quartz interface and quartz-water interface, respectively.
Due to refraction, a focus effect occurs, because the radiant power is concentrated
to a smaller cross-section than in the absence of refraction, which is represented by
the focus factor Af . According to Liu et al. (2004), the focus factor is obtained by
dividing the cross-section area of a circular segment without refraction by that with
refraction, resulting in:

Af =
(l1 + l2 + l3)2 ∆θ cos θ1

r (h2 − h1) cos θ3
, (B.3)
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where ∆θ represents a finite difference angle, r is the sum of the radial lengths r1, r2

and r3, and h2 − h1 represents the horizontal distance between two optical pathways
starting from an angle of θ1−∆θ and θ1 + ∆θ, respectively. Summation of the irradi-
ance intensities for all the segments j yields the total irradiance in the computational
node.

Figure B.1: Sketch of the refraction of an optical pathway emitted by the UV lamp

Integration of UV irradiance over particle path

The fastest way to calculate the UV dose for each particle is to interpolate the irradi-
ation field for each particle position. The irradiation field is obtained by calculating
the irradiation at each mesh point on the finite-element mesh, as described above.
Here, the irradiation (MSSS model) only needs to be calculated once for each mesh
point, typically of the order of 100 000 times.

A more precise method is to calculate directly the irradiation at each particle
position. For all the particles, at every time step the irradiation needs to be calculated,
which is of the order of 10 million (10 000 particles times 1000 time steps), a hundred
times more expensive as the previous method. Both methods gave the same dose
distribution for a single cross-flow UV lamp system, so the first method was used.
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Convergence number of segments

The fluence distribution around a single UV lamp (radius 25 mm, quartz layer of 1.9
mm, height of 150 mm) in a rectangular mesh (100x100 nodes, mesh size of 2 mm)
was evaluated for different numbers of segments. In Figure B.2, it was shown that an
accurate solution for the average fluence is obtained (within 1% of the more accurate
solution) after 100 segments.

Figure B.2: Convergence for the number of segments used in the irradiance model.
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Roman symbols

A Absorbance -
C Concentration of chemical substance g·L−1

CT ∗ Normalised CT value (CT ∗ = CT · ks/C0) -
D Diameter of cylinder or pipe m
D UV dose mJ·cm−2, J·m−2

Dscale Characteristic dose (Dscale = 2P
Qα

exp(−1)) mJ·cm−2, J·m−2

Dmean, Dmin, D10 Specific UV doses mJ·cm−2, J·m−2

Dt, D Eddy diffusivity m2·s−1

DL Dispersion m2·s−1

DE Decimal elimination -
E Energy J
ECFD Photon flux calculated by CFD mmol·cm−2s−1

F Cumulative distribution function -
I, I0 UV irradiation, with (I) or without (I0) absorption mW·cm−2, W·m−2

L Length m
N Concentration of micropollutants mol·L−1

NA Avogadro’s number mol−1

Np Number of particles -
OX Oxidation %
P Lamp power W
Pe Péclet number -
Q Flow rate m3·s−1

R Reflectance of unpolarised radiant energy -
Re Reynolds number -
St Strouhal number -
Tw, Tq Transmittance in water or quartz over 1 cm -

T10, T50, T90 10th, 50th, 90th percentile of residence time s
Th, Tm Hydraulic (Th = V/Q) or mean residence time s
V Volume m3

dW Increment of white noise process -
f Frequency Hz
f Distribution function
h Water depth m
k Turbulent kinetic energy m2·s−2

ks Ozone decay rate s−1

kµ Inactivation rate
ki Reaction rate of contaminant i with OH• radicals L·mol−1s−1

l Optical path length m
n Refraction index -
p Probability density function
r⊥, r‖ Reflectance in perpendicular and parallel direction -
rlamp Radius of lamp m
t Time s
u, v, w Velocity in x, y, z-direction m·s−1

u′u′, u′w′, w′w′ Reynolds stresses m2·s−2
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um Mean velocity m·s−1

u∗ Shear velocity m·s−1

x, y, z, r Co-ordinate m
[Ni] Concentration of chemical substance mol·L−1

Greek symbols

α Specific absorbance (α = − ln(Tw)
0.01m

) m−1

ε Turbulent dissipation m2·s−3

ε Molar extinction L·mol−1cm−1

θ Angle of optical pathway -
θ Normalised residence time (θ = t/Tm) -
κ Von Karman coefficient (κ = 0.41) -
λ Wave length m
λ Life expectancy s
λ Distribution factor exponential pdf -
ν Viscosity m2·s−1

νt Eddy viscosity m2·s−1

Φ Quantum yield -
φ CT value or UV dose

Abbreviations

ATZ Atrazine
CFD Computational fluid dynamics
CFL Courant-Friedrichs-Lewy number
CT Concentration-time (dose)
DNS Direct numerical simulation
DMS Dyed microspheres
FI Fluorescence intensity
LA Lagrangian Actinometry
LDA Laser Doppler anemometry
LES Large-eddy simulation
MMA Micro-mixing analysis
PHBA 4-hydroxybenzoic acid
RANS Reynolds-averaged Navier-Stokes
RTD Residence time distribution
SFA Segregated flow analysis
TKE Turbulent kinetic energy
UV Ultraviolet
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