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Abstract

Pressure and temperature are the most important state variables for

monitoring physicochemical processes to detect deviations that might lead to

explosions and to verify levels, flow rate, and solids/gas hold-up. Pressure fluc-

tuations in multi-phase systems identify regime changes and flow anomalies.

Pressure signals are the first indicator of a process upset and are tied into dis-

tributed control systems (DCS) to sound alarms when they drift to high or low

and activate safety interlocks in the case of high, high-high, low, and low-low

conditions. To maximize the information, it requires that pressure gauges

(transducers) are installed and calibrated precisely. Pressure measuring devices

include manometers, aneroid devices like bellows and Bourdon gauges, and

electronic instruments—piezoresistive, piezoelectric, and capacitive. The elec-

tronic elements have the advantage of higher precision and faster response

times to measure fluctuations. The Bourdon gauges are standard equipment

for pressure regulators and are mounted on the exterior of vessels and pipes to

facilitate visual inspections. Over 2 million articles indexed by the Web of Sci-

ence Core collection mention pressure, and in 2021, chemical engineering

ranks had over 7000 articles—only multidisciplinary material sciences and

energy and fuels had more. A bibliometric analysis identified five research

clusters: temperature, combustion, and kinetics; separation, membranes, and

energy efficiency; carbon dioxide (capture and storage), water, and thermody-

namics; methane, adsorption, and transport phenomena (e.g., diffusion

and permeability); and modelling, optimization, and computational fluid

dynamics (CFD).
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1 | INTRODUCTION

The chemical industry measures temperature and pres-
sure more than any other variable in production facilities
as it reflects its state and performance. It is a strategic
requirement throughout all stages of online process
supervision, safe operation, efficient production, and

quality control. Simple applications include a set-point
comparison to maintain a sufficient holdup of gas or
liquid, continuous monitoring for flow rate (e.g., orifice
and venturi meters), periodic monitoring to evaluate
changes in composition, continuous sampling to control
unit processes,[1] and part of a comprehensive safety
interlocks. In parallel, many techniques, developed
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primarily for medical analysis and fluid mechanics, have
been applied to inspect and quantify the hydrodynamics
of gas–solid suspensions in a laboratory unit. Modern
pressure measurement is routine, robust, inexpensive,
and easy to integrate. The instrumentation consists of a
sensing component that is in contact with the process at
which pressure changes, a transducer that translates the
sensed variations into measurable signals, and transmit-
ters that relay the signal to a distributed control system
that records and displays the information. Advances in
digital technology have decreased costs and size while
reducing instrument cost. For example, an analyst plugs
and plays a mug-sized, portable electric sensor and
quickly obtains the pressure readouts from the digital dis-
play. When measuring pressure in a reactor, an electronic
pressure sensor is connected to a short hose with one end
flushed to the nozzle, usually on the inner wall to avoid
fluid invasion. Several pressure sensors probing at vari-
ous heights along the vessel provide a certain redundancy
and assures that the signal is meaningful.

Pressure sensors available in the market satisfy the
measurement conditions of most applications. Specially
designed models and electric sensors can withstand
extremely high temperature, reactive conditions, and a
wide measuring scale, ranging from a few millibars to a
1000 bars. Nevertheless, the growing variety of pressure
sensors and the sophistication of electronics also compli-
cate the selection and set-up of instrumentation. Unsuita-
ble sensor types lead to unreliable pressure
measurement. Interpreting pressure fluctuation is non-
trivial.[2] Mapping measured pressure signals to corre-
sponding hydrodynamic events requires a strong prior
knowledge, and a proper selection of analysis methods to
decompose and extract essential characteristics.

This tutorial review focuses on pressure fluctuation in
gas–solid fluidized reactors. We introduce various pres-
sure sensors and discuss the analysis methods and how
to implement them. We also describe the common
sources of errors and relevant troubleshooting. This work
belongs to the series of articles dedicated to experimental
methods in chemical engineering.[3] The goal is to intro-
duce early-career researchers and engineers to the funda-
mentals of pressure measurement and provide a
document that establishes a rational to design, collect,
and interpret the data and assess its accuracy and
reliability.

2 | THEORY

In addition to monitoring time-averaged pressure to char-
acterize operational stability, measuring pressure fluctua-
tions at a frequency greater than 100 provides insights

into the hydrodynamic characteristics of systems. These
characteristics relate to global and local events such as
bubble coalescence and breakup, mass oscillations, shock
waves, and even downstream perturbations introduced
through blowbacks on filters.[4]

2.1 | Type of pressure measurement

Instruments measure absolute, gauge, and differential
pressure (Figure 1). Absolute pressure expresses the dif-
ference between the measured pressure and absolute
zero. We refer to this absolute pressure for low-
pressure systems, for vacuum, aircraft applications,
and near atmospheric operations. Gauge pressure is
the difference between the measured and local atmo-
spheric pressure (Equation (1)). The atmospheric pres-
sure is dependent on geographic location, altitude, as
well as ambient conditions.

Pg ¼Pmeasurement�Patm ð1Þ

Differential pressure—difference between the pressure at
two distant locations—can either be negative or positive:

ΔP¼P2�P1 ð2Þ

2.2 | Pressure sensors

Devices are designed for sensing pressures up to 700 MPa.
Material deformation and changes in resistance (or other
electrical properties) are the fundamental properties that
correlate with the pressure that a gauge measures.[6]

( )

FIGURE 1 Types of pressure. The blue line represents the

ambient pressure in Montreal in 2006. Barometric pressure

changed by as much as 3% in 2 days, and the maximum and

minimum pressures during the year were 1.0129 and 0.9519 bar,

respectively. Adapted from Patience.[5] Copyright Elsevier, 2017
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Pressure gauges and electrical transducer (or transmitter)
are the two categories of sensors. Gauges are mechanical
devices that produce an analogue visual signal and include
those that measure hydrostatic head (U-shaped manome-
ters), and aneroid gauges like bellows and Bourdon tubes
that deform elastically. Manometers function based on the
communicating vessels principle: an imposed pressure on
one side results in a net pressure difference between two
arms, driving a displacement of the reference liquid (usually
mercury or water) on the display tubes until a new balance
is reached. The difference in heights Δh between the two
columns is proportional to the pressure and density of
the liquid ρliq, and communicating fluid, ρfluid

ΔP¼ ρliq�ρfluid

� �
gΔh ð3Þ

These simple instruments are best suited for laboratories
and as calibration standards for electrical sensors.

The McLeod gauge, to assess pressure down to 0.1 Pa,
also depends on the height difference in two columns.[5,7]

Low-pressure gas (P1, which the unknown variable), is
trapped in a bulb with a known volume (e.g., V1

= 15ml). Mercury pumped into the bulb compresses the
gas into a calibrated capillary tube at the top of the bulb
with tick marks along the side to indicate volume (V2)
and height. According to Boyle’s law,

P2V 2 ¼ P1V1 ð4Þ

The height difference (Δh) between the empty space in
the capillary and an adjoining stem equals P2, and so
rearranging Equation (4), we calculate P1. This device is
best for non-condensable gases as it underestimates pres-
sure for vapours prone to condensation. Manometers are
susceptible to errors introduced by mechanical vibration
and reading the height of the meniscus.[8]

Deadweight testers (piston gauges or pressure bal-
ances), is a type of null meter wherein the pressure
exerted by the fluid beneath the piston is balanced by
supplying weights to the level platform, acting as a down-
ward force, until the reference mark is reached. Due to
the large cross-section, the accuracy of deadweight
gauges reaches �0:01%. This gauge is mainly applied to
calibrate mid-range instruments.

Aneroid gauges evaluate pressure with metallic mate-
rials that deform elastically under a load. For bellows, the
external pressure induces a translational expansion at the
other end of the device (Figure 2A). Bourdon tubes con-
sist of a specially shaped hollow tube, which is fixed at
one side and free to rotate at the other end. The shapes
include C-type, spirals, and helices. The deflection of the
tube is proportional to the imposed pressure (Figure 2B).

These devices are installed on regulators, vessels, and
pipes to facilitate visual inspections.

Another type of aneroid gauge comprises a thin
pressure- sensing diaphragm, which deforms under in
proportion to the pressure difference between the two
sides. One side communicates with the high pressure
while the other side is connected to downstream of the
system to read ΔP or to atmosphere to give Pgauge. The
metallic, ceramic, or silicon diaphragms are either thin
flat plates, corrugated disks, or membranes, depending
on the thickness and the magnitude of the pressure.
Metallic diaphragms withstand high and burst pressure,
whereas ceramic types are good for corrosive environ-
ments. The gauge factor of silicon is greater than the
metallic type. The diaphragms deflection, y is propor-
tional to the pressure drop, the radius of the disk to the
fourth power, r, and inversely proportional to Young’s
modulus, EY, and the thickness cubed, t,

y¼ 3ΔP
16EYt3

r4 1�ν2
� �

, ð5Þ

where ν is the Poisson’s ratio.

(A)

(B)

FIGURE 2 Mechanical (aneroid) pressure gauges: (A) the

bellows and (B) the C-shaped bourdon tube
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2.2.1 | Electronic pressure sensors

Diaphragm gauges (transducers) respond quickly to pres-
sure fluctuations and are ideal as the sensing element in
electronic pressure sensors and calibration instruments
(Table 1). These electronic sensors translate deflection
induced by ΔP into an electrical signal. Compared to
pressure gauges, they are more convenient and are pre-
ferred for data acquisition modules, automatic control
systems, safety interlocks, or to monitor systems with
rapid pressure fluctuation. The sensors output either volt-
age or current. Millivolt (mV) output transducers are less
expensive and have electronics to passively trigger a low
electrical output of the Wheatstone bridge without ampli-
fication and filtering. The full-scale output signal of a
millivolt-type transducer is directly proportional to the
power supply alongside a sensitivity of a few millivolts
per volt. Subsequently, the output is relatively low in
magnitude and also varies if the excitation fluctuates.
Compared to other electronic sensors, millivolt trans-
ducers excel with a very fast response and the lowest
power consumption, which is ideal to measure fast
dynamic applications. Owing to the low output ampli-
tude, millivolt-output transducers are preferred in a
noise-free environment,[9] and a regulated, robust power
supply is required to stabilize the output. Short signal
wires minimize the voltage attenuation due to the wire
resistance (3–6 m).[10] Voltage-output transducers include
onboard amplification modules to boost the Wheatstone
bridge output, that is, 5–30V, and minimize the electro-
magnetic interference (EMI), which relaxes the restric-
tion of short wires. A lower-cost unregulated supply
module is sufficient to drive the device. Pressure trans-
mitters, in contrast, output a current signal of a magni-
tude of milliamps (mA). They are normally designed to
deliver an output current of 4–20mA, which plugs onto
industrial sensing and control circuits. At this current,
EMI is negligible, so signal wires can be extended to

several hundredmeters, ideal for long-distance com-
munication. Omega recommends powering pressure
transmitters through the electric grid rather with
batteries.[11]

2.2.2 | Electronic sensing principle

The electronic elements’ quality is paramount to measure
pressure accurately, reliably, with a broad range, and
compatible with the system environment. Piezoresistive,
piezoelectric, and capacitive signal-converting elements
dominate the market. Piezoresistive elements stretch
with applied pressure that induces variations in the elec-
trical resistance of one or more mounted resistors
(Figure 3A). The resistance varies linearly with the dia-
phragm. The resistors are integrated onto a Wheatstone
bridge circuit powered by an excitation voltage. All the
resistors connected to the bridge are balanced without
strain, resulting in a null voltage output. Small resistance
variations unbalance the bridge and create an output
from the circuit.

Piezoresistive pressure sensors are highly sensitive,
robust, and thermally resistant. The inherent frequency
of the piezoelectric pressure sensors is up to several hun-
dred kHz, which renders them suitable for measuring
fast-varying signals.[12] The output is also stable over
time. Piezoelectric sensors are robust to electromagnetic
noise, inexpensive, and consume little power. For a
piezoelectric sensor, the pressure exerts a force on an
element fabricated with a piezoelectric crystal mate-
rial, such as quartz and ceramic, thus producing a volt-
age across it. The output is proportional to the
downward pressing force that displaces (Figure 3B).
The sensing elements are rigid, thermally resistant,
respond on the order of microseconds and operate
from 0.07 to 70 000 ka with an accuracy of ±1%. How-
ever, the output signal is relatively weak, and they are

TABLE 1 Comparison of transducer and transmitters properties

Millivolt
transducer Voltage transducer Transmitter

Noise
susceptibility

Very sensitive to noise Less susceptive to noise Low susceptibility to noise

Communication
distance

Short distance (3–6) Medium distance (30) Long distance (300 or more).

Power
consumption

Less power consumption Lower power consumption than
pressure transmitter

Higher power consumption than
transducers

Excitation voltage Stable bridge-excitation voltage
is required

Unregulated bridge-excitation
voltage is sufficient

Unregulated bridge-excitation
voltage is sufficient
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less accurate than piezoresistive sensors. Furthermore,
a compensation module is always required to mitigate
vibration or acceleration.

Capacitive pressure sensors measure changes in
electrical capacitance caused by the strain of the dia-
phragm, which functions as one of the electrodes
(Figure 3C). Under an exerted pressure, the diaphragm
deforms that changes the capacitance of the circuit.
These sensors are accurate, sensitive, and apply from
0.2 to 70 000 Pa. They resist high-pressure pulses of a
1000 times the rated full-scale pressure.[8] Therefore,
they are effective for low-pressure measurement and
harsh environments. As no direct current (DC) is pro-
duced through the capacitor, they are inherently low in
power consumption. The response time is in the order
of milliseconds with low hysteresis. The output depends
on the gap between the parallel electrode plates, there-
fore unsuitable for applications that vibrate. In addition,
diaphragm deformation can also be monitored via the
use of an optical emitter-detector coupler (fibre-optic
sensors), or inductive reluctance (e.g., magnetic pres-
sure transducers).

Other types of sensors, such as thermal sensors, ioni-
zation sensors and resonant wires, are designed for spe-
cific measurements, in which a high order of accuracy or
extreme pressures are the primary consideration.[6]

2.3 | Origin of pressure fluctuation

Pressure fluctuations indirectly reflect local and global
hydrodynamics of a gas–solid mixture. Decomposing
pressure fluctuations and associating each segment with
underpinning events require an understanding of the sys-
tem hydrodynamics. Nevertheless, due to its complexity,
there is yet not a clear consensus on the origin of pres-
sure fluctuations. A time series of pressure fluctuation
reflects both local fluctuations caused mainly via bubble
propagation and global compression waves induced by a
variety of hydrodynamic events.

2.3.1 | Local events

Upward rising bubbles alter the gas stream and perturb
the pressure signal of probes in the vicinity according to
the Davidson model,[13,14] for an infinitely wide column.
Van der Schaaf et al.[15] monitored pressure fluctuations
in a finite column (D<10 cm) operating at the minimum
fluidization velocity (Umf ) after injecting a pulse of gas to
the plenum. They identified three phenomena as the bub-
ble passed a probe in the bed: the nucleation, propaga-
tion, and rupture (Figure 4).

During the first phase, particles are motivated by the
increased gas flow rate, and the bed compresses, thus
decreasing voidage. The pressure reaches a maximum at
which interphase friction peaks. The particulate bed then
starts to expand and interphase friction decreases corre-
spondingly, which decreases the pressure signal. Particles
carrying inertia continuously rise and dilate. At its largest
dilation, where the bed is about to contract, it reaches a
minimum. During the second phase, a large bubble is
nucleated from the distributor plate. A significant bed
mass is lifted and suspended over the probe nozzle due to

higher P due to the 
presence of gas bubbles

passing of a bubble

FIGURE 4 Plenum pressure response due to a gas pulse

injection. Adapted from van der Schaaf[15] Copyright Elsevier, 1998

- - -
(A) (B) (C)

FIGURE 3 Schematic of pressure transducers: (A) strain gauge, (B) piezoelectric crystal, and (C) fixed capacitor
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the presence of rising bubbles. This reflects the enduring
pressure occurring at the beginning of the second phase.
When the bubble travels by the probes, pressure recovers
but remains slightly less than that in the pre-pulsed state,
as the particulate phase is still under an expansion state
with higher voidage than the minimum fluidization.
Rising further through the bed, the bubble ruptures at
the bed surface in the third phase, and the excited state
collapses from the lower section after the bubble passes
by (Figure 5). The excited bed eventually recovers to a
steady fluidization state after contracting.[16]

2.3.2 | Global events

Hydrodynamic events drive the compression of solids
and create fast-travelling waves inside the column that
propagate upwards and downwards. In a relatively small
column, an ascending wave decays linearly through the
bed, whereas a descending wave maintains its inten-
sity.[15] Sources of compression waves are due to step-
change bubbling events, such as bubble formation,
coalescence, and breakup. Bubble formation at the dis-
tributor plate pushes particles upwards and initializes a
corresponding peak in the pressure signal. The major
pressure fluctuations are in line with the characteristic
bubbling frequency.[17] Bubble coalescence creates waves
in both the upwards and downwards directions but are
more pronounced in the lower section of the bed.[18]

Fluctuations in gas flow are strongly linked with bubble
events, where gas streams utilize rising bubbles as short-
cuts to channel to the bed surface, resulting in an inho-
mogeneous flow rate distribution.[15] Such a coupling

develops spatio-temporally with bubbles and is less pre-
dictable. Nevertheless, part of the pressure fluctuations is
associated with oscillation of bed mass around the mea-
suring probe, which is induced alongside bubbling
phenomena.

2.4 | Methods of analysis

Pressure fluctuations are monitored and stored as time-
averaged and time-resolved signals. Time-averaged pres-
sure signals in commercial units provide a means to
supervise the process and identify changes with time.[19]

The average bulk density, ρbulk, the quotient of the time-
averaged pressure difference, ΔP and the difference in
height between two sensors, h (neglecting fluid density,
acceleration, and other forces):

ρbulk ¼
ΔP
gh

ð6Þ

When the bulk density is known and the suspension is
homogenously dispersed, we apply Equation (6) to deter-
mine the bed expansion. When the pressure is sampled at
a sufficiently high frequency, the time-resolved pressure
fluctuation is more insightful into hydrodynamics. Van
Ommen et al.[20] deciphered 1D signal of pressure fluctu-
ation of various bed regimes.[21] The pressure fluctuations
were collected in a 10 � 70 cm riser of a circulating fluid-
ized bed of Geldart B silica sand particles (dp¼ 320 μm).
The particulate medium was fluidized at four superficial
gas velocities to achieve various bubbling states. The
probes were mounted at 20 cm above the gas distributor
plate. They applied time, frequency, and state analyses of
pressure.

2.4.1 | Time domain analysis

In comparison to other approaches, analysis in the time
domain is intuitive. We recommend plotting the raw
measured pressure signals against time and calculating
standard deviation or variance. Both relative and absolute
expressions yield similar trends. Standard deviation cor-
relates with fluidization quality, which reflects the evolu-
tion of particle size,[20] bubbles in beds of a different
diameter,[22] and different assisted methods.[23] A change
in standard deviation corresponds to in fluidization
regime and flow patterns,[24] such as transitions between
sub-fluidization and fluidization states,[25-27] as well as
from bubbling to turbulent fluidization.[21,28-30] However,
the standard deviation is associated with the distribution
of bulk density, which is a function of superficial gas

FIGURE 5 Pressure response after a sudden gas pulse

injection to a fluidized bed plenum operating at Umf . Reprinted

with permission from van der Schaaf et al.[15] Copyright

Elsevier, 1998
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velocity. Moreover, in most large units, the gas supply
varies.

The average cycle time (ACT) is another useful attri-
bute that records the number of times a pressure signal
crosses its arithmetic mean. Figure 6 demonstrates
clearly distinguished trends of ACT across several fluidi-
zation regimes. Within the same fluidization regime
(e.g., the bubbling regime), ACT is independent of gas
velocity, static bed loading, and particle size in simulated
systems.[31] Van Ommen et al.[25] also suggested that
ACT varies with particle agglomeration inside the bed.
ACT is susceptible to noise—rapid oscillations around
the mean—so we apply a low-pass filter, which attenu-
ates all the signals at frequencies higher than a certain
cut-off frequency[32] or a Hurst analysis, which assists in
determining the optimal timestep to exclude stochastic
components from the signals.

2.4.2 | Frequency domain analysis

A time series of the pressure signal is more commonly
studied in the frequency domain by Fourier-transform
analysis, which converts time-series to spectral profiles.
Spectral analysis identifies the oscillation frequencies pre-
sent in the pressure fluctuations and correlates them with
physical phenomena. For non-parametric analysis, a
decent number of sub-spectra is first computed from the
segments of a long time-series signal by Fast-Fourier
transformation (FFT). In order to smooth out noise, the
final output spectrum is computed as the average of the
sub-spectra. A good trade-off between segment length

and deviation needs to be considered.[21] Figure 7
shows Bode plots of the power spectra of four bubbling
regimes.

The experiments demonstrate that it is reasonable to
depict pressure fluctuation of bubbling beds as a set of
second-order oscillators.[20] For the single- and the
exploding-bubble regime, systems behave similarly to
pronounced, underdamped oscillators, with clear peaks
at the dominant bubbling frequencies. On the other
hand, the system in the multiple-bubble regime behaves
as an underdamped system of a higher damping factor,
with a broader mode at frequencies of 20–40 rad s�1.
When entering the transport regime, the damping is
stronger. Its bode plot can be approximated using straight
asymptotes for low- and high-frequency regions.

Alternatively, the fluctuations in pressure signals can
be investigated by plotting transient power spectral den-
sity. Compared to overall power spectra, it shows the
temporal evolution of hydrodynamics events occurring at
different frequencies. Similarly, sub-spectrum is also first
computed based on segments of a long time series by FFT.
The power density is evaluated over the entire time
sequence (Figure 8). For all the bubbling regimes, bubbling
events mainly spread below 5 Hz. Both the single-bubble
regime and exploding-bubble regime have a single domi-
nant frequency at 1.2 Hz, and it is fairly stable over time. In
contrast, there is no dominant frequency observed for the
multiple-bubble scenario.

This method provides an effective way to monitor
temporal changes in the oscillation mode of a fluidization
regime. Transient power spectral density is unable to cap-
ture events in the time scale of seconds, and additional
consideration is required in selecting a suitable number
of segments. There are more advanced frequency analysis
methods, such as wavelet methods to decompose pres-
sure signals, providing additional insights.[20]

2.4.3 | State domain analysis

Applying the techniques in chaos analysis opens a new
avenue to look into system hydrodynamics. A fluidized
system was considered as a chaotic system from a mathe-
matical point of view,[37] although this remains debat-
able. In the late 1990s, researchers applied chaos to
pressure fluctuations and state-space analysis.[38] A tran-
sient state of fluidization could be characterized by map-
ping governing variables to a multidimensional space,
that is, the state space. The trajectory of temporal evalua-
tion of the system state is an ‘attractor’. Since it is
impractical to pinpoint and track all the governing vari-
ables of a complex multiphase system, the attractor, we
reconstruct it from the time series of a single

FIGURE 6 The average cycle time as a function of the

superficial gas velocity. Red horizontal bars represent 1 σ and when

absent, the symbol is larger than the error. Adapted from van

Ommen et al.[20]
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characteristic variable of the system.[39] In the time-delay
coordinates, a normalized pressure series of n values (P1,
P2, P3, …, pn) is first converted into a set of n�m delay
vectors Pk with m elements, which is the embedding
dimension. Van Ommen et al.[20] suggested that an
embedding dimension on the order of 10 is sufficient to
represent attractors. Figure 9 illustrates the attractors as
an assembly of the successive system states, with an
embedding dimension of two. The attractors exhibit dif-
ferent structures in the embedding domain and function
as ‘fingerprints’ of the system dynamics.

Kolmogorov entropy, a feature extracted attractor
reconstruction characterizes the rate of information lost.
Schouten et al. proposed a procedure to calculate the
maximum likelihood estimate of the Kolmogorov entropy
from experimental time-series.[40] It follows pairs of
closely located points on the attractors that are closer
than a threshold length scale until the paths diverge to a
distance greater than the threshold. A linear system has a
predictable entropy of zero, whereas a stochastic system
is unpredictable in time.

3 | APPLICATIONS

The Web of Science (Wos) has indexed over 2 million
articles that appear when selecting pressure as the search
criteria Topic.[41] The other physical quantities that occur
often include: time (8.8 million), temperature (4 million),
flow (2.5 million), and mass (2.4 million). Multidisciplin-
ary material sciences cites pressure most of the over
250 scientific categories in Wos with over 166 000, fol-
lowed by applied physics (129 000), and mechanical engi-
neering (122 000). Chemical engineering ranks fourth

with 120 000 occurrences. The top cited article ‘Gender
Difference in the Relationship Between Lipid Accumula-
tion Product Index and Pulse Pressure in Nondiabetic
Korean Adults: The Korean National Health and Nutri-
tion Examination Survey 2013-2014’ in 2021 accrued
2231 as of February 2022. (The article appeared in print
in February 2022 but was available with early access in
November 2021.)

We created a bibliometric keyword map based on the
7000 articles in journals that WoS assigned to chemical
engineering. The VOSViewer open-access software cre-
ated five clusters of the 100 keywords that occur most
often and grouped them according to how often they
appear together (Figure 10). They also have created links
between keywords based on citations in the articles. The
red cluster has 32 keywords, and the main themes are
combustion, kinetics, and temperature. The green cluster
has the second most number of keywords at 21 and deals
with separation, membranes, desalination, and energy
efficiency. The major theme of the blue cluster, with
18 keywords, is CO2, thermodynamics, and liquid sys-
tems. The yellow cluster (18 keywords) is more dispersed
in the map and is centred on CH4 and mass transfer phe-
nomena like adsorption, permeability, and diffusion. The
magenta cluster (17 keywords) is devoted to modelling—
CFD, hydrodynamics, design, and optimization.

In 2021, Fuel, Energy & Fuels, and Chemical Engineer-
ing Journal each published 697, 394, and 335, which is
expected since they rank 2, 9, and 1, respectively, in
terms of the number of articles published in 2021. The
Canadian Journal of Chemical Engineering published
69 articles that mention pressure. The cited articles were

FIGURE 7 Bode plots for the four fluidization regimes,

reprinted with permission.[20] Copyright Elsevier, 2011

FIGURE 8 The transient spectral density for the four selected

cases, applied to normalized pressure signals. Colours represent

power intensity. Reprinted from van Ommen et al.[20] with

permission. Copyright Elsevier, 2011
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‘Guidelines for Performing Lignin-First Biorefining’[43]

(65 citations, red cluster), ‘Anti-Freezing, Resilient and
Tough Hydrogels for Sensitive and Large-Range Strain
and Pressure Sensors’,[44] (52 citations), and ‘An Over-
view of Inorganic Particulate Matter Emission from Coal/
Biomass/MSW Combustion: Sampling and Measurement,
Formation, Distribution, Inorganic Composition and
Influencing Factors’,[45] (51 citations, red cluster). The
three top cited articles in The Canadian Journal of Chem-
ical Engineering were ‘Liquid Film Thickness of Two-
Phase Slug Flows in Capillary Microchannels: A Review
Paper’ (magenta cluster),[46] ‘An Insight Into the Forma-
tion of Liquid Bridge and Its Role on Fracture Capillary
Pressure During Gravity Drainage in Fractured Porous
Media’ (yellow cluster),[47] and ‘Computational Fluid
Dynamic Simulations of Regular Bubble Patterns in
Pulsed Fluidized Beds Using a Two-Fluid Model’
(magenta cluster).[48]

Applications of pressure measurement vary from rou-
tine set-point monitoring to a more complex analysis of
fluctuation characteristics for system control (blue clus-
ter). Pressure fluctuations have been analyzed to reflect
the quality of fluidization (magenta cluster but below the
threshold of 58 articles). We monitor bubbling events in
columns to characterize mixing and heat/mass transfer
(magenta cluster). Van der Schaaf et al. estimated the
bubble properties via probing the standard deviation of
the local pressure fluctuations at different heights using a
385 mm diameter bubbling fluidized bed of Geldart B
sand particles.[49] The deviation caused by gas bubbles
rising is proportional to the characteristic length scale of

bubbles at the height of measurement (Figure 11); there-
fore, it is reflected in the pressure signal perturbation.
The authors proposed that the average bubble diameter
Db was proportional to the standard deviation, σxy, and
inversely proportional to the solid density, ρS, and voi-
dage at minimum fluidization, ϵmf ,

Db � σxy
ρSg 1�ϵmfð Þ ð7Þ

The calculated bubble size correlates with the superficial
velocity and the Darton model.[50]

Furthermore, bubbling events correlate with the pres-
sure fluctuation power spectrum. The high-intensity
power spectrum is in the low-frequency regime, (1–
10 Hz), in which the local bubbling events are present
(Figure 12).

Pressure fluctuations increase with gas velocity and
bubble size. Van Ommen et al.[25] applied standard devia-
tion to identify defluidization. In a pilot-scale 384 mm
diameter column, when Ug dropped from 0.13 to
0.03ms�1, the standard deviation reached a minimum at
(t¼ 50 s), whereas the pressure drop remained constant
for another 100 s (Figure 13). Changes in σx,y correlate
with flow regime transitions. Nevertheless, its depen-
dence on the gas velocity complicates the analysis in
industrial applications, where gas velocity varies with
time.[20,51] However, a peak in the standard deviation
that occurs at increasing gas velocity is considered the
onset of the turbulent regime.[12,28]

Fluidizing Geldart B type glass particles in 100 mm
square bed, Xiang et al.[52] observed that the change in
Kolmogorov entropy also reflects the transition from a
mild fluidization state to a violent oscillation state. The
dominant frequency of pressure fluctuations depended
on the static bed height, but barely changed with the gas
velocity when it reached 0.2 ms�1. State analysis is also
valuable to monitor the alteration in particle size distri-
bution. Bartels et al. applied the attractor comparison in
different pilot-scale circulating fluidized bed reactors and
demonstrated that the attractor comparison is generally
sensitive to minor changes in particle size.[53] Depending
on the measurement positions and bed configuration
(L-valve or loop seal), the comparison could recognize a
lower than 5% change in the size of 235 μm particle. The
method, with a low-pass filter, is robust to the hold-up
change, up to 20%. The standard deviation correlates with
the characteristic size of the particles. Within the same
flow regime, Davies et al.[54] observed a linear correlation
between the standard deviation and gas velocity, which is
also associated with the particle size. This provides a
potential for online monitoring of particle size change.
Measurement pressure predict minimum fluidization

FIGURE 9 Two-dimensional attractors of various bubbling

conditions, obtained with an embedded dimension of two.

Reproduced from van Ommen et al.[20] Copyright Elsevier, 2011
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velocity and bubbling fluidization velocity.[49,55,56] Ana-
lyzing the pressure signals generated over time, van der
Schaaf et al. demonstrated that the Kolmogorov entropy
calculated at a specific length scale is directly propor-
tional to the characteristic frequency of fluidized beds,
with evidence from several time series in bubbling, slug-
ging, and circulating fluidized beds.[57] They also showed
the dependence between entropy and characteristic fre-
quency, therefore the bubble eruption frequency. Limited
validation in industrial installations/pilot scales: most
complex analysis methods have been tested extensively in
laboratory-scale units only. Their validation is unknown
for industrial installations.[58]

Pressure measurements are valuable in other applica-
tions and are typically used for monitoring purposes and
trouble-shooting. For example, pressure signals deter-
mine liquid levels in reservoirs. Pressure measurement
also assists in detecting potential pipe leaks and ruptures.
Using one or multiple differential pressure sensors to iso-
late different segments of a pipe and determine the pre-
cise locations of leakage, at which there is an abnormally
significant pressure drop. Differential pressure correlates
with flow rate through orifices and porous media.

4 | UNCERTAINTY, ΔP

4.1 | Measurements guidance

Prior to collecting data, measure pressure long enough
and at a sufficiently high frequency to ensure it is

FIGURE 10 Bibliometric map of the 100 keywords that occur most often in the 7000 journal articles Web of Science (WoS) assigned to

chemical engineering in 2021.[41,42] The font size and circle size represent the number of articles the keywords appear in, and the colour

represents co-occurrences in the articles. The largest circle is CO2, and it is in 568 articles, while the smallest circles correspond to 59 articles.

Temperature (T) (red)—Appears in 457 articles and the cluster has 32 keywords; separation (green)—285 articles, 21 keywords; CO2 (blue)—
568 articles, 18 keywords; CH4—386 articles, 18 keywords; and, simulation—516 articles, 17 keywords. We excluded pressure (red cluster)

from the map with 783 occurrences as the size of the circle would dwarf and overlap the others too much. Performance, chemistry,

behaviour, impact, and parameters were also excluded. abs’n, absorption. act’d C, activated carbon. ads’n, adsorption. aq sol’n, aqueous
solution. C, carbon. CFD, computational fluid dynamics. EOS, equation of state. equil’m, equilibrium. HC, hydrocarbon. liq, liquid. MM

membranes, mixed media membranes. MOF, metal organic framework. nanofiltr’n, nanofiltration. NP, nanoparticle; optim’n, optimization;

oxid’n, oxidation; RO, reverse osmosis; simul’n, simulation; T, temperature; VLE, vapour–liquid equilibrium

FIGURE 11 The characteristic length scale from the standard

deviation versus the predicted bubble diameter predicted

(Equation (7)) Adapted from van der Schaaf et al.[49]
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representative and robust to outliers.[59] An inappropriate
preparation protocol introduces an error. Pressure trans-
ducers are generally connected to a line that leads to a
port in direct contact with a vessel.[51] Dynamic fluctua-
tions in the line might interfere with the reading due to
resonance and viscous damping. Shorter lengths mini-
mize these phenomena. The analyses of low-frequency
events require line lengths below 2.5 m. If a short line is
impractical, the Bergh and Tijdeman model can be
applied to calculate the optimal line.[51,60] The signal
degrades due to snubbers, screens, and connecting lines
between the tap and the transducer. The ideal line diame-
ter is from 2 to 5 mm. Smaller diameters dampen the sig-
nal, whereas a larger diameter amplifies resonance and
disturbs the hydrodynamics in the case of a line that is

purged.[51] Fine grains, under strong agitation of uprising
bubbles and gas, easily enter and contaminate and even-
tually clog the hose and pressure sensors. Covering the
entrance with a fine wire mesh minimizes particle
ingress while maintaining the signal integrity.[59]

Charged particles developed over time also potentially
clog probe openings. A constant gas purge to the sample
port operating at sonic velocity is standard practice com-
mercially but risks excessively perturbing experimental
rigs. In small rigs, a flow rate of 0.5–1 ms�1 is appropriate
for Geldart A particles, while 1–2 ms�1 is good for Gel-
dart B particles.[25] Positioning probes flush to the wall
minimizes disturbing the hydrodynamics. In large-scale
beds, pressure waves caused by bubble breakup and for-
mation propagate up to 50 cm away from its origin.[59]

Therefore, the radial spacing of adjacent probes should
not be greater than 1 m, if local hydrodynamic phenom-
ena are interested. Flushing probes to the wall suffices
for a smaller bed. It is unavoidable to place one or more
probes inside large units, and intrusion disturbs the bed
hydrodynamics. An optimal arrangement should be con-
sidered to reduce the number of probes to apply.[61] In
the case of vigorous fluidization, plenum pressure mea-
surements can be alternatives.[62] For applications in
which global hydrodynamics events are not interesting,
such as tracking bubbles, probes of differential sensors or
two absolute sensors can be positioned between a mini-
mal axial distance to eliminate global waves. Pressure
probes are capable of detecting local hydrodynamic
events, like waves at radial instances of 0.3–0.5 m at a gas
velocity of 0.5 ms�1. Probes flush to the wall are adequate
for small beds, but to identify local phenomena in large
beds, the probes must be less than 1 m apart, but this

FIGURE 12 The incoherent-output power spectral density of

pressure fluctuation induced by gas bubbles (or turbulence).

Adapted from van der Schaaf et al.[49]

FIGURE 13 Standard deviation of pressure fluctuation and

average pressure drop (full symbols = 0.04 to 0.44 m and empty

symbols = 0.44 to 0.82 m) as a function of time. Reprinted from

van Ommen et al.[20] with permission

Cooling
Coils

Bed

Distributer

Plenum

Purge

Purge

Purge

FIGURE 14 Pressure tap configuration to measure pressure

drop across the plenum and measure ΔP in the fluidized bed to

estimate bed density and bed height. The pressure taps operate at a

sonic velocity and a purge mass flow rate of 1 kg s�1
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intrusion may disturb the bed hydrodynamics. Measuring
pressure in the plenum is an alternative in the case of
vigorous fluidization.[62]

For gas–solid fluidized beds, sampling pressure fluc-
tuations at frequencies of 20–40 Hz is sufficient, as the
majority of hydrodynamic events occur at a rate below
10 Hz.[20,28] Electric pressure transducers sample at kilo-
hertz, which is far in excess of the required rate to probe
bubbling beds or avoid signal aliasing.

The sampling period depends on the application and
analysis. We recommend 30 min for spectral and
non-linear analyses. A series of 10 s is too short to charac-
terize events occurring at 4–10 Hz.[20,63] Filtering is com-
monly applied to pre-treat the raw signal to exclude
unnecessary components. For example, the Nyquist crite-
rion recommends applying a low-pass filter at half the
sampling frequency or lower. On the other hand, a high-
pass filter with a low cut-off frequency (e.g., 0.1 Hz)
removes slow trends.

4.2 | Selection of an electric pressure
sensor

We select pressure sensors considering the environment,
application, operators, and location.

4.2.1 | Sensors category

Absolute pressure measurements probe the temporal or spa-
tial evolution of atmospheric pressure, such as elevation
based on the atmospheric pressure variation with altitude, or
the degree of vacuum during degassing. When measuring
system pressure, absolute pressure sensors are appropriate
only when the contribution from the barometric pressure is
inconsequential. Relative pressure sensors (gauges) P�Patm

are appropriate for measuring vacuum, for monitoring
the level in vessels (hydrostatic pressure head), and for
pipes, regulators, towers, and tanks. Differential pressure
sensors are like relative pressure sensors but rather than
the atmosphere, the second position is in the same pro-
cess vessel so the sensor has two input channels, one on
each side of the diaphragm, and the deformation corre-
sponds to the pressure difference between the two inputs.
They detect the buildup of filter cake for determining
clean cycles, ΔP across orifices to evaluate flow rate, and,
in fluidized beds, for monitoring hydrodynamics and
identifying regime changes and particle size (Figure 14).

Special designs are required when one side of the pro-
cess is dry (e.g., ambient conditions) and the other is a
liquid. The alternative is to mount two absolute sensors
with the the same internal electronic board to function as

a differential sensor. However, the uncertainty, ΔΔP, is
higher measuring two pressures compared to an inte-
grated ΔP transducer. Consider a variable, f , that is a
function of several factors, xi

[5]

f ¼ f x1,x2,…,xnð Þ: ð8Þ

The uncertainty, Δf , is

Δf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∂f
∂x1

Δ1

� �2

þ ∂f
∂x2

Δ2

� �2

þ�� �þ ∂f
∂xn

Δn

� �2
s

ð9Þ

For a function that is a sum or a difference of factors,
f ¼ a1x1�a2x2þa3x3, the uncertainty is

Δf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a1x1ð Þ2þ a2x2ð Þ2þ… anxnð Þ2

q
ð10Þ

The uncertainty in P, ΔP, based on the difference in pres-
sure P1 and P2, and ΔP¼ΔP1 ¼ΔP2

ΔPP1�P2 ¼
ffiffiffi
2

p
ΔP ð11Þ

Assuming both the ΔP and P transducers have the same
uncertainty at full scale (FS), ΔΔP has a lower uncertainty
by ΔP= 1:4Pð Þ.

4.2.2 | Sensors model

Piezoresistive, capacitive, and piezoelectric sensors are
the most available electric sensors in the market.
Although differentiating in the favourable measuring
conditions, all these sensor models are robust, inexpen-
sive, with a wide range of pressure measuring scale and
operating temperature. Piezoresistive sensors are the
most widely used type of pressure sensors, both in labora-
tory and industrial applications (Figure 3). They are inex-
pensive due to their simple yet durable construction. The
voltage output is linearly proportional to the imposed
pressure, with a fast response, typically < 1 ms. In addi-
tion, the measuring scale is sufficiently wide for most
applications. However, due to the nature of resistive ele-
ments, leaks, or decay of the output could occur after
long-time use, which potentially destabilizes the instru-
ment. In its standard form, sensing elements are
mounted onto the diaphragm, and the output becomes
temperature dependent. Similarly, harsh environments,
such as high temperature and over pressure, impair the
signal. Besides, piezoresistive sensors require an external
supply to power the Wheatstone circuit.
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The capacitive element is mechanically simple and
robust, which produces a reproducible signal. The range
of capacitive sensors is lower than that of piezoresistive
sensors. In contrast, capacitive elements function under a
much wider temperature range with less thermal drift,
and tolerate short-term overpressure conditions
(50 � FS). Given these advantages, they are ideal for both
lower pressure measurements and harsh environments.
Capacitive sensors also manifest low hysteresis, and the
response time is in the order of milliseconds. The major
disadvantage of capacitive sensors lies in the created
capacitance, which is inversely proportional to the gap
between the parallel electrodes. Therefore, it is inherently
non-linear and sensitive to mechanical vibration. Besides,
the permittivity of media between the electrodes varies
slightly with ambient pressure and temperature. Apply-
ing a vacuum to the gap minimizes these errors. The sen-
sors are robust and function up to 573 K,[64] but the
electronic components limit the operating conditions.

Piezo crystals deform under pressure and are self-
powered to create a charge. An amplifier, with an exter-
nal power supply, converts charge to voltage and expands
the output range. The amplifier electronics limit the oper-
ating temperature window. Similar to other electric
sensors, piezoelectric elements are small with a fast
dynamic response, that is, in the order of microseconds.
Nevertheless, its structure is sensitive to mechanical
vibration or acceleration.

Suitability, cost, physical dimensions, process con-
nectors, accuracy rating, range, and response time are
the features we consider when choosing a sensor. Accu-
racy is expressed as a percentage of FS, and, ideally, a
sensor operates at 50% FS to maximize accuracy while
minimizing damage due to over-pressure. High-
resolution sensors capture minor—but critical—pressure
fluctuations. While the sensors operate at a high tem-
perature, the electronics limit the operation range from
248 to 353 K. Most sensors are threaded to mount easily

in pipe and vessel wall ports. The metallic housing pro-
tects sensors from corrosion, overpressure, and high
temperatures, but they require certification for service
with explosive mixtures.

4.3 | Calibration

4.3.1 | Choice of reference sensors

Pressure balances, piston gauges, manometers, and
barometers are best for mid-pressure range (0.1–2 MPa)
calibration, frequently encountered in laboratories, and
they achieve an accuracy of ±0.1% FS. Manometers must
be vertically aligned and operated isothermally. We rec-
ommend correcting for local gravity as it varies by 0.5%
from the pole to the equator (Figure 15)[5]

gθ ¼ 9:78 1þ0:0053sin2θ
� � ð12Þ

Barometeric pressure is highest at sea level and decreases
with elevation, z (in m), in the troposphere according to

P¼ Po 1�0:000 0226zð Þ5:25 ð13Þ

P varies with elevation, Z (in km), up to the thermo-
sphere according to[5]:

P¼Po exp �0:114Z1:07
� �

: ð14Þ

The barometric pressure in Quito (at 2850 m) is 70 kPa
when the barometric pressure at sea level is 100 kPa,
while in Calgary (at 1045 m), it is 88 kPa, and even at the
top of Mont Royal in Montreal at 190 m, the pressure is
2% lower, P¼ 97:7 kPa (Equation (13)). Remember to
check if weather services report barometric pressure as if
it were at sea level, regardless of the elevation of the city.

FIGURE 15 Gravitational constant, g, varies by 0.5% from

pole to equator

TABLE 2 Ranges and accuracy of calibration

instruments (FS)[6]

Devices Range Accuracy at FSa

McLeod gauge 0.01–1 Pa < 4%

Ionization gauge 0.02–10 Pa < 6%

Deadweight tester 0.02–2 MPa <0:02%

U-tube manometer 0.1–15 MPa <0:01%

Vibrating cylinder gauge < 0:35 MPa 0.005%

Au-Cr alloy gauge > 700 MPa 1%

Abbreviation: FS, full scale.
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For P>2 MPa, electrical resistance sensors require
manganin metal or gold–chromium alloys and a rigorous
calibration. Electronic gauges are more expensive than
Bourdon gauges and bellow, and their accuracy ranges
from 0.1% to 0.5% FS. So the resolution of a gauge that
measures 3000MPa, is only 30 Pa. Regardless, the lowest
recommended operating pressure is 10% FS.

McLeod gauges and micromanometers are appropri-
ate for pressures from 0.02 to 10 Pa. Micromanometers
consist of an inclined tube that is filled to amplify a refer-
ence pressure and minimize capillary effects and menis-
cus reading errors. This device is designed to accurately
measure the pressure signal down to 0.1 Pa, but it
requires accurate levelling. For pressures below 0.1 Pa,
we apply a pressure divider—a series of orifices with an
accurately tuned pressure ratio—that measures the
upstream pressure with a McLeod gauge or microman-
ometer to compute the low-pressure gas at the sub-ori-
fice. In addition, ionization gauges are also calibration
references for ultra-low pressure in the range of
1 � 10�8–100 Pa, but their accuracy is relatively poor
(Table 2).

4.3.2 | Calibration frequency

Pressure sensors are typically calibrated during the
manufacturing stage, and a recalibration is not required
when are stored properly. After installation, we recom-
mend calibrating sensors at least once a year. Applica-
tions in the pharmaceutical, biotechnology, and medical
device sectors require calibration every 3–6 months to
maintain optimized processes and minimize quality con-
trol failures. We categorize pressure sensor stability into
several classes depending on the device type.[6] First-class
sensors, such as resonant wire devices, ionization gauges,
and high-pressure instruments, are very stable and
unlikely to suffer drift over time. In addition, all forms of
manometers are considered robust. Plastic deformation
of the glass tube is likely to develop only after many
years. Therefore, calibrating once a year is sufficient for
first-class sensors, unless the device experiences a pertur-
bance like a pressure burst.

Instruments consisting of an elastic element and a
displacement transducer are classified in the second class.
Devices of this type include diaphragms, bellows, and
Bourdon tubes. We calibrate them on installation and
recalibrate them annually. However, the signal drifts
more than manometers in harsh environments or
because of inappropriate handling and storage. Under
these circumstances, calibrate them more frequently. The
third class of instruments functions according to the ther-
mal conductivity principle, including the thermocouple

gauge, Pirani gauge, and thermistor gauge. The working
parameters of these instruments vary with the nature of
the gas being measured. Subsequently, they must be cali-
brated each time before commissioning.

4.3.3 | Calibration procedure

To calibrate an instrument requires that the reference
instrument is more accurate in the target range. We con-
nect the instruments to common lines and ramp the pres-
sure through the desired range to compare the readouts.
To minimize the chance of leaks, instal additional seals
at the connection between the pressure source and the
two instruments. Ideally, calibration should be carried
out in-situ to avoid potential response delays and opera-
tional environment variations, such as temperature and
humidity. Static calibration may induce charge leakage in
electronic sensors, and the diaphragms stressed by an
enduring, constant force over a long calibration time may
reduce their working lifetime. A quasi-static calibration
method applies to drop-weight devices, in which the pis-
ton is gradually pressed and peaks at its largest compres-
sion. The reference and operating sensors measure the
dynamic response simultaneously,[65] including hystere-
sis, baseline offset (zero), and sensitivity error (e.g., Pa
mV). Pressure bursts deform diaphragms that introduce
all three errors.

Dynamic calibration applies when time response is
essential, such as pressure fluctuation measurement and
measurement synchronization. Transfer characteristics of
pressure sensors, including relaxation time, natural fre-
quency, damping ratio, and sensitivity, should be there-
fore determined.[66] We calibrate the frequency and time
responses of the sensor against periodic and aperiodic
pressure waves (e.g., a step signal), respectively.[67]

Generation of these types of signals requires designated
devices, such as shock tubes,[68] fast-opening valves,[68,69]

and modulated weight or volume systems[69,70] In the cal-
ibration process of frequency response, sampling rate
should follow the Nyquist theorem to avoid signal alias-
ing, and frequencies induced by the calibration setup
itself could be excluded beforehand, for example, using
Helmholtz resonance theory.

4.4 | Sampling

4.4.1 | Time series, the Hurst exponent

Harold Hurst collected hydrological data of the Nile basin
(Egypt, Sudan, and East Africa) and developed a relation-
ship that predicted if a series of sequential floods would
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cluster around a high value followed by another high
value (0:5<H <1) or alternate a high flood followed by a
low flood (0:<H <0:5).[33] When there is no correlation
between the past and future events, H is equal to 0.5.[34]

This observation applies to pressure fluctuation in
which we calculate the cumulative deviation from the
mean of the time series (ΔΔP) in a time span k (N data-
points) from the pressure difference measured at a cer-
tain time (ΔPk) and the average pressure difference of
the whole time span selected (ΔPk):

ΔΔP ¼
PN
k¼1

ΔP�ΔPk
� �

ΔPk ¼ 1
N

XN
k¼1

ΔPk

0
BBBB@ ð15Þ

From these two parameters, we calculate the standard
deviation (sk) of the timespan k.

sk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
k¼1

ΔPk�ΔΔPð Þ
vuut ð16Þ

Also, for each time span (or sub interval), we calculate
the range function (Rk):

Rk ¼ max ΔPkð Þ�min ΔPkð Þ ð17Þ

The ratio between Rk and sk is proportional to N , pow-
ered to a the Hurst exponent H:

Rk

sk
/NH ð18Þ

For H >0:5, the incoming data will have a positive auto-
correlation and no correlation at H¼ 0:5 in the absence
of anomalies and changing in fluidization regime, for a
given dataset of differential pressure, H is greater than
0.5. For instance, with a Hurst number equal to 1 on the
ΔΔP, a highly deterministic persistent phenomenon dom-
inates, like the bubble motion. For low H (H <0:5), it
means that we are sampling more stochastic behaviour,
like particle movement in dense beds.[35,36]

4.4.2 | Frequency domain, the Nyquist
criterion

The Nyquist criterion assesses whether the sampling
frequency of an instrument is adequate to observe a
certain phenomenon in the domain of frequencies
observed. It states that the sampling frequency must be

at least twice the highest frequency contained in the
signal, or information about the signal will be lost.
Therefore, a sampling frequency of 2.4 Hz (or higher) is
sufficient to characterize single-bubble regime or an
exploding-bubble regime (Figure 8).[71] Nyquist pub-
lished this work in 1928, with particular reference to
telegraphy. The cost increases with increasing sampling
rates but represents the data better. Lower sampling
rates mean losses on digital information, but they are
easier to achieve. In routine experiments, where we
know the dominant frequency, the Nyquist criterion
sets the lowest sample frequency to distinguish the tar-
get phenomenon.

4.5 | Sources of error and limitations

Although electronic pressure sensors are reliable, inap-
propriate installation and operation could induce error.
Extreme working temperatures introduce faulty signals
due to several electronic components that only function
properly under a specified temperature working range,
normally below 353 K. Normal pressure transducers are
sensitive to temperature due to the expansion of internal
parts caused by the rise in temperature and electronics.
In order to measure a fluid at excessively high tempera-
tures, for example, a fluidized bed combustor, the electric
sensor should be installed far enough away from the hot
surfaces and connected with heat-proof lines. Some pres-
sure transducers operate at up to 973 K and even 1273 K
(e.g., Kistler 6025A). Installing cooling elements is an
alternative strategy.

The fluid being measured flows through a segment of
metal shelled pipe first and cools down before entering
the transducer. The larger the tube, the shorter the length
is between the measuring nozzle and the pressure sensor.
A lower than expected signal is due to leaks between the
vessel and the transducer, plugged nozzle, or a physical
damage to the sensing element. Clogging reduces the
response time and dampens pressure fluctuations.
Sensors exposed to mechanical vibration and shock can
damage the housing, circuit, control boards, and dia-
phragms. Furthermore, gas entering the sample lines
may resonate, introducing pressure flicks at the oscilla-
tion frequency. A simple solution is to relocate the sensor
as remotely as possible from sources of shock and vibra-
tion or, depending on the installation, fabricate an ad hoc
isolator for shock and vibration.

Zero-offset, or zero-unbalance, is one of the most
common issues encountered in measurement. Once
switched on, the pressure sensor outputs a non-zero sig-
nal without being subjected to any load of pressure. Such
a zero-offset output is stable over time under the
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measurement environments. It is associated with the
unbalance in the Wheatstone bridge circuit caused by
permanent deformation or rupture of the diaphragms. If
the zero-offset is beyond a nominal tolerance (e.g, ±2%),
operators must readjust it—trimming via a zero-
adjustment resistor or a built-in zero-adjust pot.

Sudden bursts of pressure (shockwaves and spikes)
damage sensors even when the pressure is within the per-
missible measuring range. The damage manifests itself as
a faulty signal, hysteresis, sensitivity, or zero-off set. In
the worst-case scenario, the pressure spikes break the
diaphragm, resulting in leakage. Installing a snubber
inside the measuring hose protects sensors from pressure
spikes, but the trade-off is a dampened signal and lost
information on high-frequency variations.

A pressure transducer converts the pressure load into
an electrical signal that is susceptible to electromagnetic
emissions or electrical disturbances. The-state-of-the-art
transducers are fabricated to shield transducers from
external EMI/radio frequency interference (RFI) distur-
bances; however, built-in designs sometimes are less
effective to prevent disturbance generators from interfer-
ing. The output signal becomes noisy with tiny spikes.
Hence, to minimize this noise, we place EMI/RFI far
away from power lines, computers, walkie-talkies, and
cell phones.

5 | CONCLUSIONS

Pressure, together with temperature, time, flow, and
mass, is a basic physical property monitored in indus-
trial operations and in the laboratory. The industry
relies on pressure sensors to sound alarms and trigger
interlocks to maintain a safe environment. However,
several examples of measuring pressure incorrectly
have precipitated catastrophes: 2005 Buncefield fire at
an oil storage facility that was caused by a faulty level
controller (and a faulty high-level switch); 2009 Air
France Flight 447 crash due to the formation of ice
crystals in a pitot tube that indicates air speed; and
2010 Macondo well blowout (Deepwater Horizon oil
platform) related to poor interpretation of the down-
hole gauges. Pressure measurement continues to evolve
and these disasters motivate companies to add redun-
dancies to mitigate the chance for error. We expect the
trend towards miniaturization to carry on (especially
the transducers) and to see more options for sensors
that function at extreme pressure and temperature. The
accuracy and the precision of instruments depend on
the application and the probe type. The main factors
that affect the response of an instrument is an imper-
fect calibration, a wrong zeroing of the instrument, or

an abnormal process condition that leads to the instru-
ment’s malfunction (high temperature or pressure
bursts).
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