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ARTICLE INFO ABSTRACT

Editor: Z Zhiwen Qi Recent research in chemical plant operation shows increasing interest in dynamic process operation as part

of designed operating strategy for reasons such as increased dependency on renewable energy, and process

I;%OEZ‘Z intensification. Conventional analyses of fixed bed reactors are developed for steady state optimization and may
Dynamic not be adequate for dynamic operation. In fact, the important metrics and targets in dynamic process design
2D model are not entirely clear. The first objective of this article is to provide a state-of-the-art survey categorize types of
Analytical dynamic operation, and rank the available common modelling and analytical tools suitable for quantification of

dynamic process variables. The article then examines a case study of 1D and 2D model differences in a methanol
steam reforming reactor. The case study shows model prediction differences of up to 15% for conversion, and up
to 50% for CO concentration at the outlet during extreme load changes. The study concludes that the complexity
of analytical and numerical techniques for dynamic processes is notably higher compared to steady state analyses,
but appropriate tools and procedures are currently lacking.

Methanol reforming

1. Introduction

Dynamic operation of chemical reactors appears in recent research
within a variety of topics. In periodic processes the fluctuations could
be inherent to the process, or intentionally introduced for intensifica-
tion. Furthermore, deviation from optimized steady state operation is
becoming more common in the context of electrified chemical plants as
a way of decarbonizing the chemical industry —the third largest source
of industrial greenhouse emissions in 2019 (Bashmakov et al., 2023).
Variations of renewable power share in the grid can be followed for
plant sustainability goals (Kliih et al., 2024; Bielefeld et al., 2024), and
in Power-to-X processes for chemical energy storage and renewable fuel
production (Tiggeloven et al., 2025; Chen and Yang, 2021). The chem-
ical plant in these cases requires quick responses to the energy supply.
The same operations are also used when the electrified chemical plant
has economic targets with electricity prices as the variation driver. Last,
the variations can also be caused by variable product demand.

In applications with dynamic operation in design conditions, the
reactor transient characteristics must also be evaluated and included
alongside the traditional design process. However, it is standard prac-
tice to design the chemical reactors by optimizing steady state opera-
tions, while reactor dynamics are a minimization task for the control
system (Fischer and Freund, 2020; Zimmermann et al., 2022; Mbatha
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et al., 2026). The design approach for dynamic operation first requires
standard definitions of important transient characteristics and metrics
of performance. Additional numerical or analytical tools are also pos-
sibly required for a complete evaluation. The growing applications for
dynamically operated chemical reactors suggest additional optimization
targets in the design process (Bielefeld et al., 2023; Cegla et al., 2023),
while at present it is uncertain whether the traditional steady state de-
sign techniques are optimal, or even sufficient for the task (Stegehake
et al., 2019; Wentrup et al., 2022).

This article presents an outlook of dynamic chemical processes in
terms of emerging problems in the unsteady regime, important dynamic
characteristics, their quantification, and their inclusion in the design
process. The outlook consists of: a classification of dynamic operation
by type or motivation, assessment of important operation characteris-
tics, comparison of required model characteristics against common lit-
erature models, a review of suitable analytical techniques for process
monitoring and model validation, and finally a conducted numerical
case study of methanol steam reforming which compares performances
of a 1D with a 2D model. The article focus is placed on fixed bed re-
actors due to their expectedly high uncertainty during transient perfor-
mance caused by the combined effects of high bed heat capacity, re-
action heat consumption or production, and convective heat and mass
transport.
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\begin {align}\mathrm {MSR} \qquad & \mathrm {CH_3OH} + \mathrm {H_2O} \Leftrightarrow \mathrm {CO_2} + \mathrm {3 \ H_2} \qquad && \Delta \mathrm {H}= 49.4 \mathrm {\ kJ/mol} \label {eq:SMR} \\ \mathrm {MD} \qquad & \mathrm {CH_3OH} \Leftrightarrow \mathrm {CO} + \mathrm {2 \ H_2} \qquad && \Delta \mathrm {H}= 90.5 \mathrm {\ kJ/mol} \label {eq:MD} \\ \mathrm {WGS} \qquad & \mathrm {CO} + \mathrm {H_2O} \Leftrightarrow \mathrm {CO_2} + \mathrm {H_2} \qquad && \Delta \mathrm {H}= -41.1 \mathrm {\ kJ/mol} \label {eq:WGS}\end {align}


\begin {equation}\varepsilon \frac {\partial C_i}{\partial t} = - u_s \frac {\partial C_i}{\partial \text {z}}+ {D_{er} \left ( \frac {\partial ^2 C_i}{\partial r^2} + \frac {1}{r} \frac {\partial C_i}{\partial r} \right )} + \rho _c r_i, \label {eq:2D_mass}\end {equation}


\begin {align}\begin {split} &\left ( \varepsilon \rho _f c_{p,f} + \left ( 1 - \varepsilon \right ) \rho _s c_{p,s}\right ) \frac {\partial T}{\partial t} \\&\quad = -u_s \rho _f c_{p,f} \frac {\partial T}{\partial \text {z}} + {\lambda _{er} \left ( \frac {\partial ^2 T}{\partial ^2r} + \frac {1}{r} \frac {\partial T}{\partial r} \right )} + \sum \eta _j \rho _c \left ( - \Delta H_j \right )r_j S_c, \end {split} \label {eq:2D_energy}\end {align}
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\begin {align}\rho _{fg} c_{p,fg} A_{pe} \frac {\partial T_{fg}}{\partial t} = - c_{p,fg} \dot m \frac {\partial T_{fg}}{\partial z} + d_{t,out} \pi N_t h_{s,fg} \Delta T_{fg},\end {align}
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\begin {equation}\rho _w c_{p,w} \frac {\partial T_{w}}{\partial t} = k_{w} \frac {T_{w}}{\partial z} + U \Delta T_{fg,w} \frac {A_{t,out}}{V_{t}} - h_t \Delta T_{w,r} \frac {A_{t,in}}{V_{t}} \label {Xeqn2-7}\end {equation}
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\begin {equation}U = \left ( \frac {s_{w}}{k_{w}} \frac {d_{t,out}}{d_{lm}} + \frac {1}{h_s} \frac {d_{t,in}}{d_{t,out}} \right )^{-1}, \label {Xeqn3-8}\end {equation}
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Table 1
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Summary of timescales, events, and simulation methods for dynamic reactor operation in recent literature.

Dynamic event

Operation category Reference timescale Simulation method Simulated events
Tiggeloven et al. (2023) >8h Mixed integer linear programming Start-up, shut-down, load following
(MATLAB)
Tiggeloven et al. (2025) >10h Mixed integer linear programming Start-up, shut-down, load following
Plant flexibility (plant scale) (MATLA)
Giannikopoulos et al. (2022) > 25h Mixed integer linear programming Load following
Foslie et al. (2024) >150h Mixed integer linear programming (Julia) Load following
Caspari et al. (2019) > 48h 1D plug flow model (Aspen plus) Load following
Chen and Yang (2021) - 1D plug flow model (Aspen plus) Yearly operation with pre-defined steady states
Kliih et al. (2024) - 1D plug flow model (Aspen plus) Yearly operation with pre-defined steady states
Bielefeld et al. (2024) - Linear programming Yearly operation with pre-defined steady states
Leipold et al. (2025) 36s >t >1h 1D unsteady plug flow (Julia) + multi Multiple periodic oscillations
Forced periodic operation (reactor scale) objective optimization
Leipold et al. (2024) >1h 1D unsteady plug flow (Julia) + multi Multiple periodic oscillations
objective optimization
Nikoli¢ et al. (2016) > 45min Unsteady CSTR (Julia) + nonlinear Multiple periodic oscillations
frequency response method
On-demand (system scale) Hollmann and Kabelac (2023) > 3min 1D plug flow model (MATLAB Simulink)  Load following
van Biert et al. (2019) >15h 1D isothermal plug flow model (MATLAB  Start-up, load following

simulink)

The study concludes that comparable metrics between various pro-
cesses are not obvious, and for the moment it is best to use process-
specific variables. This study reveals that the 1D unsteady models, which
are commonly used in literature, inherently produce a substantial error
compared to 2D models. The comprehensive evaluation of dynamic op-
eration adds considerable complexity to used analytical and modelling
techniques since it requires multiple models and analytical instruments
that can follow the process dynamics.

2. Types of dynamic reactor operation

Dynamic operation of chemical reactors, also described as forced,
transient, or unsteady operation, appears in multiple chemical engineer-
ing applications. The motivation for dynamic operation is often case
specific and multifold. The present work recognizes three main motiva-
tors for repeated and continuous dynamic operation: process flexibility,
process periodicity, and on-demand production. The most common ex-
amples in each category of dynamic operation are considered in this
section, with their important characteristics. A summary of reviewed
literature with respective simulated timescales, events, and methods is
shown in Table 1.

2.1. Process flexibility

The flexibility of a chemical plant is its ability to react and adapt to
changing system environment for economic benefits or carbon intensity
reduction, mainly in the context of renewable energy application. The
definition includes several types of flexibility, as concluded indepen-
dently by Bruns et al. (2020) and Luo et al. (2022). First, the capacity or
volume flexibility is the ability to cope with varying throughput rates.
Then, feedstock and product flexibility describe the plant resilience to-
wards feed composition and product type using the same feedstock,
respectively, both of which can be used to combat market volatility.
Finally, operational flexibility is defined as response readiness to any
uncertainties in operational parameters. Luo et al. are more specific in
this definition, and distinguish between scheduling flexibility and pro-
duction flexibility. Scheduling flexibility refers to quick start of the pro-
duction cycle, while production flexibility denotes fast alternation be-
tween different production schemes. Both authors agree that one of the
main causes for future process flexibility is the increasing relevance and
intermittence of renewable energy supply. Chemical plants might need
to increase competitiveness by adapting to the fluctuating cost and car-
bon intensity of both energy and sustainably produced feedstock.

The benefits of plant flexibility are recognized in the reviews of Biele-
feld et al. (2023) and Cegla et al. (2023). They find that electrified plants

can most easily adapt to renewable energy supply. However, both also
highlight the current high uncertainty in payoff. Bielefeld et al. men-
tion lack of established methodology and practical knowledge in design
and operation of a flexible plant. Cegla et al. express similar opinions
on development and integration of complex computer based tools on a
broader industrial scale. The uncertainty is logical since there are mul-
tiple types of process flexibility, and many can be used to increase plant
competitiveness. Consequently, the benefits of plant flexibility must be
evaluated on a case-by-case basis.

Case studies expectedly vary in their conclusions about the benefits
of plant flexibility, due to specific boundary conditions and motivations
of the studies. Tiggeloven et al. (2023) investigated ethylene produc-
tion from electrified naphtha cracking in three scenarios with different
energy sources: grid based, grid and battery based, and plant’s own re-
newable energy supply such as using photovoltaics and wind turbines.
The high dependence on electricity prices, compared to conventional
crackers, resulted in a conclusion that the operating envelope has the
largest impact on production cost in electrified systems. However, cost
savings up to 57.9% could be achieved with flexible operation. The
same research group extended their analysis on ammonia-ethylene clus-
ters (Tiggeloven et al., 2025) in the context of emission reduction by
comparing pathways such as electrification, green H2 supply, and car-
bon capture and storage (CCS). This study focused on emission reduc-
tion, and concluded that the use of batteries impacts emission flexibility
more than the operating strategy of electric crackers. The study also
suggests that near term zero-emission goals of such plants are not real-
istic. Chen and Yang (2021) investigated flexible methanol production
with variability in renewable energy supply and concluded a consistent
cost reduction between 21-25% in all investigated scenarios. The au-
thors found that flexibility is achieved by oversizing the process units
and storage units for intermediates, and that long term economic gains
outweigh the initial investment. Kliih et al. (2024) also had positive
findings for flexible methanol production plant via electrified biomass
gasification. Their analysis showed an increase of 43.4-94.9% in carbon
efficiency, which they define as a ratio of carbon in the targeted product
and biomass. A difference in methanol production price between -12%
and 8.9% was also reported. The analysis of existing petrochemical pro-
cesses in the Netherlands by Bielefeld et al. (2024) showed a 6% cost
increase in flexible electrified systems with various energy and prod-
uct intermediate storage solutions, but also the potential to completely
eliminate direct (scope 1) plant CO2 emissions.

The varying conclusions of case studies on chemical plant flexibility
can be attributed to many factors. First, processes are inherently dif-
ferent in production scope, energy intensity, and available equipment.
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Then, all studies take different flexibility approaches. The timescales for
process changes are specific and rarely discussed. The authors use pro-
cess flexibility for different objectives. The energy and reactant prices
are also location specific. At present it is hard to estimate which cir-
cumstances lead to most benefit from system flexibility. However, the
topic relevance is steadily increasing, and dynamic plant operation for
flexibility purposes could lead to significant benefits in the renewable
energy based future.

2.2. Periodic processes

Periodic or cyclical processes refer to any operation of chemical reac-
tors in which input process variables change according to regular inter-
vals. Kiefer et al. (2022) provide an experimental example of a sorption-
enhanced methane synthesis process in a fixed bed reactor. The added
sorbent material in the reactor removes steam from the products, pos-
itively shifting the equilibrium of the Sabatier reaction. The sorbent is
periodically regenerated by purging after it gets saturated. The authors
remark how the dry state of regenerated sorbent highly influences on
product quality, and consequently heat management, operation strat-
egy, and reactor design. Similarly, Li et al. (2020) experimentally in-
vestigated sorption enhanced methanol steam reforming for hydrogen
production. By using CO2 sorbent materials, they obtained a product
with up to 99.3% hydrogen content consistently over 10 cycles, which
is a large improvement from the typical value of 75%. The reported
regeneration period is 2 h per 30 min of reforming.

Another type of periodic operation is found in reverse flow reactors,
in which flow direction is periodically reversed. The main added benefit
of this system is heat regeneration as the locations of hot/cold zones in
the reactor periodically alternate, managing the overall heat manage-
ment. In their review, Barresi et al. (2007) highlight the benefits of this
reactor type in treatment of lean mixtures of volatile organic compounds
with air. Furthermore, the review of Marin et al. (2019) discusses the
mass regeneration in reversed flow operation. In this scenario, sorbent
materials at the reactant inlet remove the unwanted species from the
inlet reactant flow, while the sorbent at the outlet is simultaneously
regenerated. The sorbent zones swap roles when the flow is reversed.
The same authors summarize the available literature and report that
the range of flow switching times in methane catalytic combustion is
between 15 and 1800 s.

Conceptually similar to reverse flow are loop reactors, which are
a network system of reactors in series. These systems enable dynamic
switching of feed positions within the loop. Similar to reverse flow re-
actors, Barresi et al. (2007) note that loop reactors can better exploit
the catalyst heat capacity. Both Barresi et al. (2007) and Sheintuch and
Nekhamkina (2021) observe significantly decreased by-products in loop
reactors designed for processing of volatile organic compounds, but at
the cost of a complex control system.

The dynamic analysis of periodic processes occurs on the reactor
scale, in contrast to process flexibility analysis which considers the full
plant scale. However, it is likely impossible to apply the same approach
among different cases due to wide variation of key performance indica-
tors. The motivation, characteristics, and typical time scales of periodic
processes are found to be highly case dependant.

2.3. On-demand production

The motivation for on-demand production stems from the need to
minimize the system size and weight by minimizing product or energy
buffers in the system. On-demand production is currently uncommon in
the chemical processing industry, but a growing relevance is observed
for large transport applications (ships, buses, trucks, forklifts), station-
ary backup power for critical infrastructure (telecommunications, hospi-
tals), and portable power systems in military or private use. A variety of
cshemical reactors facilitate on-site conversion of hydrogen carriers into
hydrogen, which is then used in fuel cells to generate electrical power
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with low emissions. In this way, storage of hydrogen and/or electricity is
minimized. For simplicity and clarity, this section discusses a single ap-
plication of on-demand production. Maritime applications are focused
on in this section due to power demand fluctuations, high industry in-
terest, and system scale which is closer to a full-scale chemical plant
than to microreactor scale.

In shipboard systems, power generation pathways with hydrogen
carriers are proposed (van Biert et al., 2016) in response to strict emis-
sion regulations for ships (International Maritime Organisation, 2017),
and problematic on-board hydrogen storage systems (van de et al.,
2024). A multitude of hydrogen carriers and conversion processes are
researched due to different fuel requirements for each fuel cell type,
storage and safety compliance of each carrier (Rheenen et al., 2024).
For example, partial or complete methane reforming is most common
for solid oxide fuel cell systems (van Veldhuizen et al., 2023). Alter-
natively, systems with proton exchange membrane (PEM) fuel cells can
be paired with methanol reforming, ammonia cracking, sodium borohy-
dride dehydrogenation, or processes including liquid organic hydrogen
carriers (Rheenen et al., 2024).

Such shipboard systems are medium sized in comparison with tradi-
tional chemical plants (Ma et al., 2024; Duong et al., 2024; Shi et al.,
2024), and represent unique challenges. For example, the entire reac-
tor and downstream equipment volume is often more important than
only the reactor areal footprint because of deck height space limita-
tions. The choice of heat supply system might also be restricted due to
necessary integration with other on-board systems. Finally, decreasing
reactor transient times also reduces the necessity for intermediate stor-
age, either in the form of hydrogen tanks or batteries, decreasing the
overall system size.

Novel commercial solutions such as M2H2 (RIX Industries, 2025),
Mreformer (MMM Energy, 2025), and Amogy genset (Amogy Inc.) are a
testament to maritime industry’s interest in on-board hydrogen produc-
tion. Implementation intents are seen in projects such as the reformed
methanol powered Hydrogen One tugboat (gCapitan Maritime News,
2025), and shipbuilder orders for hydrogen generators (PowerCell Swe-
den AB, 2025). The relevance for on-demand operation is seemingly
growing fast out of necessity. Moreover, a feasible and compact solu-
tion could potentially find uses in other large transport vehicles such as
trains or trucks.

Dynamic modelling of chemical reactions in on-demand systems is
currently most often related to control. Proof-of-concept system stud-
ies generally use steady state simulations in a sensitivity analysis fash-
ion to display the validity over required load range (Ma et al., 2024;
Zhu et al., 2024). Fuel cell control studies, however, often use dynamic
process model for in their systems. Methane reforming namely can be
found prior to the fuel cell, and on the anode of solid oxide fuel cell.
For this purpose, the literature has been recommending simplistic 0D
continuously stirred tank reactor models or 1D plug flow models (Se-
borg et al., 2011), which studies use to this day (Hollmann and Kabelac,
2023; van Biert et al., 2019).

3. Current state of unsteady reactor modelling

The model choice in chemical reactor simulations is often made by
the available numerical tools. The convenience of popular commercial
software often causes bypassing of a critical question: what are the re-
quired model characteristics for the task at hand? This section addresses the
capabilities of available common models for reactor simulations steady
and unsteady, and discusses how they are reflected among the recent
unsteady modelling case studies.

3.1. Model characteristics

The reactor model characteristics vary based on the academic litera-
ture type, and publication date. Books on chemical reaction engineering
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8y,

plug flow laminar flow turbulent flow

Fig. 1. Plug flow graphical representation. Reprinted from Bogatykh and Os-
terland (2019) with permission of Wiley, Copyright 2019.

tend to describe idealized approaches, mainly for reactor sizing using a
steady state design approach. For example, Jakobsen (Jakobsen, 2014)
shows only the simplest steady state approaches in the context of chemi-
cal reaction engineering, despite covering complex reactive flow models
in great detail. Conesa (Conesa, 2019) describes 1D unsteady state mod-
els for different reactor types, namely for start-up and shut-down pro-
cedures, but does not discuss the sizing implications in these regimes of
reactor operation. Admittedly, books focus on models with wide appli-
cability and long-lasting relevancy, and simple 0D or 1D models such as
plug flow represented in Fig. 1 are used extensively. More complex mod-
els and their applications for chemical reaction engineering are seldom
described.

Scientific publications review model requirements for chemical en-
gineering, often thoroughly exploring only one aspect. Zagoruiko et al.
(2021) concluded that the models for industrial catalytic processes must
account for non-uniformities of flow heat transfer and concentration dis-
tribution in axial and radial direction, especially in unsteady models.
They reason that lab scale uniformity is lost on industrial scales, and
that direct scale-up is not appropriate without accounting for dynamic
interactions in large systems. Tesser and Santacesaria (2020) also ad-
vocate for capturing the macroscopic and microscopic gradients in the
models depicted in Fig. 2, arguing that all processes interact with each
other. They also find that internal diffusion limitations strongly influ-
ence process selectivity.

Stegehake et al. (2019) and Fabrik et al. (2022) both use holistic
approaches for reviewing fixed bed model requirements, and agree that
the model capabilities should be determined by simulation objectives,
available resources, and model accuracy. Both authors identify assump-
tions and various coefficients as a cause for increased deviations from
reality. In simpler 1D models, the error sources are often assumptions
like constant density, simplified catalyst particle shapes, and empiri-
cal correlations for effective heat transfer parameters. Stegenhake et al.
also point out that empirical correlations can be based on invasive mea-
surement methods which considerably influence the reactor behaviour,
resulting in a fundamentally inaccurate correlation. On the other hand,
higher fidelity models use less assumptions but require more parameters
and experimentally measured data as input. For example, even 2D het-
erogeneous models for fixed bed reactors, require much more data on
the used catalyst since they distinguish between fluid and solid phases
in the reactor.

The required amount of data for higher fidelity models can become
an obstacle in some fields. For example, Harkou et al. (2026) note in
their review of CFD methods of modelling fuel production from CO2
hydrogenation that kinetic data is very limited for certain reactions.
The flexibility of high fidelity methods then becomes limited by data
availability.

Furthermore, the main issue of highest resolution methods such as
CFD in chemical engineering is computational efficiency. In their review
of CFD methods for reactive flows at surfaces, Micale et al. (2022) in-
dicate that 70-90% of the computational effort is spent on solving the
high non-linear reaction kinetic equations when microkinetics are in-
volved. Full resolution 3D CFD models are known to be unfeasible for
most objectives in industrial chemical engineering. For listed reasons,
many authors (Stegehake et al., 2019; Fabrik et al., 2022; Harkou et al.,
2026; Micale et al., 2022) propose hybrid approaches as best application
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of CFD, such as combining experiments and CFD, or hierarchical mod-
elling where correlations for simpler models are derived from higher
fidelity simulations.

3.2. Unsteady fixed bed reactor modelling in case studies

Unsteady 1D models for fixed bed reactors have been used in recent
literature for load-flexible operation analyses of processes such as CO2
methanation (Fischer and Freund, 2020; Zimmermann et al., 2022; Fis-
cher and Freund, 2021), CO2 hydrogenation to methanol (Mbatha et al.,
2026), or ammonia synthesis (Gottheil and Bremer, 2024). The studies
advise that the reactor dynamics should be included during the design
optimization, but the same studies do not entirely adopt this suggestion.
In listed works, unsteady models are employed after the design is op-
timized for the required range of steady states, and often only for the
most extreme transient events. The unsteady modelling results, such as
one shown in Fig. 3, act only as a final inspection of reactor performance
in time, and do not serve as input to design optimization. The required
model accuracy and characteristics for design in dynamic regime are
not discussed. The study of Wentrup et al. (2022) claimed that the com-
monly used 1D models are mainly useful in qualitative analyses, and not
accurate enough for detailed quantitative insight. This study reviewed
the models for dynamic operation of Fischer-Tropsch reactors in process
intensification and Power-to-X applications. One of their main concerns
is the lack of unsteady model tuning and validation data, which is caused
by low accessibility of experimental techniques for high-resolution tran-
sient product analysis. They also extend their conclusions to other fixed
bed reactors. Fig. 4

Giglio et al. (2021) demonstrated a qualitative analysis with a study
on intermittent power-to-gas in methanation reactors. The authors used
a 1D unsteady model analysis to prevent overheating during startup,
and for CO2 staging strategy for load flexibility. Quantitative analy-
ses are mostly performed with CFD, like in the study of Karpilov and
Pashchenko (2023) who simulated the performance of a preheated
packed bed for steam methane reforming. The study simplified the reac-
tor geometry to 10 catalytic pellets in a tube, as commonly done in CFD
reactor studies. The authors presented a detailed dynamic temperature
field, as shown in Fig. 4a and predicted the molar fraction reduction of
produced hydrogen from 0.377 to 0.249 in 15 s of operation, as shown
in Fig. 4b. Moreover, they quantified that the catalyst bed reheating is
1.5 times slower than its cooling due to reforming. However, the geome-
try simplification is significant, which limits the industrial applicability
of this approach.

In chemical looping applications, unsteady models were also identi-
fied as a research gap in the reviews of Kataria et al. (2024) and Peltola
et al. (2022). Kataria et al. stated that capturing transient behaviour is
critical for design of large scale plants, while Peltola et al. claimed that
resolving unsteady simulations is potentially the final barrier for com-
mercialization of high purity hydrogen production via chemical looping.
The case study of Argyris et al. (2022) on this topic presented a newly
developed 1D and 2D unsteady model of a chemical looping reforming
reactor, validated with experimental results. The study showed a local
temperature underestimation by 2.5% and the average bed temperature
by 1% in the 1D model due to its inability to resolve radial gradients.
The 2D model followed the temperature closely. The authors conclude
that the 1D model is more practical, unless detailed local temperature
data is required. The 1D model was 21 times more computationally effi-
cient, but the exact computational time or hardware were not specified
so the applicability of the 2D model for industrial applications cannot
be objectively assessed.

3.3. Development and performance of 2D models
Some interest is found in the literature on the development of 2D

fixed bed reactor models, and predominantly on a case-by-case ba-
sis instead of systematic reviews. Fischer et al. (2019) compare 1D to
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2D model, with both heterogeneous and pseudo-homogeneous phase
treatment on a methanation reactor in dynamic conditions. A custom
solver is implemented in AMPL programming language. They conclude
that pseudo-homogeneous models reach steady state significantly faster
when transport resistances are non-negligible. However, they also show
that 2D models often predict runaway conditions much sooner than
the 1D model. Argyris et al. (2022) also compare dynamic 1D and 2D
pseudo-homogeneous models for oxidation, reduction, and reforming
reactions in a chemical looping reactor. The models are implemented
in C+ +. The authors find better agreement of 2D model with the ex-
perimental data, but deem the 1D sufficient. They then use 1D model
for validation predominantly because of lower computational time. Fa-
tahillah et al. (2024) even more strongly conclude that 1D is sufficient
for total methane oxidation in a fixed bed reactor. However, this study
is in steady state with high throughputs, both of which diminish the
influence of radial effects. The simulations were performed with Ansys
Fluent.

In comparison to 3D particle resolved CFD models, the 2D pseudo-
homogeneous offers significant advantage in computational efficiency.
However, the accuracy difference can also be non-negligible. Steady
state studies of Moghaddam et al. (2021) shows inaccuracies in pre-
dicted temperature profiles, notably due to effective heat transfer pa-
rameters and their dependence on reactor length. They also conclude
that high resolution numerical experiments can be used to improve
the parameters in pseudo-homogeneous approach. More recently, Weng
et al. (2025) confirmed that hypothesis and successfully showed a
methodology for parameter estimation based on particle resolved sim-
ulation data. Highly accurate predictions of temperature field in a dry
methane reformer were achieved at < 1% computational time com-
pared to the particle resolved simulation.

For dynamic industrial design tasks, it is apparent that 1D is not
sufficient when safety is in question. Extra computational time must
not be an obstacle in that case. Hierarchical approach such as shown by
Weng et al. (2025) could be the path forward for the industry. Parameter
estimation from the literature data might also be possible in some cases.
It might not be necessary for mid-fidelity models to be as accurate as the
CFD simulations. However, the accuracy requirements are not obvious
to deduct for the general case.

3.4. Challenges of increasing model fidelity in the industry

At present time, the models in the literature are chosen on two
grounds: study objective, and computational efficiency. Dynamic regime
and timescales do not affect the chosen methodology, which is supported
by Table 1. Instead, the available models affect the simulated domains
and timescales, which is seen in CFD studies (Karpilov and Pashchenko,
2023). This is a severe limitation for dynamic design objectives with
realistic transient times.

Measuring and characterizing internal reactor phenomena is a com-
plex and time intensive task. Dixon Dixon (2025) shows with an example
of radial heat transfer in packed bed how even experiments can produce
wrong trends due to biased measurements. The same study also men-
tions how parameter estimation with particle resolved CFD can suffer
from length effects. Avoiding them requires larger simulated reactor do-
main, which further increases computational times. The resulting (em-
pirical) measurements are potentially non-transferable between models
and/or cases. Wide adoption of mid-fidelity models which rely on them
is thus even more difficult.

Finally, extending a low fidelity model with correlations requires
some programming skill and time. Appropriate commercial tools for
mid-fidelity are limited, even general solvers for partial differential
equations. At present time, the only open source tool for chemical pro-
cesses known to the authors is Cantera. This suite of tools is not specifi-
cally focused on mid-fidelity, and most examples are kept simple. Even
in this case the user must adapt the tool with own programming. With
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all listed challenges it is clear how OD and 1D models remain the most
used despite their known shortcomings.

3.5. Design speed-up with data driven approaches

Data driven approaches have been gaining popularity many applica-
tions. They have large potential use, considering the recent insights from
Power-to-X review papers (Huerta-Rosas et al., 2025; Rentschler et al.,
2024). Robust digital tools for dynamic process design and control are
specifically identified as a critical required tool for sustainable energy
supply in the future. Physics-based models are rapidly advancing, but
the rift between over-simplicity and enormous computational expense is
still quite large. Data driven approaches can hence be used in two main
ways: hybrid modelling, and efficient design space exploration.

In hybrid modelling there are multiple pathways. First, model or-
der reduction simplifies a complex technique, such as CFD, into a fast
mathematical representation. Bizon and Continillo (2021) display the
approach on a steady-state fixed bed reactor for design optimization
and report computational time in order of seconds. Second, there are
physics-informed neural networks. This machine learning technique has
directly embedded physical constraints in the form of partial differen-
tial equations into the training function. Wang et al. (2025) use such
method for extraction of small-scale transport parameters in a packed
bed reactor, namely diffusion coefficients in their case.

If physics based models are the only option, Bayesian optimization
could still be used for the most efficient exploration of the design space.
The technique is very popular with expensive CFD models. Examples
from the literature optimize yield (Grimm et al., 2024), temperature
gradients (Hu et al., 2026), but also multiple simultaneous objectives
(Han and Kim, 2024).

The data driven approaches are still relatively new, and the full ex-
tent of their applicability in design is yet to be explored. Hybrid and
full machine learning approaches first raise questions on their robust-
ness within and outside of their training data. Moreover, the required
amount of data is unclear, as well as the expense of its gathering. In
Bayesian optimization on CFD models there is still a lower limit of com-
putational expense that might be too high for industrial design.

It is likely that combination of all listed approaches is used for best
practices in industrial design. For example, an accurate and efficient
2D model can be created with parameters estimated through Bayesian
optimization on CFD particle resolved data. For later control purposes,
fast reduced order model can be based on data from 2D or 3D particle
resolved original models.

4. Instrumental analytical techniques for dynamic chemical
processes

Chemical analysis is needed in industrial applications for process
monitoring, while in research it provides data for novel process and ma-
terial characterization or model validation. Most experimental analyses
are done for steady state operation and many popular techniques are
suited only for that. In dynamic processes, the additional requirement
is that the samples must be analysed quickly and accurately in time,
which places constraints on certain techniques. Two papers analysed
in the previous section (Stegehake et al., 2019; Wentrup et al., 2022)
identify the necessity for reliable and high resolution product analysis
for model validation and better understanding of transient phenomena.
This section discusses the challenges and suitability of popular instru-
mental analytical techniques for dynamic chemical processes. Moreover,
only non-invasive product gas analysis techniques are explored.

The petrochemical industry, ammonia production, and processing of
renewable fuels and energy carriers are taken as reference applications
for fixed bed reactors. Most common species found in them are H2, N2,
02, CO, CO2, NH3, steam, and hydrocarbons such as methane or vapor-
ized methanol. These gases are used for rating the detection capabilities
of analytical techniques. The section summary is shown in Table 2.
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Table 2
Overview of relevant instrumental gas analysis techniques for characterizing dynamic chemical processes.

Technique Analysis timescale Advantages Limitations Note Ref.

(micro-)GC 2-40 min Detection versatility, Potentially long analysis Column type, length and analysis ~ Fialkov et al. (2020), Harris and
multitude of available times, inherently batch type times depend on required Lucy (2016)
additional detectors analysis, potential sample resolution of analyzed species

conditioning

MS Real time with DIMS  High sensitivity Complexity, cost, required Often used as complementary Langford (2022), Pleil et al.
operator skill, difficulty technique to GC (2019), Ren et al. (2025),
detecting H2, CH4, and most Dryahina et al. (2010)
air components

FTIR Real time Fast in-line analysis, no Lower sensitivity than GC Often used as complementary Guerrero-Pérez and Patience
sample preparation and MS, cannot detect H2, technique to GC (2020), Giechaskiel and Clairotte

N2, and 02 (2021)

NDIR mili(second) range Fast analysis, lower cost and Cannot detect H2, N2, and Most often requires one sensor Jha (2022), Liang et al. (2023),
complexity than FTIR 02 per specie Tan et al. (2020)

Raman 1 min No sample preparation, fast Lower sensitivity, cannot Features may differ depending on  Das and Agrawal (2011),
analysis,high amount of detect monoatomic gases exact advanced Raman technique ~ Majumder et al. (2025), Petrov
acquired information and Matrosov (2016), Gao et al.

(2019)
TDLAS (mili)second range No sample preparation, fast Weak detection of H2 and Sensitivity and analysis time are Avetisov et al. (2019), Liang

analysis, high potential
sensitivity

N2, may need a sensor per
detected specie

correlated

et al. (2022), Wang et al. (2022),
Sun et al. (2024), Liu et al.

(2023), Nwaboh et al. (2017)

GC: gas chromatography, MS: mass spectrometry, FTIR: Fourier transform infrared spectroscopy, NDIR: non-dispersive infrared spectroscopy, TDLAS: tunable diode

laser absorption spectroscopy

4.1. Gas chromatography

Gas chromatography (GC) is the most common commercial gas anal-
ysis technique. Inherently a batch sampling type analysis method, it is
capable of quantifying concentrations of all listed species. Its suitability
for continuous analysis is highly dependant on utilized detectors and
column characteristics. The column length determines the analysis run
time, which can take up to 20-40 min per sample in longer columns.
Column length is usually chosen based on expected analytes in the sam-
ple in order to produce a sufficient resolution in the chromatogram. The
run time can be reduced to several minutes, and potentially even fur-
ther with state-of-the-art equipment and sensors. Fialkov et al. (2020)
demonstrated analysis cycle time below 1 min by using low pressure GC
and low thermal mass resistive heating for the capillary column. Ulti-
mately, the suitability of gas chromatography varies on a case by case
basis, since it also depends on the time-scale of the characterized tran-
sient event.

4.2. Mass spectrometry

Mass spectrometry (MS) is most often used together with GC,
in which case the GC run time is the limiting factor. Direct in-
jection MS (DIMS) is also possible which enables real time analy-
sis. Two types of DIMS are gaining scientific interest in previous
years: selected ion flow tube-mass spectrometry (SIFT-MS), and proton
transfer reaction-mass spectrometry (PTR-MS) (Langford, 2022). These
techniques are mostly used for analyses of breath or volatile organic
compounds in the air (Pleil et al., 2019). Applications in chemical in-
dustry are scarce but present, with an example given by Ren et al.
(2025) who devised a novel MS method for natural gas leakage detec-
tion. Detectable species in MS depend on the used precursor ion, and
most common ions such as H30+, NO+, or O2+ do not react with
hydrogen, methane, and species in ambient air (Dryahina et al., 2010);
making them undetectable with this type of MS. The main strength of
MS is its sensitivity, so it is potentially useful as a complementary tech-
nique for detecting traces of some targeted species. The current limita-
tions of MS are its cost, complexity, and often required operator skill
level.

4.3. Fourier transform infrared spectroscopy

Fourier transform infrared (FTIR) spectroscopy is a technique suit-
able for in-line real time analysis of solids, liquids, or gases. Its relevant
uses include catalyst characterization studies under operating conditions
(Guerrero-Pérez and Patience, 2020), and analysis of hydrocarbon fuels
and exhaust gas emissions (Giechaskiel and Clairotte, 2021). Gas analy-
sis with infrared (IR) techniques is generally less popular than with GC
and MS because of lower sensitivity. On the other hand FTIR analysis is
possible in real time, which increases its relevance in dynamic process
analysis. An additional strength of IR techniques is qualitative detection
of unexpected species via specific spectral characteristics. However, a
significant limitation in the present context is its inability to directly de-
tect H2, N2, and 02, since they do not have dipole moments. In some
cases, this method may still be used in combination with mass balanc-
ing to calculate the exact product composition. Otherwise, FTIR may be
best used in combination with other techniques.

4.4. Non-dispersive infrared spectroscopy

Non-dispersive infrared (NDIR) spectroscopy is another technique
that measures infrared absorption of the sample. However unlike FTIR,
the infrared radiation source in NDIR emits a wavelength range charac-
teristic for one species, meaning that NDIR sensors typically measure a
single species in the sample. NDIR is therefore not as versatile as FTIR,
but it is less complex to operate and less costly. Most common usages
include detection and quantification of CO2 levels in the air, breath,
or emission monitoring systems (Jha, 2022). Quantification of gas con-
centrations is in the ppm range, and the analysis time can vary between
milisecond and second scale (Liang et al., 2023). Multi-species detection
systems with NDIR are possible, but better performing systems tend to
be bulky and with high acquisition and maintenance costs (Liang et al.,
2023; Tan et al., 2020). Same as in FTIR, the main limitation of NDIR for
present purpose is the inability to detect gases without dipole moments.

4.5. Raman spectroscopy

Raman spectroscopy is a technique used in wide array of sciences
including forensics, archaeology, diagnostics, and various branches of
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chemical industry since it offers a non-destructive and rapid analysis
of samples in all states of matter without sample preparation (Das and
Agrawal, 2011). In gas analysis, Raman is often used to complement IR
techniques because it offers more specific chemical information, but the
measured Raman effect is weak and the sensitivity is lower than IR. Ra-
man techniques detect all species of present interest and struggle only
with monoatomic gases, which lack the vibrational modes necessary for
Raman scattering. Raman is not as widespread as GC in commercial
applications potentially due to a multitude of different advanced Ra-
man sub-techniques which all offer quite specific advantages (Majumder
et al., 2025). Raman has been recognized to be suitable for on-line nat-
ural gas analysis (Petrov and Matrosov, 2016; Gao et al., 2019), and
several commercial solutions and implementation for natural gas analy-
sis with run times of around 30 s are already on the market (Majumder
et al., 2025). The technique is able to identify species of interest in fast
analysis, making Raman spectroscopy a suitable analysis technique can-
didate.

4.6. Tunable diode laser absorption spectroscopy

Tunable diode laser absorption spectroscopy (TDLAS) is generally
used for in-situ detection of very low concentration limits, measuring
up to ppb range. The fastest analyses are produced in the (mili)second
range, while measurement of extremely low concentrations can take up
to several minutes. Sensitivity of this method is species dependent, and
is lowest for gases with weak adsorption lines such as H2 and N2. Hydro-
gen TDLAS sensors are still challenging in accuracy and detection time,
but some researchers deem it suitable for usage in industrial environ-
ment for safety monitoring (Avetisov et al., 2019; Liang et al., 2022).
In principle, each TLDAS sensor can detect only one species, but re-
searchers have achieved multi-species gas detection with a single diode
by scanning multiple adsorption line profiles (Wang et al., 2022; Sun
et al., 2024). Successful demonstration of TLDAS in practice has been
shown for processes with natural gas and typical accompanying species
at low weight and instrumentation cost (Liu et al., 2023; Nwaboh et al.,
2017). TLDAS therefore appears very useful for a multitude of dynamic
process contexts.

4.7. Other notable techniques

Spectroscopy techniques are plentiful and particularly fitting for dy-
namic processes because of the fast analysis times. In addition to the
listed ones, a notable example is also photoacoustic spectroscopy, based
on the photoacoustic effect. It can detect complex gas mixtures in the
ppb range. Drawbacks include system size and cost, noise interference,
and maintenance of long term stability (Sampaolo et al., 2022). Another
example is terahertz spectroscopy. This highly sensitive and selective
technique detects unique molecular rotation fingerprints. However, de-
tection is limited to polar molecules. Additional limitations include wa-
ter vapour interference and potentially source bandwidth range (Abina
et al., 2023).

Apart from (product) gas detection, there is also value in experi-
mental characterization of catalyst and reactor behaviour. For catalysts,
relevant methods include steady-State isotopic transient kinetic analy-
sis (SSITKA), and temporal analysis of products (TAP). Despite its name,
SSITKA characterizes catalyst kinetics and intermediate reactions in situ
and in time. This is done by detecting products in time, after controlled
injection of isotopically labelled reactants (Holmen et al., 2023). In TAP,
on the other hand, the surface processes and kinetic behaviour are di-
rectly influenced by controlled reactant supply. Short pulses of reactants
are let into a microreactor under vacuum, while products are analyzed.
High resolution can be achieved since the residence time under vacuum
is extremely small (Morgan et al., 2017).

On the reactor scale, transient behaviour can be characterized with
non-linear frequency response (NFR) analysis. This method is based on
detection of non-linear resonances that occur in the reactor, initiated
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by periodic modulation of inlet variables in time. Complex system re-
sponses are thus revealed, which can be used for mechanistic studies
or reactor performance improvements (Meyer et al., 2022; Mane et al.,
2024).

4.8. Direct integration with models

Besides their use for providing validation data, in-line sensors can be
directly connected with models. Digital twin of the physical system can
be used for real time monitoring and reactor control, while the sensor
data can simultaneously update the model. Hybrid or data based models
are a good candidate because of low calculation times required for real-
time monitoring and control (Spatenka et al., 2019).

Flores-Tlacuahuac et al. (2024) highlight several challenges with di-
rect model integration with sensor data. First, sensor noise and outlier
need to be filtered out efficiently and reliably. Second, the measured
data does not include all parameters. The so-called difficult to measure
variables are estimated with soft sensor methods. The method choice
then depends on system characteristics, measured data, and method ob-
jectives. Finally, transfer learning is identified as highly beneficial, but
under-defined topic with data driven models.

5. Case study: methanol steam reforming

Methanol steam reforming to hydrogen is recognized as one of the
viable pathways for on-demand H2 production on board of ships for
fuel cell applications (van Biert et al., 2016). In these circumstances,
high dynamic capabilities of the reactor are beneficial since they de-
crease the size and weight of peak shaving equipment on board of
ships, such as intermediate H2 tanks or batteries. This reaction is also
typically done in packed bed reactor for such intermediate or larger
scale, which makes it applicable to present article. The catalytic pellets
of CuO/Zn0/Al203 composition are packed in a tube-in-shell heat ex-
changer, as shown in Fig. 5, where three dominant reforming reactions
are sustained: methanol steam reforming (MSR), methanol decomposi-
tion (MD), and water gas shift (WGS), shown in Egs. 1-3.

MSR  CH;0H + H,0 & CO, + 3 H,
MD  CH;OH & CO+2H,
WGS  CO+H,0 < CO, +H,

AH=494kI/mol (1)
AH=905kI/mol  (2)
AH = —41.1 kJ/mol  (3)

This section shows the results of a numerical modelling case study on
methanol steam reforming to hydrogen in a catalytic fixed bed reactor,
heated by flue gas in a tube-in-shell heat exchanger arrangement. The
developed in-house 1D and 2D models are used to simulate several tran-
sient scenarios, and the differences in performance and computational
effort are reported.

5.1. Numerical models

The utilized unsteady 2D packed bed reactor model is explained in
detail in a previous publication (Grenko et al., 2025), and the code is
available via Git repository (Grenko, 2025). The equations of mass and
energy balance are:

oc, oG ’C; 10C; 4
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where ¢ is the catalyst bed porosity, C; (mol m—3) are the specie concen-
trations, u, (m s~!) is the flow superficial velocity, D, (m? s~!) is the
effective radial dispersion coefficient, p, (kg m™3) is the catalyst bulk
density, r; (mol s™' m~?) is the formation/consumption rate of compo-
nent i, T (K) is the temperature, 4,, (W m~! K~!) is the effective radial
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Fig. 5. Multi-tubular fixed bed methanol steam reforming reactor. Reprinted
from Zhu et al. (2022b) with permission of Elsevier, Copyright 2022.
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thermal conductivity, AH; (J mol~!) is the reaction enthalpy of reaction
J»r; (mols~! m~2) is the reaction rate of reaction j , S, (m~2 kg~!) is the
catalyst surface area, and # are the effectiveness factors evaluated per
reaction j. The highlighted radial terms are omitted in the 1D model,
resulting in common 1D plug flow equations. The boundary conditions
of the 2D simulation are presented in Table 3.

The model omits an axial dispersion term. Sahimi (2011) distin-
guishes between several dispersion regimes dependent on the Peclet
number. Thus, the power-law regime between 5 < Pe < 300 is domi-
nated by convective transport with some molecular diffusion, while the
purely convective regime falls between 300 < Pe < 10°. The charac-
teristic flows for methanol steam reforming used in present simulations
result in Pe > 230, which was deemed as sufficiently high to disregard
the axial dispersion term.

The reaction kinetics are computed with a Langmuir-Hinshelwood
model of Peppley et al. (1999), and the pressure drop is calculated with
the Ergun equation (Fogler, 2005). The flue gas energy equation was
adapted from Varma et al. (1999) for unsteady incompressible flow:

PrgCp.rgApe o s

aT oT
/s j ; St dy 7Ny AT g 6)
where rho, (kg m™3) is the flue gas density, Cpre kg~! K1) is the flue
gas heat capacity, A, (m?) is the interstitial area available for crossflow
perpendicular to the bank of tubes at the widest point in the shell, r (kg
s~1) is the flue gas mass flow, d,au, (m) is the reactor tube outer diameter,
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Fig. 6. Mesh independence study: effects of refining the mesh in axial and radial
direction on the outlet methanol conversion and CO content in the product with
the d,, = 20 mm reactor case.

N, is the number of tubes in a reactor, and &, ;, (W m~2 K!) is the heat
transfer coefficient from flue gas to the reactor tube outer wall.
Reactor tube wall temperature is computed according to:

aT,, T, A A,
P = kige + UT g, Lot _ h,ATw% %)

1

where p,, (kg m~3) is the reactor tube density, c,,, (J kg~! K=!) is the
reactor tube specific heat capacity, T,, (K) is the wall temperature, k,,
(W m~! K1) is the thermal conductivity of tube wall material, U (W
m~2 K~!) is the combined heat transfer coefficient, 4, (W m~2 K1) is
the combined heat transfer coefficient of the tube side film, AT, ,, (K)
is the temperature difference between flue gas and tube wall, AT, (K)
is the temperature difference between tube wall and reactants, 4,,,
(m?) is the outer surface area of one reactor tube, Ay in (m?) is the inner
surface area of one reactor tube, and V; (m?3) is the reactor tube volume.
The combined heat transfer coefficient U is calculated according to:

U= hdt,out n i dt,in = (8)
" \ky d,, hyd ’

t,out

where s, (m) is the tube wall thickness, d, ,,, (m) is the outer tube di-
ameter, d,,, (m) is the log-mean reactor tube diameter, 2, (W m~2 K1)
is the combined heat transfer coefficient of the shell side film, and 4,
(m) is the inner tube diameter.

The simulation domain is discretized with a uniform mesh. The ade-
quate cell size for 2D simulation was obtained through a mesh indepen-
dence study as shown in Fig. 6. The outlet methanol conversion and CO
content in the reformate are chosen as tracked variables. On a d;, = 20
mm reactor, it was shown that 100 axial and 20 radial cells are in the
asymptotic range, which corresponds to the cell axial and radial dimen-
sion of 10mm x 0.5mm. This corresponds to 20 and 30 radial cells in
reactor tubes with d;, = 20 mm and d;, = 30 mm, respectively; and 100
cells in the axial direction in both reactors.

Used numerical schemes include second order upwind for advection
terms, and fourth order central differencing scheme for the radial terms.
The convergence criteria for the steady state initialization was achieved
by iterating until temperature and concentration residuals dropped be-
low 10-8. For dynamic simulations the time step size was kept con-
stant at 4 - 10™* s. All cases were run simultaneously on a personal com-
puter with Intel i7 processor. The resulting computational times for 20
min simulated time in unsteady cases were <30 h with 2D model, and
<14 h with 1D model.

t,in

5.2. Model uncertainties

Three identified causes increase the degree of uncertainties in the
present dynamic 2D model compared to the traditional steady plug flow
approach. First, the dynamic model uses correlations developed with
steady state data. The Langmuir-Hinshelwood reaction rate expressions,
such as the one used here, in general do not allow for inclusion of dy-
namic kinetic behaviour (Omojola, 2025). The reaction dynamics are
not included in effectiveness factors either. In present study they are cal-
culated with the Thiele modulus approach (Driessen et al., 2020), which
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only considers internal diffusion limitations. The factors are evaluated
at each timestep using local reaction rates, concentrations, catalyst size,
and internal diffusivity. However, they do not include the intra-particle
dynamics, which possibly dominate in transient regimes. In steady state,
Zhu et al. (2022a) conclude the highest factor influence in the near-inlet
zone, after which they quickly stabilize, as shown in Fig. 7. The uncer-
tainty at the near inlet region itself is low, due to heat transfer as main
limitation for reaction rate. However, uncertainty remains because of
error propagation and accumulation along the flow direction.

Second, at present time the 2D model is only validated in steady state
by Zhu et al. (2022b) as shown in Fig. 8. In transient state, the accuracy
also depends on interactions of process variables and model parameters
in time. In other words, dynamic model inaccuracies are possible despite
the simple addition of accumulation term to the left hand side of the
validated steady state model.

The third component of uncertainty stems from the increased num-
ber of model parameters in a 2D model. Arguably the most significant
added parameters are the effective dispersion coefficients because they
regulate the radial transport. The coefficients are difficult to validate
but detrimental to the model, which is why a sensitivity study was con-
ducted. The formulas for mass (D,,) and thermal (4,,) dispersion coef-
ficients were modified with factors of 0.5 and 2, effectively halving and
doubling them. The effects on CH30OH conversion and CO content along
the reactor length are shown in Fig. 9. The D,, variation had little effect
on both tracked parameters. The 4,, on the other hand had a slight effect
on the conversion, and moderate effect on CO concentration. Since the
effects are cumulative, the CO concentration differences were notable
by the time products exit the reactor.

The sensitivity analysis shows that the radial reactant mixing is ef-
fective, and radial heat is the limiting factor, as expected. The effect of
parameter variations on heat transfer limitations is further illustrated
in Fig. 10 which shows internal the temperature fields. In D, varia-
tions the contours remain similar, which indicates approximately con-
stant heat consumption due to reaction enthalpy. The 4,, variations no-
tably affect the temperature field. The visible changes in relative sizes
of hot and cold spots are responsible for the resulting CO production
variation.

5.3. Simulated cases

The case study simulates a small tube-in-shell reactor, in which 5
reactor tubes with catalyst pellets are heated with flue gas on the shell
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Table 4
Reactor dimensions and input process variables.
Tube length [m] 1
No. tubes [-] 5
Reactor Tube wall thickness [m] 0.005
Shell diameter [m] 0.24
Tube pitch (triangular) [m] 0.1
No. of baffle plates [-] 4
Flue gas Inlet pressure [bar] 1.2
8 Inlet temperature [K] 523
Inlet pressure [bar] 3
Reactant feed Steam to carbon ratio [-] 1.5

side. The complete list of reactor dimensions and constant process vari-
ables is provided in Table 4.

Table 5 shows the process variables defined for steady states between
which simulated transients occurred. In total, 4 steady states are de-
fined for each of the 1D and 2D models. First, the inner tube diameter is
varied between d;, = 20 mm and d;, = 30 mm. Then, for each diameter
specification two different reactant throughput rates W,,, / Fep,on are
specified. The temperature and mass flow of flue gas are determined by
targeting 95% methanol conversion at the reactor outlet. A Conversion
value below 100% is chosen for better control over selectivity and out-
let composition, since the reverse water-gas shift becomes the dominant
reaction after all methanol is converted. However, fixing the conversion
produces slightly different predictions of flue gas flow and inlet/outlet
temperatures between 1D and 2D models. The differences are caused
by lack of radial heat transfer in 1D model, which is shown in Fig. 11
with characteristic steady state temperature fields produced by 1D and
2D models. The local differences in temperature fields affect the local
reaction rates, and expectedly result in different product compositions
at the outlet.

The case study simulates four dynamic events for each reactor di-
ameter. The dynamic events are induced with step changes between
boundary conditions for steady states, which are described in Table 6.
The dynamic events represent extremes in throughput change during
normal operation. These events were chosen because the internal reac-
tor dynamics have most influence on the transient state and the product,
and are the limiting factor on the duration of transient event. This is in
contrast to events such as reactor startup and shut down, where external
heat or reactant supply might be used to control the speed of transient
event to prevent catalyst overheating.

5.4. Results

Four unsteady cases were simulated with both models for each tube
diameter: feed increase from W, / Fepy,on = 300kg s mol ~1 to 150kg
W/ Ferron = 150kg s mol ~! to 300 kg
s mol ~!, feed increase to Wea.! Feryon = 300kg s mol -1 from reactor
hot standby in non reactive conditions at 473 K, and feed increase to
Wear./ Ferr,on = 150kg s mol ~' from hot standby.

The direct plots of CH30H conversion and reactor temperatures for
both models and all cases with d;, = 20 mm are shown in Fig. 12. The
plots for d;, = 30 cases in Fig. 13 display the same trends but higher
differences between the two models. This part of the results describes
mainly d;, = 20 mm figures, but the claims are also valid for d;, = 30 mm
figures. The difference between 1D and 2D model appears in quantity
and temporal offset. The conversion dip visible in Fig. 12a, most evident
in the hot start cases, is caused by the difference in timescales of heat
transfer to the reactor and reaction heat consumption. The exclusion of
radial heat distribution in the 1D model artificially increases the time
and intensity of radial heat penetration in the reactor. The conversion
minimum in 1D is therefore higher, and is reached quicker than in 2D
model.

s mol ~!, feed decrease from
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Table 5

Steady state input process variables resulting in 95% methanol conversion at the outlet for d,

30 mm tubes, and throughputs of W,

at.

20 and

in

/Fep,on = 150 and 300kg s mol ~!in 1D and 2D simulations.

Wou/ Ferron [kg s mol =']

Flue gas inlet T [K]

Flue gas flow [kgs ~'] Flue gas outlet T [K]

1D 2D 1D 2D
d20 300 673 2.62e-3 2.72e-3 564 569
150 723 5.70e-3 6.10e-3 618 626
d30 300 673 3.85e-3 4.20e-3 509 520
150 723 7.40e-3 8.40e-3 545 563
100% = Table 6
S 0% == Start and end steady states of four simulated unsteady cases.
5 © ===
g 60% === Starting steady state End steady state
§ Case  Wey/Fcp,on [kgsmol™] Wea!/Fen,on [kg smol™']
< 40%
[} 1 300 150
S 20% 2 150 300
0% 3 Hot standby (no flow, reactor T = 473 K) 300
°0 200 400 600 800 1000 4 Hot standby (no flow, reactor T = 473 K) 150

Reactor length [mm]

(a) Radially averaged methanol conversion

0 200 400 600 800 1000
Reactor length [mm]
(b) Radially averaged CO concentration
—e— Ref. —— Der*2 — — Der/2 — A2 —— Aer/2

Fig. 9. Parameter sensitivity study: effects of doubling and halving the calcu-
lated radial mass (D,,) and heat (4,,) effective dispersion coefficients on outlet
methanol conversion and CO content along the reactor length.

The predictions of average reactor temperatures match closely in
magnitude and trends between 1D and 2D models, as seen in Fig. 12b.
However, the minimum and maximum reactor temperatures visibly dif-
fer in magnitude, as shown in Figs. 12c and 12d. Moreover, the min-
imum temperature is consistently lower in 2D than 1D, and the maxi-
mum temperature is higher in 2D than the 1D for all simulated cases.

11

The minimum reactor temperature is higher by ~ 10 K in 1D model in
all cases, while the 2D model predicts a higher maximum temperature
between 1 and 10 K depending on the case. The lower difference in max-
imum temperatures indicate that there is a larger volume of zones close
to maximum temperature in the 2D model than in the 1D model, since
the average temperatures are balanced between the models.

Fig. 14 shows the relative differences between 1D and The 2D model
predictions of methanol conversion and CO content at the outlet. The
results show the slower radial heat transfer rate in 2D model. The near
wall cells in the 2D model have higher temperature than the average of
the entire radial section, which results in a lower temperature gradient
between flue gas and reactor, and consequently lower heat transfer rate.
During the feed increases, the 2D model therefore predicts lower conver-
sion and CO content despite the higher temperatures and flue gas which
were set to keep 95% conversion. During feed decrease case, the cata-
lyst heat capacity provides more heat than necessary for the reaction, so
conversion in both models stays around 100%. In this case, the differ-
ence is only in CO content. 2D model predicts more CO in the outlet due
to hotspots near the reactor tube wall, which enable higher rates of the
reverse water gas shift reaction. The largest difference in magnitude be-
tween the two models occurs in hot start cases, despite the similarity in
average reactor temperature in active steady states and the hot standby
condition. The uniform reactor temperature field during hot standby
takes more time to develop a steady temperature profile, similar to the



B. Grenko et al.

Chemical Engineering Science 325 (2026) 123421

10.0

Rgactor
radius [mm]

o

.0
0.0 250.0

500.0
Reactor length [mm]

750.0 1000.0

(a) Reference simulation

10.0 10.0

SE SE
oo [saye]
o o

0.0 0.0

0.0 250.0 500.0 750.0 1000.0 0.0 250.0 500.0 750.0 1000.0
Reactor length [mm] Reactor length [mm]
(0) Der /2 (©) Der- 2

10.0 10.0
S S
SE sk
T T
c o

0.0 0.0

0.0 250.0 500.0 750.0 1000.0 0.0 250.0 500.0 750.0 1000.0
Reactor length [mm] Reactor length [mm]
(d) Aer /2 (C) )\e»,«' 2
e — ] B
460 470 480 490 500 510 520
TI[K]

Fig. 10. Parameter sensitivity study: effects of doubling and halving the calculated radial mass (D,,) and heat (4,,) effective dispersion coefficients on the internal

temperature field.

Reactor
radius [mm]

520
510
500
490%
480"
470
460

250.0 500.0 750.0 1000.0
Reactor length [mm]

(a) 1D simulation

Reactor
radius [mm]

520
510
500 _,
490 %
480"
470
460

250.0 500.0 750.0 1000.0
Reactor length [mm]

(b) 2D simulation

Fig. 11. The differences in temperature field plots between 1D and 2D simulations on a reactor with d;,, =20 mm at steady state with a throughput of

W/ Fenon =150kg mol s7!.

ones shown in Fig. 11, than it takes for the temperature profile to adapt
from one steady state to another. Furthermore, reactors with d;, = 30
mm have increased radial thermal resistance in the 2D model compared
to d;, = 20 mm cases, which causes a larger difference between the two
model predictions.

6. Discussion

Dynamic reactor operation can hardly be addressed in a systematic
way for all types of analyses. However, even the appropriateness of tran-
sient analyses is not clearly defined. The lack of such definitions ex-
pectedly disables the standardization of design and control of dynamic
chemical processing systems.

With process flexibility as motivation, the dynamic analysis should
be considered based on the frequency of interruptions to the design con-

12

ditions. For example, consider an electrified plant that minimizes its en-
vironmental impact by increasing production when the renewable en-
ergy share is high in the connected grid. This plant potentially operates
in dynamic conditions for a considerable amount of time, which reduces
the accuracy of overall performance calculated with only steady analy-
sis. In periodic processes, the dynamic analysis is recognized as neces-
sary since these processes are defined with inherently time-dependent
characteristics such as frequency and phase of process variables, and
the analysis is mostly carried out on the reactor scale. Finally, the on-
demand production should always include dynamic analysis on both the
reactor and system scale. Combined transient capabilities of all system
components determines the response to the expected product demand.
Ultimately, the common theme across the operation types is that the
importance of dynamic analysis is higher when transients are often ex-
pected.
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Fig. 14. Difference plots of 1D model relative to the 2D model in predicting methanol conversion and CO content at the reactor outlet.

For the aforementioned general dynamic analysis in petrochemical
industry, a sufficiency of a single technique is unlikely. Techniques with
highest detectable species, such as Raman spectroscopy or TDLAS, tend
to be expensive and expectedly less accessible in most laboratories and
industrial settings. Instead, multi-technique approaches are more likely,
for example an IR technique with a micro GC. The dynamic analyte
monitoring can be further supplemented with specific sensors such as
TDLAS, thin thermocouples, or fast pressure sensors. The combination
may provide a better overview of the overall process in time. Moreover,
this results in higher confidence for soft sensor methods, as well as data
variety for integration with data-driven approaches.

The reviewed literature highlights the lack of experimental data as
an obstacle for low adoption of mid-fidelity models, especially in un-
steady modelling. Best data sources for mid-fidelity models are particle
resolved CFD simulations, and specific cases where data gathering oc-
curs regardless, such as pilot plant testing. Data driven approaches show
high potential, especially in full scale plant for real-time monitoring,
diagnostics, and control. However, these solutions remain inaccessible
for many plant scale scientific studies due to required time investment,
leaving them with 0D/1D models.

6.1. Case study

The case study of methanol steam reforming shows a considerable
difference in conversion and selectivity during a transient state between
1D and 2D models. The difference between two models is high when AT
between the outer shell flue gas and reactor is high, and long-lasting
in time when the AT is low. The differences are caused by internal
process heat transfer limitations which are neglected without the ra-
dial model component. Local mispredictions of heat transfer in loca-
tion and time cause a cumulative downstream error due to the convec-
tive heat transfer by the flow. The importance of radial model com-
ponent is thus proportional to the magnitude of reactor heat transfer
limitations.
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In steady state, the models exhibit high similarity in outputs but re-
quire slightly different input process variables to account for heat trans-
fer differences. There is little benefit in using 2D over 1D for predict-
ing process conditions because the difference is comparatively small,
Furthermore, in reality there are additional error sources such as heat
transfer losses or measurement accuracy. The main added benefit of 2D
in steady state is that this provides insight into internal temperature
fields and their local extrema. The case study also shows that aver-
age reactor temperature alone, as used by Argyris et al. (2022), is a
poor metric for model comparison because it is very similar across the
models.

The relatively long simulated timescales ran successfully with a 2D
model on a personal computer with little code optimization in the
present case study, which demonstrates hardware accessibility for the
common user. The combined use of a 1D and 2D model is thus rec-
ommended for efficiency and accuracy in iterative reactor design tasks,
especially for dynamic operation. Another added benefit of using any
two models with various fidelity levels is the difference quantification
between them. First, the difference is also the minimum possible error
between model outputs and reality, which is also a measure of uncer-
tainty in the simulation. The model difference has been shown to vary
in time in unsteady cases, potentially hiding riskier operation. Second,
the magnitude of model difference also indicates the minimum required
accuracy of analytical techniques. If experimental data is available, the
measurement uncertainty should be lower than model difference to cor-
rectly identify which model has better agreement with the data.

Higher amount of variables in 2D model introduces additional un-
certainty in the model. The steady-state sensitivity study shows how
effective radial thermal conductivity has a high effect on the process.
Selectivity is most notably impacted. In transient state, the effects are
likely higher. This part of the study highlights necessary confidence in
the 2D model accuracy before it is used for design tasks.

The transient state packed bed reactor analysis requires a metric for
comparison across different geometries and operating regimes. The ther-
mal storage application of packed beds relies on variables such as total
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stored energy and discharge rate (Pérez-Gallego et al., 2025), which
on its own is insufficient under reactive conditions. Packed bed reac-
tor metrics should reflect variation of conversion and product compo-
sition in time. Thus one could use known dimensionless numbers such
as the Stanton or the Peclet number for comparing heat transfer to or
within the reactor, and the Damkohler number for comparing reaction
rate timescales. In heterogeneous models, the Biot number could be used
to compare catalyst heat conduction resistance. Comprehensive compar-
isons of dynamic performance across different reactors and operating
regimes most likely includes a combination of multiple dimensionless
numbers.

7. Conclusions

The unsteady operation of fixed bed reactor is analysed in this pa-
per in the contexts of: unsteady operation type, applicable numerical
modelling tools in the literature, unsteady analysis with instrumental
techniques, and a modelling case study of methanol steam reforming.
The key findings are:

the unsteady analysis should be performed if the transient events

in normal operation are often expected, and if the transient event

causes or intensifies the heat transfer limitations;

e acombination of analytical techniques tailored to the process is most
likely required and achieved for unsteady product analysis;

¢ 0D and 1D models are currently the most used in reactor design and
evaluation, in both steady and unsteady cases, despite their known
over simplifications, seemingly due to lack of experimental data and
transferable empirical correlations for higher fidelity models, and
high effort in custom model development;

o reviewed studies advise the use of unsteady models for reactor design

tasks, but do not display a clear methodology to do so,

hierarchical and hybrid modelling have high potential for future

comprehensive development of methodologies in dynamic operation

design and control,

o the methanol steam reforming case study shows a significant differ-
ence in transient selectivity predictions between 1D and 2D model,
but negligible difference in steady state operation. Multiple models
of various fidelity are best used in combination for unsteady process
design;

e comprehensive metrics specifically for the transient regime are re-

quired for evaluation and comparison of unsteady fixed bed reactor

operations.

The conclusions of this study represent key waypoints for achieving
effective and systematic design, monitoring, and control in plants with
unsteady-operated fixed bed reactors. The findings are especially im-
portant and applicable in renewable energy management, in which un-
steady energy and reactant supply, or unsteady product demand, force
the chemical plant to operate outside of its optimal steady state frame-
work.
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