
 
 

Delft University of Technology

Backward erosion piping in numerical models
A literature review
van der Linde, E. M.; Wewer, M.; Robbins, B. A.; Colomés, O.; Jonkman, S. N.; Aguilar-López, J. P.

DOI
10.1016/j.envsoft.2025.106681
Publication date
2025
Document Version
Final published version
Published in
Environmental Modelling and Software

Citation (APA)
van der Linde, E. M., Wewer, M., Robbins, B. A., Colomés, O., Jonkman, S. N., & Aguilar-López, J. P.
(2025). Backward erosion piping in numerical models: A literature review. Environmental Modelling and
Software, 194, Article 106681. https://doi.org/10.1016/j.envsoft.2025.106681

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.envsoft.2025.106681
https://doi.org/10.1016/j.envsoft.2025.106681


Environmental Modelling and Software 194 (2025) 106681 

A
1

 

Contents lists available at ScienceDirect

Environmental Modelling and Software

journal homepage: www.elsevier.com/locate/envsoft  

Backward erosion piping in numerical models: A literature review
E.M. van der Linde a,b ,∗, M. Wewer c, B.A. Robbins d, O. Colomés a, S.N. Jonkman a, 
J.P. Aguilar-López a
a Hydraulic Engineering Department Delft University of Technology, Stevinweg 1, Delft, 2628 CN, Zuid Holland, The Netherlands
b Flood Defence Technology Deltares, Boussinesqweg 1, Delft, 2629 HV, Zuid Holland, The Netherlands
c Dresden University of Technology, August-Bebel-Straße 30, Dresden, 01219, Sachsen, Germany
d U.S. Army Corps of Engineers, 12596 W Bayaud Avenue, Lakewood, Suite 400, CO, United States of America

A R T I C L E  I N F O

Keywords:
Backward erosion piping
Numerical modelling
Internal erosion
Dams
Levees

 A B S T R A C T

Backward erosion piping is a failure mechanism of dikes. Numerical modelling is crucial for design and 
assessment against BEP. Over 30 models have been developed, each with a different purpose and approach. This 
paper provides a comprehensive overview of the available numerical BEP models, highlighting their limitations, 
capabilities, and associated challenges. It discusses the different assumptions and their implications on the rep-
resentation of BEP. Key challenges in the numerical modelling of BEP are (1) the flow (regime) inside the pipe, 
which is often simplified, even though the impact of this is relatively unknown. (2) The type of erosion (primary 
or secondary) differs per model, and even within a given type of erosion, approaches vary. (3) Overcoming 
the difference in scale is a trade-off between the computational effort and simplification. (4) Furthermore, 
validation of the physics in BEP modelling is difficult due to a of lack micro-scale experimental data.
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Fig. 1. Backward Erosion piping is governed by the physics shown in (a) and (b). Groundwater flow towards the pipe and outlet (1) leads to the heave at the 
outlet (2) if no pipe is present or the removal of sediments at the pipe tip if a pipe has started to form (3). The flow inside the pipe (4) leads to the removal of 
sediments from the bottom and walls of the pipe (5). The morphology of the pipe is shown in (c) and (d). The progression length is the distance (from downstream 
to upstream) the pipe has grown (A). The pipe meanders through the soil (B) if the pipe splits up and/or merges again, this is called branching (C). The total 
length of the pipe is the length along the entire pipe path (D) and due to secondary erosion, the pipe widens (E) and deepens (F).
1. Introduction

Backward erosion piping (BEP) is a failure mechanism of water 
retaining structures, which has accounted for approximately 15% of 
historic dike and dam failures (Danka and Zhang, 2015; Foster et al., 
2000). During high water events, the hydraulic head (ℎ [m]) increases 
on the upstream side, the subsequent groundwater flow can cause sand 
grains to erode from the foundation leading to the formation of one 
or more erosion channels, commonly referred to as ‘‘pipes’’ (Fig.  1). 
In case the top layer is cohesive and non-permeable, it is referred to 
as the blanket layer. Piping can only occur if there is an opening in 
the blanket layer. This opening can be anthropogenic, for instance due 
to the excavation of a ditch or it can be created during the high water 
event when uplift causes the tearing of the blanket layer. When such an 
opening through the blanket layer is present, heave (the fluidization of 
sand) must occur at the bottom of the blanket layer for BEP to initiate.

During the progression of BEP, groundwater flow towards the pipe 
leads to the removal of sediments at the pipe tip. This process is referred 
to as primary erosion and results in the lengthening of the pipe. The 
flow inside the pipe leads to the removal of sediments from the bottom 
and walls of the pipe; this is called secondary erosion (Hanses, 1985). 
These erosion processes (combined with deposition processes) lead to 
the lengthening, widening, deepening, meandering, and branching of 
the pipe. The process and terminology of BEP are described in Fig.  1.

In the design and assessment of water retaining structures, a com-
mon proxy to determine if BEP can occur is the critical head gradient, 
which has been used since the early 20th century. This is calculated by 
dividing the critical head difference (𝛥ℎ𝑐 [m]) by the seepage length 
(𝐿 [m]). By studying weirs in India, Bligh and Griffith (Bligh, 1910; 
Griffith, 1914) developed the first BEP assessment models. In these 
models, the critical head gradient is related to a material-dependent 
creep factor. The seepage length in these formulations is the path along 
which the pipe is expected to grow. Lane (1935) discovered that the 
2 
vertical seepage length contributes three times more to the safety of the 
structure than the horizontal seepage length and he adjusted the model 
accordingly. Initiated by flood events in the mid-twentieth century, 
further research was performed in the Netherlands, Germany and the 
United States to better define BEP (Robbins, 2022). This led to a better 
understanding of the failure mechanism and improved semi-analytical 
models which relate measurable parameters of the subsoil and aquifer 
to BEP. In the late 1980s Sellmeijer developed a semi-analytical design 
rule based on groundwater flow in the aquifer and laminar flow inside 
the pipe as well as a grain equilibrium condition for erosion. Because 
of this theoretical derivation, the design rule includes measurable soil 
parameters such as the permeability (𝜅 [m2]) and grain-size (𝑑70 [m]) 
as well as the aquifer depth (𝐷 [m], see Fig.  1). Experimental and 
numerical studies were used to calibrate and fine-tune this design 
rule (Sellmeijer et al., 1989; Sellmeijer and Koenders, 1991; Sellmeijer 
et al., 2011). Schmertmann (2000) developed a different method based 
on a data set of 115 BEP lab-experiments. He defined a set of factors 
that influence BEP and proposed corresponding scaling factors between 
lab experiments and field situations. These factors include, among 
others, the anisotropy of the hydraulic conductivity, the uniformity 
coefficient and layers in the aquifer. Another approach was developed 
by Ojha et al. (2003), whose model assumes groundwater flow can be 
idealized as flow through a network of parallel pipes with diameters 
equal to the mean grain size. The models by Schmertmann (2000) 
and Ojha et al. (2003) do not include the influence of the pipe on the 
groundwater flow. Hoffmans and Rijn (2018) proposed an alternative 
approach, which simplifies the groundwater flow and uses a Shields’ 
based erosion criterion for erosion. Within the past decade, research 
has focused on expanding the current knowledge of the erosion process, 
groundwater flow and pipe flow as well as the effectiveness of different 
countermeasures such as cut-off walls which act as impermeable bar-
riers and filters such as the coarse sand barrier (Rosenbrand and Van 
Beek, 2021). Because of this, more information is now available on the 
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3D nature of BEP (Vandenboer et al., 2014; Van Beek et al., 2022), pipe 
dimensions (Vandenboer et al., 2019) and primary erosion (Robbins 
and Griffiths, 2022; Xiao et al., 2019). More comprehensive historical 
overviews of BEP experiments and analytical/empirical models are 
available (Van Beek et al., 2011; Vandenboer, 2019; Allan, 2018; Rice 
et al., 2021; Robbins, 2022).

The previously mentioned analytical/empirical models are all based 
on (relatively) homogeneous soils and 2D geometries or experimental 
set-ups. Numerical models have been developed since the beginning of 
the 21st century to model the more complex reality; however, there 
is not yet a model that can incorporate all fundamental aspects of 
backward erosion piping for the design and assessment of dikes. This 
paper aims to give a state-of-the-art overview of the different numerical 
BEP models, their capabilities, and main limitations. In addition, this 
paper aims to address and discuss some of the main challenges of the 
numerical modelling of BEP. To limit the scope of the research, all 
analysed papers satisfy two criteria:

1. All papers use numerical methods to solve the governing equa-
tions.

2. The models include a hollow pipe zone in the foundation, This 
can be either predefined or develop during the simulation.

Therefore, this review excludes methods that only consider heave. 
In the literature the term ‘piping’ is sometimes used to describe other 
internal erosion mechanisms. The International Commission on Large 
Dams (ICOLD) defined BEP as one of four internal erosion mechanisms, 
the others being suffusion, concentrated leak erosion, and contact 
erosion (ICOLD, 2017) (see Fig.  2). According to Robbins and Griffiths 
(2018a), concentrated leak erosion (CLE) refers to any process in which 
water flows freely through an open space, eroding the soil along 
the boundary of the opening. Although by this definition CLE is not 
bound by soil type, during CLE the defects must be able to sustain 
themselves without collapsing which is more likely in cohesive soils. 
The defects can be caused by anthropogenic influences, tensile cracking 
or hydraulic fractures (Bonelli, 2013). CLE is similar to secondary 
erosion in BEP as was pointed out by Bonelli (2013). When a fine 
granular material is in contact with a coarse granular material, contact 
erosion can occur. This is the process where grains from the fine layer 
are transported through the pores of the coarse layer, thus forming 
a hollow space. Suffusion can occur when there is a widely graded 
or gap-graded soil, finer particles from the soil matrix are eroded 
while the coarser skeleton remains (Bonelli, 2013). The remaining 
skeleton is more porous/permeable than the original soil with fines. 
When suffusion is accompanied by volume loss, it is referred to as 
suffosion (Fannin and Slangen, 2014). A possible combination of these 
internal erosion mechanisms with BEP is the assumption that suffusion 
occurs in front of the pipe tip.

Numerical models that mention BEP but use methods that better 
describe other internal erosion mechanisms are not included in this 
review, unless a new modelling approach was used that is transferable 
to BEP modelling.

Published research on the numerical modelling of BEP has mainly 
focused on the physical representation of the process. Only a few 
studies address computational aspects such as mesh convergence, regu-
larization issues, stability, accuracy of the methods, and potential solver 
choices. Because of the limited research, these computational aspects 
are not included in the current paper.

In total 37 unique numerical models for BEP have been identified 
and analysed. Multiple papers by the same authors that describe the 
same numerical model are excluded. The included papers are shown in 
Table  1.

Earlier literature studies have classified BEP models based on the 
governing equations, the representation of the pipe and its progres-
sion (Wang et al., 2014; Robbins, 2022). However, combined methods 
such as machine learning models and multi-physics models cannot 
3 
Fig. 2. Internal erosion mechanisms (excluding BEP).

be captured in this classification. This paper does not aim to reclas-
sify these papers. Instead, different model components are described, 
compared, and criticized with a focus on identifying knowledge gaps.

In the next chapter, the spatial and temporal scales of BEP modelling 
are described. Groundwater flow, computational fluid dynamics, and 
pipe flow equations are discussed in Section 3. The modelling ap-
proaches for primary and secondary erosion are discussed in Section 4. 
The paper ends with a general discussion and concluding remarks.

2. Scale

Numerical BEP models operate at different scales. Both the spatial 
scales – relating to the size and dimensions of the model – and temporal 
scales are discussed below.

2.1. Spatial scale

In this paper, two different process scales are distinguished, the 
micro- and macro-scale. The micro-scale in BEP modelling refers to the 
grain-level erosion processes (Fig.  3). The macro-scale refers to the full 
process of pipe development from downstream to upstream.

In addition to the process scales, an experimental scale is also 
distinguished, because validation of the numerical modelling is done 
using physical experiments with different seepage lengths. Small-scale 
experiments refer to experiments with seepage lengths less than 1 m. 
Medium-scale experiments have seepage lengths between 1 and 6 m. 
Large-scale experiments have seepage lengths of more than 6 m. At 
the field scale (real dikes), seepage lengths may exceed 100 m. As 
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Table 1
Numerical BEP models sorted by date. Other overviews of BEP numerical modelling papers can be found in the works of Allan (2018) and Robbins (2022).
 Reference Scale Flow Erosion Validation/Calibra-

tion
Numerical

 Citation Spatial Temporala Aquifer Pipe Typeb Experiments Softwaree Methodf  
 Sellmeijer (2006) 2D QSS Darcy Linear equation S 0 MSeep FEM  
 Ding et al. (2007) 3D QSS Darcy Linear equation P 0 Unknown FEM  
 Shamy and Aydin (2008) 3D TD NS NS N 0 𝑃𝐹𝐶3𝐷 DEM  
 Zhou et al. (2012) 2D QSS Darcy Linear equation S 2 small-scale Unknown EFG  
 Bersan et al. (2013) 2D/3D SS BF Stokes – 1 small-scale Comsol FEM  
 Kanning and Calle (2013) 2D top QSS Darcy K-Amplification P 0 Custom FDM  
 Esch et al. (2013) 2D QSS Darcy Linear equation S 0 DgFlow FEM  
 Wang and Ni (2013) 3D TD NS NS N 6 small-scale 𝑃𝐹𝐶3𝐷 DEM  
 Vandenboer et al. (2014) 3D SS Darcy K-Amplification – 1 small-scale Abaqus FEM  
 Wang et al. (2014) 2D QSS Darcy Linear equation PT 2 small-scale Unkown EFG  
 Aguilar-López et al. (2016) 2D SS Darcy Linear equation S 0 Comsol FEM  
 Fujisawa (2016) 2D top TD BF NS PT 0 Custom FVM  
 Robbins (2016) 3D QSS Darcy K-Amplification P 1 medium-scale

1 small-scale
FLAC3D FDM  

 Navin and Shewbridge (2017) 2D SS Darcy K-Amplification – 0 SEEP/W FEM  
 Rotunno et al. (2017) 2D TD Darcy Linear equation PST 1 large-scale FEAP FEM  
 Tran et al. (2017) 2D TD LBM LBM N 0 Custom DEM  
 Robbins and Griffiths (2018b) 2D/3D QSS Darcy Linear equation PS 0 S& G FEM FEM  
 Fascetti and Oskay (2019a) 3D QSS Darcy K-Amplification P 1 medium-scale

4 small-scale
Custom FVM  

 Fascetti and Oskay (2019b)c 2D TD Darcy K-Amplification I 4 large-scale Custom FVM  
 Froiio et al. (2019) 2D TD LBM LBM N 0 Custom DEM  
 Rotunno et al. (2019) 2D/3D TD Darcy Linear equation PST 4 large-scale FEAP FEM  
 Saliba et al. (2019) 2D QSS Darcy K-Amplification P 0 PLAXIS FEM  
 Barendsen (2020) 2D/3D SS Darcy K-Amplification – 3 large-scale iMOD/MSeep FEM/FEM 
 Callari and Froiio (2020)c 2D/3D TD Darcy Linear equation PST 7 non-BEPd FEAP FEM  
 Rahimi and Shafieezadeh (2020) 3D QSS Darcy K-Amplification P 1 small-scale FLAC3D FDM  
 Rahimi et al. (2021) 3D QSS Darcy K-Amplification P 3 small-scale FLAC3D FDM  
 Robbins and Griffiths (2021a) 2D top QSS Darcy Linear equation PS 0 Custom FEM  
 Robbins et al. (2021) 2D top QSS Darcy Linear equation PS 0 Custom FEM  
 Wewer et al. (2021) 2D TD Darcy Linear equation ST 3 large-scale Comsol FEM  
 Nie et al. (2022) 3D TD NS NS N 0 DEM  
 Robbins (2022) 3D QSS Darcy Linear equation PS 3 medium-scale

2 small-scale
Custom FEM  

 Van Beek et al. (2022) 3D QSS Darcy Linear equation S 5 large-scale
6 medium-scale
14 small-scale

DgFlow FEM  

 Xiao et al. (2023) 3D SS Darcy Linear equation – 1 small-scale Abaqus FEM  
 Pol et al. (2024) 3D TD Darcy Linear equation ST 1 large-scale

6 small-scale
DgFlow FEM  

 Ma et al. (2024)c 2D TD Darcy K-Amplification I 0 Custom SPH  
 Okamura and Kusube (2025) 3D QSS Darcy Linear equation S 7 centrifuge Unknown Unknown  
a SS: steady-state, QSS: quasi-steady-state, TD: time-dependent.
b P: primary erosion, S: secondary erosion, N: Newton’s second law of motion, T: transport equations, I: internal erosion, -: no erosion.
c Although the imposed erosion criteria or applications of these models are not BEP, they are included in this table, because of notable methods or conceptualizations that are 
also applicable in BEP modelling.
d Validation is found in a different paper or report.
e Software used, Custom refers to a custom-made or in-house code. S& G FEM refers to the Finite Element Software by Smith and Griffiths (2004).
f FEM: Finite Element Method, FDM: Finite Difference Method, FVM: Finite Volume Method, DEM: Discrete Element Method, EFG: Element Free Galerkin, SPH: Smooth Particle 
Hydrodynamics.
shown in Table  1, there are not many medium-scale and large-scale 
experiments used in the validation/calibration of the numerical models, 
due to limited availability. However, the medium-scale and large-scale 
experiments that are available have limited micro-scale measurements, 
thus making it difficult to validate micro-scale processes at larger 
scales.

Micro-scale erosion processes can be modelled using the discrete 
element method (DEM), in which each grain is modelled separately. 
The grains move according to Newton’s second law of motion (𝛴𝐹 =
𝑚𝑎), which states that if there is a residual force acting on a given mass, 
the mass (grain) accelerates. The main driving force (𝐹  [N]) acting 
on soil grains in BEP is the drag force caused by flow of water. This 
force is calculated using either the incompressible Navier–Stokes (NS) 
equations or the Lattice Boltzmann method (LBM) (see Section 3.2). 
DEM was first introduced in BEP modelling by Shamy and Aydin 
(2008). They modelled BEP in a 3D small-scale set-up (𝐿 = 0.05 m). The 
4 
commercial software package 𝑃𝐹𝐶3𝐷 was used to couple NS with DEM. 
The grain diameters ranged from 1.7𝐸−3 to 8.5𝐸−3 m, therefore only 
roughly 10 grains exist in the seepage length. However, in field scale 
situations seepage lengths can be larger than 100 m and the grains may 
be as small as 1.0𝐸−3 m. The authors noted that the influence of up-
scaling these particles was a major limitation of the approach (Shamy 
and Aydin, 2008).

To overcome scaling issues, similarity criteria (scaling laws) be-
tween DEM and experiments were derived (Wang and Ni, 2013; Ni 
et al., 2015). These similarity criteria were derived from groundwater 
flow equations; however, no erosion component was considered in 
the scaling. Therefore, the proposed similarity criteria require more 
validation for the erosion processes. Primary erosion (Fig.  1) has been 
studied using the LBM-DEM method (Tran et al., 2017; Froiio et al., 
2019). Erosion due to tangential flow (although not in BEP modelling) 
has also been modelled using LBM-DEM, for example by modelling a 
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Fig. 3. The pipe tip is considered the micro-scale. Because the pipe progresses 
over the entire length over the dike, this is considered the macro-scale. When 
considering an entire flood defence system, often with many cross sections, 
the system scale is considered.

hole erosion test (Lominé et al., 2013; Sibille et al., 2015). The DEM 
studies mentioned above demonstrate the suitability of DEM modelling 
to learn more about small-scale BEP processes. However, as the erosion 
and the flow between the pores happen at the micro-scale, small 
mesh elements and small time steps are required in the computations. 
Because of this, DEM modelling is computationally expensive. One 
study reported computation times of 30 days in a 2D calculation of a 
small-scale problem (L = 0.24 m) (Froiio et al., 2019), therefore it is 
not suitable for engineering practice.

With the improvements of efficiency and increased numerical capac-
ity, the application in BEP modelling is expected to increase. However, 
in the near future, DEM will mainly be used for research to better 
understand the micro-scale erosion process. In the long term, DEM 
could be coupled with continuum models to provide a BEP model for 
engineering practice that adequately captures both the macro-scale and 
micro-scale aspects of the process.

At the macro-scale, continuum partial differential equation solution 
methods such as Finite Difference/Volume Methods (FDM/FVM) (7 
models), Finite Element Methods (FEM) (21 models) or the mesh-free 
method Element Free Galerkin (EFG) (2 models) are applied. In these 
methods, the aquifer and pipe are modelled as one continuum (one 
set of governing equations) or two continua (two sets of governing 
equations with a boundary condition on the interface) (Fujisawa and 
Murakami, 2018). Because continuum models cannot represent the 
micro-scale erosion phenomena, empirical equations for determining 
the grain stability are combined with the numerical models to repre-
sent the erosion. The computational effort of these models is highly 
dependent on the discretization and dimensions of the domain. In 
particular, the representation of the pipe and the overall model di-
mensions significantly impact computational effort, as they determine 
the number of mesh elements required. For example, the pipe in BEP 
is either represented as a multi-dimensional (2D/3D) space or as a 
one-dimensional domain. If the pipe has physical dimensions, a large 
number of elements is required to represent this zone and the zone 
around it. An advantage of this approach is that the flow can be fully 
resolved using the Navier–Stokes equations. In the aquifer, larger mesh 
elements can be applied. However, because the elements in the pipe 
are very small and the element growth rate cannot be too large, the 
number of elements in the aquifer is also impacted by the element size 
inside the pipe.

Line elements are computationally more efficient, but simplified 
flow equations must be used. It has been shown that, when using line 
elements, the hydraulic gradient at the tip of the pipe overestimates 
the experimental gradient (Robbins et al., 2022). In a 3D simulation 
using 2D plate elements, a reduced flow rate within the pipe was 
5 
Fig. 4. The development of 2D and 3D models between 2006–2025. The 
papers used for this graph are shown in Table  1.

observed (Bersan et al., 2013). This may be caused by the reduced 
dimension of the pipe, especially since the effect decreases with a 
coarser mesh and smaller aquifer depth.

Overcoming the scale difference of the micro-scale pipe(-tip) in a 
macro-scale aquifer is a significant challenge in continuum modelling, 
since the transition from the aquifer to the pipe leads to a singularity 
at the tip of the pipe. One way to better represent the flow at the tip of 
the pipe is to create an extremely fine mesh at the layer where piping 
is expected to occur; however, this will lead to large computational 
efforts. Robbins and Griffiths (2021a) propose an adaptive meshing 
strategy to better represent flow at the pipe tip without requiring an 
overly fine mesh in the area where the pipe is not present. Several 
numerical methods, though not yet applied in BEP modelling, may offer 
potential solutions to the singularity issue at the pipe tip. These include: 
xFEM which is used in the numerical modelling of crack propagation (Li 
et al., 2018); multigrid methods such as applied in fracture flow mod-
elling and computational fluid dynamics (CFD) (Arrarás et al., 2019), 
and meshless methods such as smooth particle hydrodynamics (SPH) 
as was applied in internal erosion modelling (Nguyen et al., 2008; Ma 
et al., 2024).

BEP is often modelled as a 2D cross-section. However, over the 
past decade it has been shown that 3D approaches yield significantly 
different results compared to 2D models. Due to the convergence of 
flow at the pipe tip, the flow rate inside the pipe in 3D situations is 
significantly larger than in 2D situations (Vandenboer et al., 2014; Van 
Beek et al., 2022). If multiple pipes grow at a close distance from each 
other, the 2D approach may be valid. However, it is difficult to predict 
whether a single pipe or multiple pipes will grow in a field situation. 
Since the 2D cross-section model does not consider meandering or 
branching of the pipe, 2D plan view models have been created as 
well (Kanning and Calle, 2013; Robbins et al., 2021). Fig.  4 shows 
the development of 2D vs. 3D models over the past decades. Prior to 
2012, only three papers presented numerical models of BEP—two using 
3D approaches and one using a 2D approach. Since 2012, 2D models 
have expanded with different capabilities. While fewer 3D models were 
developed prior to 2018, recent years have seen a shift, with more 3D 
models being published than 2D models.

Because continuum methods can still be computationally expen-
sive, machine learning techniques have been combined with numerical 
methods (Sellmeijer, 2006; Kaunda, 2015; Aguilar-López et al., 2016; 
Fascetti, 2022). This technique enables a large number of cross-sections 
to be analysed efficiently, which is required to design and assess long 
stretches of dikes.
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Fig. 5. Pipe development over time in a progression dominated situation 
(t1–t2), before the critical pipe length is reached. Because the flow towards 
the tip becomes less concentrated, due to the lengthening of the pipe and the 
flow directly entering the body of the pipe, the hydraulic gradient 𝛥ℎ∕𝛥𝑥 in 
front of the pipe tip decreases. This combined with deepening of the pipe leads 
to decrease of the hydraulic gradient inside of the pipe.

2.2. Temporal scale

Numerical models can be either steady-state, quasi-steady-state or 
time-dependent.

Steady-state models are used to study specific aspects of BEP. How-
ever, they are not suited for the determination of the critical head, 
unless an iterative approach is applied to determine the equilibrium 
conditions for all given pipe lengths and depths (Aguilar-López et al., 
2016). Steady-state BEP models have been used to study the validity 
of the cubic law (Bersan et al., 2013), the influence of 3D groundwater 
flow (Vandenboer et al., 2014), the influence of existing structures in 
the foundation of the dike on BEP (Aguilar-López et al., 2016) and 
different sandboil/pipe configurations (Navin and Shewbridge, 2017).

Quasi steady-state models have a primary erosion criterion, a sec-
ondary erosion criterion or both. The hydraulic head at the upstream 
water level is increased step-wise to determine the critical head at 
which the pipe grows to the upstream end. Equilibrium can occur de-
pending on the outflow configuration. If a blanket layer is present and a 
single sandboil forms, or if there is a narrow ditch, equilibrium is likely 
to occur. Consequently, when there is no blanket layer, equilibrium 
is less likely to occur, especially for small spatial scales. This can be 
explained by the redistribution of flow as the pipe progresses. When 
a pipe initiates from a sandboil, the concentration of flow towards the 
pipe tip is large. As the pipe progresses, groundwater flow redistributes 
along its length and becomes less concentrated towards the pipe tip, 
thus reducing the load on the tip (see Fig.  5). Similarly, secondary 
erosion is reduced by the progression of the pipe. This is due to the 
fact that, as the pipe gets longer, it also deepens, thereby reducing the 
tangential flow velocity inside the pipe and secondary erosion. The pipe 
growth process is shown in Fig.  6.

Interestingly, Wang et al. (2014) observed the following from their 
simulations: ‘‘for the case without a cut-off wall, the simulation shows 
6 
Fig. 6. Equilibrium theory based on (Van Beek, 2015). When piping is 
progression dominated piping can occur and stabilize until the critical pipe 
length 𝑙𝑐 . When the critical head difference is exceeded, the pipe progresses 
to the upstream side if the head difference remains constant. In initiation 
dominated situations the head difference at which piping is initiated is also 
the critical head, meaning the pipe will progress to the upstream side if the 
head remains constant. Van Beek (2015) demonstrated this experimentally by 
lowering the applied head difference to 0 after initiation and reapplying a head 
until pipe progression continued.

that if the water head exceeds the critical value, piping erosion will 
occur and continue to progress until it reaches the upstream boundary’’. 
However, when looking at the observations from the experiments as 
described by Zhou et al. (2012), equilibrium was found. This discrep-
ancy may be caused by the primary erosion criterion that was applied, 
or by an underestimation of the flow resistance inside the pipe. If 
significant resistance exists within the pipe, equilibrium may still occur 
even when only a primary erosion criterion is applied. This occurred in 
the simulations by Robbins (2016). To estimate the flow resistance in 
the pipe, incorporating a secondary erosion criterion is advisable.

Models with primary erosion criteria can be used to study the me-
andering of the pipe (Kanning and Calle, 2013) and give an impression 
of the influence of cut-off walls and other remedial measures (Wang 
et al., 2014; Robbins and Griffiths, 2021b). BEP can be either initiation 
or progression dominated, depending on the type of exit configuration 
and scale of the experiment (Van Beek et al., 2014). In progression 
dominated situations, the initial concentration of groundwater flow 
towards the exit configuration leads to the initiation of piping. How-
ever, as the pipe lengthens and deepens, the groundwater flow and 
pipe flow get redistributed leading to a reduced load on the sand 
grains. This redistribution may lead to equilibrium, which can persist 
until the pipe reaches the critical pipe length (𝑙𝑐 [m]) (see Fig.  6). In 
initiation dominated situations the upstream hydraulic head required 
for initiation of BEP is equal to the critical head. As the pipe progresses, 
the required hydraulic head for the pipe to progress further decreases.

The secondary erosion criterion is expressed as a critical value 
(e.g. flow velocity, shear stress, hydraulic gradient), which, if exceeded, 
causes the removal of grains from the bottom and walls of the pipe and 
the subsequent deepening and widening of the pipe. As the pipe widens 
and deepens, flow velocities decrease, thus reducing the transport 
capacity in the pipe and potentially leading to an equilibrium. Equi-
librium models use a secondary erosion criterion and are sometimes 
combined with a separate progression criterion to facilitate the iterative 
progression (Sellmeijer, 2006; Esch et al., 2013; Zhou et al., 2012; 
Robbins and Griffiths, 2021a). The interaction between primary and 
secondary erosion in the numerical modelling of BEP has not yet been 
studied in detail.

Time-dependent models couple groundwater flow with sediment 
mass conservation. DEM models are always time-dependent due to 
the equations of motion, which govern the movement of the parti-
cles. Time-dependent pipe progression is achieved through transport 
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equations, which can be either for primary erosion (Fujisawa, 2016), 
secondary erosion (Wewer et al., 2021; Pol et al., 2024) or both (Ro-
tunno et al., 2017, 2019). The time-dependent models can be calibrated 
on BEP experiments (Rotunno et al., 2019; Callari and Pol, 2022) or 
existing transport equations based on flume experiments are used in 
BEP modelling (Wewer et al., 2021). Pol et al. (2024) used a transport 
equation specifically corrected for BEP modelling.

Most backward erosion piping models do not consider the initiation 
(uplift/heave) and failure of the water retaining structure (stability); 
however, a few exceptions exist (Rahimi and Shafieezadeh, 2020; 
Zhang et al., 2022; Ma et al., 2024). Instead BEP is modelled as 
the growth of the pipe from downstream to upstream. The models 
assume initiation occurs instantaneously and that failure of the dike 
is imminent when the pipe reaches the upstream side.

2.3. Application

At all spatial and temporal scales, validation and calibration are an 
issue due to a lack of micro-scale measurements of the macro-scale 
process. Table  1 shows the number of experiments used to validate 
the numerical models. The more complex models generally have more 
parameters, but not all experiments have suitable measurements for the 
calibration of numerous parameters and opportunities for independent 
validation have been rare or non-existent. However, simple models 
cannot capture the complex 3-dimensional time-dependent process and 
might generalize the problem too much.

The existing numerical BEP models use different software tools, 
some of which are commercial and require licences, whereas others are 
custom-made codes. Commercial geotechnical programs that are used 
for BEP modelling are PLAXIS (Brinkgreve et al., 2016), SEEP/W (GEO-
SLOPE International, 2015), FLAC3D (Itasca Consulting Group, 2023) 
and iMOD (Vermeulen, 2013). With the exception of iMOD, there are 
licence costs for using these programs. A great advantage of these types 
of models is the relative ease of use and the use of validated governing 
equations. However, the flexibility of these programs is limited and 
therefore it is challenging to capture the full BEP process with these 
types of models.

General finite element solver software such as FEAP (Taylor, 2014), 
COMSOL Multiphysics ® (COMSOL AB, 2024) and Abaqus (Smith, 
2009) has also been used to model BEP. The main advantage of using 
general finite element software is the relative flexibility of being able to 
solve differential equations of your own choosing. All these programs 
are available upon payment for the licence.

Custom codes (as well as DgFlow) are often tailored for BEP mod-
elling and therefore cannot be used for other applications. Often the 
code will be available upon request or in collaboration with the cre-
ators; however, this is at the creator’s discretion.

The program MSeep was discontinued and replaced with the freely 
accessible D-Geo Flow (Van der Meij, 2024), which is a 2D FEM BEP 
program.

3. Flow modelling

During BEP, two flow domains can be distinguished, the porous 
aquifer and the hollow erosion channel. In the modelling of BEP, 
different (sets of) equations are used to calculate the flow in these 
domains. The governing equations used to model flow in BEP greatly 
impact the discretization and therefore the computational effort and the 
capabilities of the model. The advantages and disadvantages of each 
modelling approach are shown in Table  2.
7 
3.1. Groundwater flow

Groundwater flow is commonly represented as a combination of 
Darcy’s law Eq. (1) and the conservation of mass Eq. (2). 
𝑢 = −𝑘∇ℎ (1)

𝑆𝑠
𝛿ℎ
𝛿𝑡

= −∇𝑢 (2)

In these equations, 𝑆𝑠 [m−1] represents the specific storage, 𝑢 [m∕s]
the Darcyan velocity, and 𝑘 [m∕s] the hydraulic conductivity. In ground-
waterflow modelling, the Darcyan velocity is commonly represented 
by 𝑞. When the porosity is 1 [–], the Darcyan velocity equals the 
flow velocity. The total head ℎ [m] is defined as ℎ = 𝑝

𝜌𝑤𝑔 + 𝑧, where 
𝑝 [Pa] is the pressure, 𝜌𝑤 [kg∕m3] the density of water and 𝑔 [m∕s2] the 
gravitational acceleration. Darcy’s law is valid for laminar conditions. 
Starting at Reynolds numbers larger than 1–10 inertial effects become 
significant (Bear, 1972). Therefore the Forchheimer equation may 
perform better than Darcy’s law in situations with high flow velocities. 
[Note: the Reynolds number in this statement is defined as 𝑅𝑒𝐷 = 𝑞𝑑

𝜈 , 
where 𝑑 [m] is a characteristic length which has been defined by various 
authors between 𝑑10 and the mean grain size, 𝜈 is the kinematic viscos-
ity of the fluid]. In flows along the interface between open channels 
and porous media, or in aquifers with preferential flow paths Darcyan 
flow cannot be applied (Jennings and Pisipati, 1999). Brinkman (1949) 
developed an alternative equation with which these interface flows 
can be resolved. The combined Brinkman–Forchheimer (BF) equation 
is shown in Eq.  (3). 
∇𝑝 − 𝜇′∇2𝑢 +

𝜇
𝜅
𝑢 + 𝛽𝜌𝑤𝑢

2 − 𝐹 = 0 (3)

In this equation, 𝜇′ [kg∕(m s)] is the effective viscosity (it is often 
assumed equal to the viscosity 𝜇) and 𝜅 [m2] is the intrinsic perme-
ability of the soil, which is related to the hydraulic conductivity as 
𝜅 = 𝑘𝜇∕(𝜌𝑔). The Forchheimer term 𝛽𝜌𝑤𝑢2 accounts for inertial effects, 
in which 𝛽 [1∕m] is an empirically determined coefficient. 𝐹  is a vector 
to account for volume forces such as gravity. It is usually not included 
in the brinkman equation, but (Bersan et al., 2013) used this term in 
BEP modelling. The Brinkman term 𝜇∇2𝑢 represents diffusion. When 
the permeability in Eq.  (3) is large, the equation represents laminar 
open/conduit flow; when the permeability is small the equation ap-
proximates groundwater flow. Therefore, the Brinkman–Forchheimer 
equation can represent the flow in both the porous medium and the 
conduit.

3.2. Free fluid flow

Free fluid flow can be modelled using continuum methods such 
as FDM or FEM of the Navier–Stokes equations or using the Lattice-
Boltzmann method. Fluid flow occurs both in the aquifer and in the 
pipe, although there is more resistance to flow in the aquifer due to 
the soil skeleton. In BEP models that use DEM, free fluid flow modelling 
is used in the entire domain to compute the flow velocities and pres-
sures. Fluid flow is governed by the conservation of mass, momentum 
and energy. The convective form of the incompressible Navier–Stokes 
(NS) equations is shown in Eqs. (4)–(5); these are derived from the 
conservation of mass and momentum.

∇ ⋅ 𝑢 = 0 (4)

𝜌𝑤
( 𝜕𝑢
𝜕𝑡

+ (𝑢 ⋅ ∇)𝑢
)

= 𝜇∇2𝑢 − ∇𝑝 + 𝜌𝑤𝑓𝑖 + 𝜌𝑤𝑔 (5)

In these equations, 𝑓𝑖 [m∕s2] is any forcing/resistance term that 
can be added. In BEP modelling (Shamy and Aydin, 2008; Wang and 
Ni, 2013; Nie et al., 2022), the Ergun equation (Ergun, 1952) Eq. (6) 
and the Di-Felice equation (Di Felice, 1994) Eq. (7) have been used 
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Table 2
Comparison flow modelling.
 Aquifer flow Pipe flow Advantage Disadvantage Nr. of models 
 Free fluid flow Free fluid flow Physics based Extremely computationally expensive 5  
 BF BF/NS Physics based Computationally expensive, 

regression based erosion laws
2  

 Darcy 1D pipe flow Experimentally validated, 
computationally cheap

Many assumptions and calibration 
factors, simplification of physics

18  

 Darcy Darcy Computationally cheap Uncertainty of the permeability 
increase may lead to large errors in 
the head loss in the pipe

12  
as resistance terms to represent the soil-fluid interaction. The Ergun 
resistance term is similar to the Brinkman–Forchheimer equation. 

𝑓𝐸𝑟𝑔𝑢𝑛 =
(

150
(1 − 𝑛)2

𝑛𝜌𝑤𝑑2
𝜇 + 1.75

(1 − 𝑛)|𝛥𝑣|
𝑑

)

𝛥𝑣 (6)

𝑓𝐷𝑖−𝐹𝑒𝑙𝑖𝑐𝑒 =
1
2
𝐶𝑑𝜋

(𝑑
2

)2
𝛥𝑣|𝛥𝑣| ⋅ 𝑛1−𝜒 (7)

In these equations, 𝑑 [m] is the grain diameter and 𝛥𝑣 [m∕s] the 
difference in flow velocity between the particle and the fluid. Similar 
to Eq.  (3), the Ergun equation includes the pressure loss due to iner-
tia. In the Di-Felice equation, 𝐶𝑑 is the drag coefficient and 𝜒 is an 
empirical correction factor.

As an alternative to solving NS using continuum methods, the flow 
in the aquifer and pipe has been computed using the Lattice-Boltzmann 
method (Perumal and Dass, 2015) in combination with DEM for BEP 
modelling (Tran et al., 2017; Froiio et al., 2019). In this approach, the 
fluid density is simulated in collision and streaming steps. In streaming 
steps, fluid moves to neighbouring nodes on the lattice, and in each 
collision step the incoming fluid is redistributed according to the local 
equilibrium distribution function Eq. (8). 

𝑓 𝑐
𝛼 (𝑥, 𝑡) = 𝑓𝛼(𝑥, 𝑡) −

𝛥𝑡
𝜏𝑓

(𝑓𝛼(𝑥, 𝑡) − 𝑓 𝑒𝑞
𝛼 (𝑥, 𝑡))

𝑓𝛼(𝑥 + 𝑒𝛥𝑡, 𝑡 + 𝛥𝑡) = 𝑓 𝑐
𝛼 (𝑥, 𝑡)

(8)

In these equations, 𝑓 𝑐
𝛼 (𝑥, 𝑡) is the density component in direction 𝛼

at the location 𝑥 and time 𝑡, the index 𝑐 refers to the post-collision state. 
The parameter 𝑒 is the velocity, 𝜏𝑓  is the relaxation time and 𝛥𝑡 is the 
time step. In comparisons between NS solved with FEM and LBM, it 
is demonstrated that similar accuracy can be achieved (Kandhai et al., 
1998; Geller et al., 2006; Schlauch et al., 2013). These comparative 
studies reached different conclusions on what the more computation-
ally efficient approach is. The most efficient approach may depend 
on the application. There is no comparative study oriented at BEP 
modelling.

In BEP models that use DEM, either a continuum method to solve NS 
or LBM is applied. Both NS and LBM are computationally expensive to 
solve; therefore, these approaches are not widely applied in engineering 
practice. As shown in Table  2, there are only 5 models that apply DEM 
modelling. The advantage of this type of flow modelling is that the 
fundamental physics is accurately represented, with few simplifying as-
sumption. BEP models that use (variations of) the BF equation represent 
the pipe using (variations of) the NS equations (Bersan et al., 2013; 
Fujisawa, 2016). However, including the convective term ((𝑢⋅∇)𝑢) of the 
NS equation has been criticized in combination with the Forchheimer 
term (Nield, 1991), because of its overestimation of inertia in the 
porous media domain. Additionally, the BF equation is intended for 
high-porosity/high hydraulic conductivity soils (𝑛 > 0.6, 𝑛[−] is the 
porosity) (Joseph et al., 1982; Nield, 1991).

3.3. Headloss in the pipe

To reduce the computational effort of flow modelling in BEP, the 
flow inside of the erosion channel is often simplified using 1D pipe 
flow equations. These equations are steady-state approximations and 
8 
assume that the impact of lateral influx on the shear stress is negligible. 
The impact of the steady-state assumption for pipe flow has not been 
studied for BEP. During pipe progression, the flow at the pipe tip will 
accelerate. The assumed steady-state flow velocity is larger than the ac-
celerating flow velocity; therefore, erosion rates may be overestimated 
at the tip of the pipe. Models that combine Darcyan flow with 1D pipe 
flow equations are the most common in BEP modelling (Table  2). The 
Darcy–Weisbach equation as shown in Eq.  (9) is one example of such 
a head loss equation. 
𝛿ℎ
𝛿𝑥

= 𝑓 𝑢2

2𝑔𝐷ℎ
(9)

In this equation, the head gradient 𝛿ℎ𝛿𝑥  is a function of 𝑓 [−] which 
is a friction factor that depends on the fluid properties, the geometry 
and roughness of the conduit. The hydraulic diameter is 𝐷ℎ [m] and 
𝑔 [m∕s2] is the gravitational acceleration. Slightly different versions of 
this equation are also used (Zhou et al., 2012; Wang et al., 2014). In 
case of laminar flow, the friction factor only depends on the flow itself 
and the geometry of the pipe; see Eq. (10). 

𝑓 =
𝛽𝑔𝑒𝑜𝑚
𝑅𝑒

(10)

The Poiseuille number 𝛽𝑔𝑒𝑜𝑚[−] is a cross-section-dependent vari-
able and 𝑅𝑒 is the Reynolds number. Inserting Eq. (10) into Eq. (9) 
results in Poiseuille’s law. Because both Poiseuille’s law and Darcy’s 
law show a linear relationship between flow velocity and pressure 
gradient, the friction can be rewritten as an equivalent permeability. 
The resulting expression for the equivalent permeability (11) is derived 
by combining Eqs. (1), (9) and (10) This expression is often used in BEP 
modelling (Bersan et al., 2013; Esch et al., 2013; Aguilar-López et al., 
2016; Robbins and Griffiths, 2021a; Wewer et al., 2021): 

𝜅𝑒𝑞 =
2𝐷2

ℎ
𝛽𝑔𝑒𝑜𝑚

(11)

If the flow is turbulent, wall friction is of great importance. There is 
no expression for an equivalent permeability in turbulent flow, because 
the correlation between the pressure gradient and flow velocity is 
not linear; therefore, this has to be solved implicitly. The empirical 
Moody-Diagram (Moody, 1944) can be used to derive the friction 
factor; however, in numerical modelling this is difficult to apply. In 
BEP modelling, Robbins and Griffiths (2021a) used the explicit relation 
by Romeo et al. (2002) Eq. (12) to determine the turbulent friction in 
the pipe. 

1
√

𝑓
= −2𝑙𝑜𝑔10

( 𝜖
𝐷ℎ

3.7065
− 5.0272

𝑅𝑒
𝑙𝑜𝑔10

( 𝜖
𝐷ℎ

3.827
−

4.567
𝑅𝑒

𝑙𝑜𝑔10

(( 𝜖
𝐷ℎ

7.7918

)0.9924

+
( 5.3326
208.815 + 𝑅𝑒

)0.9345
) ))

(12)

Similarly Okamura and Kusube (2025) assumed the following rela-
tion for turbulent pipe flow: 

1
√

𝑓
= −2𝑙𝑜𝑔10

(

2𝑑
𝐷ℎ

)

+ 1.74 (13)
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Fig. 7. Moody diagram with different equations to determine the Darcy–
Weisbach friction factor.

Eqs.  (10), (12) and (13) are shown in the Moody diagram in Fig.  7. 
Eq. (12) converges towards Eq.  (13) for high Reynolds numbers. And 
when the grain-size to pipe depth ratio is large, the difference in friction 
is small. For smooth pipes, Eq.  (13) underestimates the friction in the 
pipe. However, smooth pipes are unlikely to occur in BEP, especially 
in combination with small Reynolds numbers.

Alternatively the friction factor can be an input parameter chosen 
by the user (Rotunno et al., 2019).

The flow regime inside the pipe is determined by means of the 
dimensionless Reynolds number Eq. (14)

𝑅𝑒 =
𝜌𝑢𝐷ℎ
𝜇

(14)

The critical Reynolds number, beyond which flow can no longer be 
considered laminar, for circular pipes is approximately 2300 (Pritchard 
and Mitchell, 2016), whereas the critical Reynolds number for parallel 
plates is 2800 (Tosun et al., 1988; Hanks and Ruo, 1966).

Most authors assume laminar flow because of its relative simplicity 
and because in some small-scale experiments with injected dye, limited 
mixing was observed and the Reynolds number was relatively low 
(order of ≈102) (Robbins and Van Beek, 2017; Van Beek et al., 2019). 
However, at large-scale or field-scale, the pipe dimensions and flow 
regime are unknown. In centrifuge experiments, Reynolds numbers 
exceeding the critical Reynolds number have been observed (Okamura 
et al., 2022). It has been shown in a 2D top view model, that even 
with a low permeability sand (with a hydraulic conductivity of 𝑘 =
10−5 m∕s), Reynolds numbers exceeding the critical value can occur in 
BEP when the aquifer depth is large (Robbins and Griffiths, 2021a). 
These calculations, which assumed turbulent pressure loss in the pipe, 
resulted in a slightly lower critical head, although the difference was 
small. When laminar flow is assumed, but the flow is turbulent, the 
friction in the pipe is underestimated. Therefore, the hydraulic gradient 
in the pipe will be smaller and the critical head will be overestimated 
if laminar flow is assumed.

In 1D pipe flow equations, the impact of the lateral influx on the 
acting shear stress is assumed to be negligible. In a comparative study 
between Hagen–Poisseuille and Stokes flow, in which a small-scale 
BEP experiment was modelled, the difference between the approaches 
was negligible (Bersan et al., 2013). However, in the model by Xiao 
et al. (2023), which assumes laminar flow, the lateral influx is explic-
itly included in the friction coefficient based on the empirical model 
by Ouyang et al. (1998); their model shows a significant increase of 
the hydraulic gradient where the lateral influx is largest. 
𝑓 = 𝑓 (1 + 0.043𝑅𝑒0.6142) (15)
𝑡𝑜𝑡𝑎𝑙 𝑡𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙 𝑤
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In this equation, the tangential friction factor 𝑓𝑡𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙 equals the 
laminar friction factor of Eq.  (10) and 𝑅𝑒𝑤 = 𝜌𝑤𝑢𝑝2𝑑

𝜇  is the inflow 
Reynolds number based on the lateral inflow velocity 𝑢𝑝. In case of 
turbulent flow, the friction factor tends to decrease with a lateral 
influx (Ouyang et al., 1998; Cheng and Chiew, 1999; Francalanci et al., 
2008; Lu et al., 2008).

A common assumption is that there are no additional pressure 
losses due to cross-section fluctuations and meandering of the pipe. 
Pressure losses due to meandering and cross-section fluctuations were 
accounted for in one model (Wewer et al., 2021) by applying correction 
coefficients; however, validation of these coefficients is lacking.

As shown in Table  2, this type of modelling is the most common. 
Consequently, it is also the most calibrated and validated modelling 
method, but models in this category struggle with accurately repre-
senting the large-scale, 3D, time-dependent process of BEP without 
calibration (Pol et al., 2024; Callari and Pol, 2022). It is expected that 
this deviation is caused by previously mentioned assumptions, which 
may not hold up in large-scale experiments, and the experimental 
calibration which is performed using mostly small-scale experiments.

3.4. Darcyan pipe flow

Models which increase the hydraulic conductivity of the pipe(zone) 
with a given parameter 𝐶[−] with respect to the aquifer are essentially 
a Darcyan seepage flow analysis. The equation to increase the hydraulic 
conductivity is Eq. (16). 
𝜅𝑒𝑞 = 𝐶𝜅 (16)

This increase coefficient 𝐶[−] ranges from 5 to 20,000 (Ding et al., 
2007; Kanning and Calle, 2013; Robbins, 2016; Fascetti and Oskay, 
2019a). Alternatively, the value of 𝜅𝑒𝑞 can be directly assumed (Barend-
sen, 2020). With calibration, a critical head similar to experiments may 
be obtained, but the model cannot be scaled or extrapolated. Therefore, 
this type of models are more suitable for qualitative or comparative 
studies.

Alternatively, the increase in hydraulic conductivity can be calcu-
lated based upon the increase in porosity (Liang et al., 2017; Rahimi 
et al., 2021; Fascetti and Oskay, 2019b). In this approach fine grains 
are eroded from the soil skeleton due to seepage flow. The porosity and 
hydraulic conductivity increase because of this. The process described 
with this type of modelling is more similar to suffusion than BEP, 
because no hollow conduit is created.

4. Erosion

Erosion in BEP is subdivided into primary erosion (at the tip of the 
pipe) and secondary erosion (in the body of the pipe). Erosion leads to 
the growth (lengthening, deepening, widening) of the pipe. The onset 
of motion criterion defines whether erosion is occurring and transport 
equations determine the amount of erosion. As shown in Fig.  8, 17 
models have an onset of motion criterion without transport equations, 
most of these models are quasi-steady-state. To model time-dependent 
BEP, transport equations are required; these generally depend on the 
amount by which the load exceeds the onset of motion criterion. 
Currently, 12 BEP models have transport equations. The other 8 models 
are either steady-state or use erosion laws better suited for other types 
of internal erosion. In Table  1 the erosion type per model can be found.

4.1. Primary erosion

Currently, there are three main groups of primary erosion criteria. 
Each of these criteria uses a quantity proportional to the hydraulic 
gradient to assess if primary erosion is occurring. The different primary 
erosion methods are explained below and visualized in Fig.  9.
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Fig. 8. Overview of erosion types applied in BEP modelling. SE and PE are 
secondary erosion and primary erosion respectively. In DEM models, Newton’s 
law is applied to determine the displacement of grains. 𝑇  refers to the presence 
of transport equations.

1. Critical secant gradient: In this method, a critical (secant) gra-
dient in front of the pipe tip is established and, if exceeded, 
the pipe progresses. The critical secant gradient in front of the 
pipe tip can be determined experimentally. However, due to the 
meandering nature of BEP and the limited number of pressure 
sensors in an experiment, measuring the tip gradient is difficult. 
Experiments that constrain the pipe along a given path, thereby 
limiting the meandering, have been used to determine the crit-
ical secant gradients. Critical secant gradients ranging between 
0.2 and 1.5 have been found experimentally (Xiao et al., 2019; 
Pol et al., 2022; Robbins, 2022). The critical secant gradient 
depends on the length over which it is determined. To overcome 
this length effect of the critical secant gradient, Robbins and 
Griffiths (2022) developed the critical secant gradient function 
(CSGF) similar to the derivation for the head profile in front of 
the pipe tip by Xiao et al. (2019). 

𝑖𝑐𝑠,𝑡𝑖𝑝 =
𝐶𝐶𝑆𝐺𝐹
√

𝑥𝑡𝑖𝑝
(17)

The material factor 𝐶𝐶𝑆𝐺𝐹 [
√

𝑚] depends on the grain size, the 
uniformity coefficient and the void ratio and 𝑥𝑡𝑖𝑝 [m] is the 
upstream distance from the pipe tip. With the CSGF, the critical 
secant gradient measured at a small-scale can be translated to 
the critical secant gradient over a larger distance, which is easier 
to implement in numerical modelling.

2. Collapse of the pipe tip: In this conceptualization it is assumed 
that the gradient in front of the pipe tip is always sufficient 
to lead to the collapse of the pipe tip. However, this collapse 
leads to the deposition of sand grains at the bottom of the pipe 
tip (Pol et al., 2022). Due to this collapse and deposition, the 
erosion channel is narrower at the tip, causing the pressures 
to rise at the tip. Because of these increased pressures, the 
10 
gradient at the tip is smaller and the progression stops until the 
collapsed grains are transported from the bottom of the pipe tip. 
Only then can progression occur again Pol et al. (2022). In this 
conceptualization, the pipe progression is strongly influenced by 
secondary erosion because this leads to the removal of grains at 
the bottom of the pipe tip. This theory fits with the experimental 
occurrence of an equilibrium and is supported by the strong 
correlation found between the progression rate and the shear 
stresses at the bottom of the pipe tip (Pol et al., 2022). Models in 
which only secondary erosion is used to determine if progression 
occurs (Sellmeijer, 2006; Esch et al., 2013; Wewer et al., 2021) 
imply this conceptualization. In case of barriers in the pipe 
path or highly heterogeneous soils, this method is less suitable 
because in these situations the collapse of the tip may not occur, 
even when grains from the bottom of the pipe tip have been 
removed. The direction of propagation of the pipe tip cannot be 
determined accurately without a criterion in front of the pipe 
tip.

3. Increased porosity: Another conceptualization of the tip pro-
gression is that, due to the concentration of flow towards the 
tip of the pipe, the porosity increases. This can be explained 
by the removal of fine grains from the soil skeleton (Rotunno 
et al., 2019; Wang et al., 2014). Some authors observed the 
rearrangement of fine grains in front of the pipe tip (Pol et al., 
2022; Vandenboer, 2019). The erosion of fine grains is based 
on the exceedance of an onset of motion criterion which differs 
per author. The removal of fine grains leads to an increase in 
porosity in front of the pipe tip. This increase in porosity causes 
an increase in hydraulic conductivity; often the Kozeny–Carman 
relation (Carman, 1956) is used to relate the porosity to the 
hydraulic conductivity. After an assumed (or calibrated) critical 
value for the porosity in front of the pipe tip is reached, the tip 
collapses and the pipe progresses.

Primary erosion can be implemented in three different ways in the 
numerical modelling of BEP. (I) The pipe has a fixed (straight) path 
and primary erosion leads to the lengthening along this path (Rotunno 
et al., 2019). (II) The pipe chooses the path of least resistance. This 
results in a single meandering pipe (Kanning and Calle, 2013) in 
a heterogeneous field or a pipe progresses downward underneath a 
barrier (Wang et al., 2014). (III) The pipe can progress in any direction 
exceeding the critical gradient. This allows for both meandering and 
branching of the pipe (see Fig.  1) (Robbins and Griffiths, 2021a; Rahimi 
et al., 2021).

DEM studies have shown that there is an arching effect (Fang 
et al., 2020) in front of the pipe tip, which may be one of the causes 
for resistance of the pipe tip against primary erosion (Tran et al., 
2017; Froiio et al., 2019). However, the conditions under which this 
arching effect occurs are not yet fully understood. In a 3D macro-
scale CFD-DEM model, Nie et al. (2022) concluded that increasing 
hydraulic gradients leads to a greater range of contact forces between 
particles with depth. In addition to the horizontal seepage forces of 
primary erosion, vertical seepage forces may also be important in the 
progression of the pipe tip. Vertical seepage flows may weaken the 
tip due to the strong concentration of flux, and associated heave can 
result in a deep/rounded pipe tip shape (Hanses, 1985; Schmertmann, 
2000; Allan, 2018; Xiao et al., 2019). Contrary to this deep pipe tip, 
a shallow pipe tip with a gradual slope is also observed in small scale 
experiments (Vandenboer et al., 2019; Pol et al., 2022). Additionally, 
vertical seepage flow is relevant to flow around vertical barriers, such 
as sheet pile walls. To study the impact of vertical seepage on BEP, 
experimental research can be combined with DEM modelling.
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Fig. 9. Primary erosion modelling methods. 1: the critical secant gradient, 2: 
collapse of the pipe tip, 3: increased porosity.

4.2. Secondary erosion

Secondary erosion is caused by tangential flow along the bottom 
and walls of the pipe, which leads to the deepening and widening of 
the pipe. Erosion occurs when the forces (e.g. drag, lift, gravity) acting 
on a grain are out of equilibrium. It is often expressed in terms of an 
onset of motion criterion which has to be surpassed. The driving forces 
are expressed as a function of either the hydraulic gradient 𝑖[−] the 
shear stress 𝜏 [kN∕m2], the Shields parameter 𝛩[−] or the flow velocity 
𝑢 [m∕s]. These parameters can be related to each other using Eqs. (18), 
(19) and (20).

In steady-state conditions, the shear stress can be derived by the 
equilibrium of forces in a cross-section. The shear stress is linearly 
correlated to the hydraulic gradient inside the pipe 𝑖𝑝𝑖𝑝𝑒. 

𝜏 = 𝐷ℎ
4

𝜌𝑤𝑔𝑖𝑝𝑖𝑝𝑒 (18)

In this equation the hydraulic diameter is 𝐷ℎ [m]. In a parallel plate 
geometry, which is often assumed in BEP modelling, 𝐷ℎ = 2𝑎, where 𝑎
is the depth of the pipe.

The flow velocity 𝑢 can be related to the critical shear stress using 
the following expression, as was derived by Pol et al. (2022) based 
on (Sellmeijer, 1988) and Spiga and Morino (1994). 

𝜏𝑢,𝑎 =
6𝜇𝑢
𝑎

(19)

The critical shear stress (𝜏𝑐) can be expressed as critical Shields 
parameter (𝛩𝑐), which is defined as: 

𝛩𝑐 =
𝜏𝑐

(𝜌𝑠 − 𝜌𝑤)𝑔𝑑
= 𝑓𝑢𝑛𝑐

(

𝑅𝑒∗
)

(20)
11 
In this equation, 𝜌𝑠 is the density of the grains. The function 𝑓𝑢𝑛𝑐()
was originally not defined but, instead, experimental results were di-
rectly plotted on the Shield diagram (Fig.  10). The particle Reynolds 
number is defined as 𝑅𝑒∗ = 𝑢∗𝑑

𝜈 . Its value indicates whether the hy-
draulic conditions are smooth (the grain experiences only laminar flow) 
or rough (the grains protrude the laminar sub-layer and experience 
turbulent flow). As such, the Shields diagram can visualize the impact 
of different hydraulic regimes on the sediment transport. The particle 
Reynolds number depends on the dimensionless shear stress (𝑢∗ =
√

𝜏𝑏
𝜌𝑤
). Because the particle Reynolds number depends on the shear 

stress, the formulation is implicit and requires an iterative approach 
to find a solution. Alternatively, the Shields diagram can be expressed 
by the dimensionless grain size 𝐷∗ = 𝑑50

3
√

𝛥𝑔
𝜈2

 (Van Rijn, 1984). An 
advantage of expressing the Shields parameter as a function of the 
dimensionless grain size is that the formulation is explicit. The particle 
Reynolds number and the dimensionless grain size are related through 
the following expression: 𝑅𝑒∗ =

√

𝐷∗3𝛩𝑐 .
There are many different methods to determine the onset of motion 

criterion. Most depend on the grain size and weight of the soil, as well 
as the loading conditions. Several of these methods are shown in Fig. 
10. The explicit relation by Cao et al. (2006) is included as reference 
because it covers both the hydraulic smooth (left side of the figure) and 
hydraulic rough (right side of the figure) regime.

One of the onset of motion criteria used in BEP modelling is 𝜏𝑐 =
𝑑50 (Briaud et al., 2017). This empirical relation where 𝑑50 is in mil-
limetres is used by Robbins and Griffiths (2021a) [Note: the units are 
inconsistent, 𝜏𝑐 is in N∕m2]. Because 𝜏𝑐 is linearly correlated to the 
grain size in this criterion, the Shields parameter is independent of 
grain size (see Eq. (20) and Fig.  10). Robbins (2022) improved the 
empirical onset of motion criterion by Briaud et al. (2017), by adding 
an exponent 𝜏𝑐 = 𝑑0.850 . Another linear correlation between the grain size 
and critical shear stress was derived by White (1940) and is applied in 
several models (Sellmeijer, 2006; Esch et al., 2013; Aguilar-López et al., 
2016). The shear stress over a grain is integrated over the surface area 
and the resistance force is due to gravity and the interlocking of the 
grains. The critical shear stress according to White is: 
𝜏𝑐 = 𝜂 𝜋

6
𝜌′𝑔𝑑𝑥𝑡𝑎𝑛(𝜃) (21)

In this equation 𝜌′ = 𝜌𝑠 − 𝜌𝑤 is the effective density of a submerged 
particle. White’s coefficient 𝜂 = 0.25 [-] and the bedding angle 𝜃 =
37◦ were chosen as conservative values by Sellmeijer based on the 
large BEP flume experiments (Silvis, 1991) [Note: originally there were 
two coefficients, 𝛼 and 𝜂, in White (1940) but in BEP modelling they 
are assumed as a single parameter 𝜂 since the work by Sellmeijer 
and Koenders (1991)]. The suitability of White’s criterion for BEP is 
a subject of debate (Pol, 2020) since it was originally based on a 
limited range of experiments and because it shows a poor fit with other 
experiments (see the green dotted line in Fig.  10). White’s expression 
for the critical shear stress was extended based on a larger range of 
laminar flow flume experiments (Van Beek, 2015). This resulted in an 
alternative expression for 𝜃 = 8.125𝑙𝑛(𝑑50) − 38.777, in which White’s 
coefficient is 𝜂 = 0.3 and the grain size is defined as the 50 percentile 
grain size 𝑑𝑥 = 𝑑50 [m]. This expression is shown as the green dashed 
line in Fig.  10.

A multivariate calibration of Sellmeijer’s semi-analytical model 
based on experimental data resulted in a revised calculation rule (Sell-
meijer et al., 2011). In this rule an additional calibration coefficient 
for the grain size of 

(

𝑑70
𝑑70,𝑚

)0.6
 was introduced, where 𝑑70,𝑚 denotes 

the median grain size used in the calibration experiments. There is no 
physical explanation for the calibration coefficient; it may be caused 
by vertical seepage in BEP or by non-laminar flow inside the erosion 
channel. By assuming this coefficient is erosion-related and adding this 
coefficient to Eq.  (21), this results in Eq.  (22), as was done by Van Beek 
(2015) and Van Beek et al. (2022). 

𝜏𝑐 = 𝜂 𝜋 𝜌′𝑔𝑑𝑥𝑡𝑎𝑛(𝜃)
(

𝑑70
)0.6

(22)

6 𝑑70,𝑚
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Fig. 10. Secondary erosion criteria plotted on the Shields diagram. The model by Cao et al. (2006) has not been used in BEP modelling but is added because 
it shows a wider range over the Shields diagram. Sellmeijer et al. (2011) and Hoffmans and Rijn (2018) are part of (semi-)analytical BEP models and the latter 
has not been used in the numerical modelling of BEP.
This equation is plotted in Fig.  10 as a function of the particle 
Reynolds number labelled as ‘‘Sellmeijer et al. (2011), 𝑑70 based’’. 
Because the calibration was performed assuming a 𝑑70 grain size, error 
margins of ±20% of the grain size are included in Fig.  10. It is assumed 
that 𝑑70

𝑑70,𝑚
= 𝑑50

𝑑50,𝑚
; therefore, the exponent of 0.6 in Eq.  (22) remains the 

same.
Unlike shear stress-based type of onset of motion criteria, an exam-

ple of a velocity-based criterion, as applied in BEP modelling (Zhou 
et al., 2012), is shown below. 

𝑢𝐻𝑐 = 𝐾𝑐

√

4𝑔𝑑50𝑓𝑓
3(𝐾1𝑓𝑓 + 1)𝐶𝑥

(

𝜌𝑠
𝜌𝑤

− 1
)

(23)

𝑢𝑉 𝑐 =
𝛼
𝐾𝑣

√

4𝑔𝑑50
3𝐶𝑑

(

𝜌𝑠
𝜌𝑤

− 1
)

(24)

In Eqs. (23) and (24) the grain-to-grain friction is expressed by the 
coefficient 𝑓𝑓 = 0.3. 𝛼 = 0.8 is a coefficient that relates to the grain 
shape. 𝐾𝐶 = 1.5, 𝐶𝑑 = 2.0, 𝐶𝑥 = 1.0, 𝐾𝑣 = 0.3 and 𝐾1 = 0.3 are 
unspecified coefficients. The pipe depth is assumed to be constant at 
0.0015 m (Zhou et al., 2012). Eq.  (23) is rewritten as a function of the 
Shields parameter using Eq.  (19), the equation is plotted as a light blue 
line in Fig.  10. The figure shows that Eq.  (23) is more conservative than 
most other approaches, because it assumes a lower critical value.

Fig.  10 shows the Shields diagram, where the 𝑦-axis represents 
the critical Shields parameter and on the 𝑥-axis the particle Reynolds 
number. The different onset of motion criteria used in numerical BEP 
models are displayed as lines. Crosses are used in case no model 
is given, but only a critical onset of motion value is provided. BEP 
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experiments are displayed as grey dots and averages of experimental 
series as hollow circles or squares. This figure displays the wide range 
in onset of motion criteria that are applied in BEP modelling. This 
wide range will significantly impact the outcome of the BEP model. 
Additionally, the BEP experiments themselves show a large variabil-
ity in critical Shields parameters although the range in grain sizes 
is limited. The regressions of BEP experiments by Pol et al. (2022) 
(displayed as grey patches) indicate that the critical Shields parameter 
becomes lower near the tip/larger near the exit. This may be attributed 
to a relatively large upward seepage through the pipe bottom close 
to the pipe tip (Pol et al., 2022). A similar trend was shown in the 
BEP centrifuge experiments by Okamura et al. (2022). Refining onset 
of motion criteria in BEP modelling is essential to ensure physically 
sound results. Models that are independent of the particle Reynolds 
number (White, 1940; Mantz, 1977; Briaud et al., 2017) do not capture 
dependence of the critical Shields parameter and the particle Reynolds 
number that is observed in BEP experiments. However, even models 
that do incorporate this dependency cannot accurately represent all 
BEP experiments. Therefore, more experimental research is required to 
refine the onset of motion criteria for secondary erosion.

When incorporating onset of motion criteria in groundwater flow 
models, the critical shear stress is often rewritten as a critical gradient 
𝑖𝑐 =

𝛿ℎ𝑐
𝛿𝑥  in the 𝑥-direction parallel to the pipe bed, because this quantity 

can easily be derived from the groundwater flow calculations. For 
White’s onset of motion criterion, this is done by combining Eqs. (18) 
and (21): 

𝑖𝑐 =
4𝜋 𝜌′ 𝜂𝑑𝑥𝑡𝑎𝑛(𝜃) (25)

6 𝜌𝑤 𝐷ℎ



E.M. van der Linde et al. Environmental Modelling and Software 194 (2025) 106681 
Assuming an infinitely wide pipe (parallel plates) (𝐷ℎ = 2𝑎) results 
in Eq.  (26) (Sellmeijer, 2006). 

𝑖𝑐 =
𝜋
3

𝜌′

𝜌𝑤

𝜂𝑑𝑥𝑡𝑎𝑛(𝜃)
𝑎

(26)

The shape of the pipe, the dimensions of the pipe and secondary 
erosion are strongly linked in the modelling of backward erosion pip-
ing. If the secondary erosion criterion is only applied at the bottom 
of the pipe, development of the pipe width is determined by a pre-
defined cross-section shape. In BEP modelling this is often chosen as 
rectangular with a given width (𝑤) over depth (𝑎) ratio (𝑤𝑎 ) (Van 
Beek et al., 2022; Robbins and Griffiths, 2021a) or circular (Rotunno 
et al., 2019). The assumption of the pipe shape can greatly impact 
the critical head; however, the true shape of the pipe is uncertain 
and difficult to predict. In lab experiments with rigid cover layers, 
very wide pipes are observed (Vandenboer et al., 2017), whereas in 
recent field experiments with natural clay covers, the pipe shapes were 
nearly circular at some locations. This difference between lab and field 
may be attributed to the presence of fines, the erodibility of the cover 
layer and the more gradual transition between aquitard and aquifer. 
As an alternative to predefining the shape of the pipe, it is possible 
to let the pipe develop freely within the domain, as happens in DEM 
modelling. Another approach is to average the gradients in the pipe 
and to assess secondary erosion in the entire pipe based on the average 
gradient (Aguilar-López et al., 2016).

The widening due to secondary erosion can be implemented in 
several ways in the numerical BEP model. If a fixed cross-section ratio 
is given, the deepening of the pipe results in a proportional widening 
of the pipe. When assuming a pipe of infinite width, the resulting 
pipe depth will be small because the cross-section is large. Esch et al. 
(2013) found pipe depths of approximately 30 grains in a large scale 
simulation. However, when assuming a round pipe, the resulting pipe 
depths will be significantly larger. Rotunno et al. (2019) found pipe 
depths of 100 grains or more in a large-scale simulation. The depth of 
the erosion channel increases with the scale of the experiment.

4.3. Sediment transport equations

To model time-dependent progression of the erosion channel, a 
transport equation is required in addition to time-dependent ground-
water flow. These models often use a sediment mass conservation 
law, such as the Exner equation. In Eq.  (27) a reformulated version is 
presented, with the pipe depth 𝑎 [m] and the bedload transport 𝑞𝑏 [m∕s].

(1 − 𝑛) 𝛿𝑎
𝛿𝑡

=
𝛿𝑞𝑏
𝛿𝑥

(27)

The Exner equation states that the difference in incoming and 
outgoing sediment equals the bed level change in time.

The bedload transport is often expressed as a function of the dimen-
sionless bedload transport 𝑞∗𝑏 . 

𝑞𝑏 =
𝑞∗𝑏

(𝜌𝑠 − 𝜌𝑤) ∗ 𝑔 ∗ 𝑑3
𝜈

(28)

There are many different expressions for the dimensionless bedload 
transport. Table  3 provides an overview of the different transport 
equations that are used in BEP modelling.

The transport equations of Yalin, Charru, Cheng, and Ouriemi were 
used by Pol (2022) in comparison with BEP experiments and by Wewer 
et al. (2021) for the numerical modelling of BEP. Both studies showed 
that the transport equations by Yalin and Cheng perform best. A new 
calibration on flume experiments was performed by Pol et al. (2022). 
The resulting equation was further refined using BEP experiments. In 
the numerical model by Pol et al. (2024), onset of motion criteria for 
both primary and secondary erosion are used, but only a transport 
equation for secondary erosion is provided. The omission transport of 
the pipe tip is assumed to have a negligible effect. Another approach 
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is to only use secondary erosion averaged over the entire pipe length. 
By relating the length of the pipe to the average depth, secondary 
erosion will also lead to lengthening of the pipe (Wewer et al., 2021). 
Computationally averaging the pipe depth over the pipe length is less 
expensive. However, there is no comparative study that assesses the 
impact of averaging the pipe depth. Consequently, the error made 
by this simplification is not quantified. The only model that incor-
porates transport equations for both primary and secondary erosion 
was developed by Rotunno et al. (2019). The model is calibrated 
based on several large-scale experiments but the calibrated values vary 
significantly between the different experiments (Callari and Pol, 2022); 
therefore, further validation is required. A model with a transport 
equation based on flow perpendicular to the pipe/aquifer interface 
was developed by Fujisawa (2016). The transport equation is based on 
heave experiments. However, this model does not seem to be validated 
by BEP experiments. Although (Rahimi et al., 2021) uses the term 
‘‘time-dependent progression’’, the progression of the pipe is not based 
on a transport equation. Because of this, it is expected that the progres-
sion rate mainly depends on the imposed time step of the model (Pol, 
2022). The model by Wang et al. (2014) uses a transport equation for 
sediment, but this is not coupled with transient groundwater flow and 
is therefore not a time-dependent model. DEM models are inherently 
time-dependent because their governing equations rely on Newton’s 
second law of motion.

Since BEP is a time-dependent process, a single flood event might 
not result in immediate dike failure, as the pipe may not progress over 
the fully develop along the seepage path. Compared to the steady state 
assumption of the high water event assumed to be permanent, the 
estimated dike failure probability for a given design period is reduced 
by including time-dependence. The current time-dependent numeri-
cal models require additional validation and investigation; especially 
in large-scale 3D situations, the uncertainty of the existing models 
increases (Pol et al., 2024).

5. Discussion

Although the numerical modelling of BEP has improved signifi-
cantly over the past decades, there are still numerous challenges and 
further improvements to be made. An overview of the most pressing 
challenges can be found in Table  4. These improvements are related 
to the following areas: the representation of BEP itself, the modelling 
of related processes such as uplift, heave, and macrostability, and the 
optimization of numerical methods.

5.1. Challenges in representing BEP

BEP is a process in which macro-scale groundwater flow interacts 
with micro-scale erosion processes. Modelling BEP is challenging due 
to this significant scale difference. One approach is to create a funda-
mental model using CFD-DEM, but this method is too computationally 
expensive to simulate BEP beneath a dike. Alternatively, a simplified 
model can be used, which relies on several assumptions to estimate 
micro-scale flow and erosion within the pipe, thus leading to a loss of 
accuracy. There are also approaches which do not simplify the flow 
in the pipe, but do simplify the erosion (Fujisawa, 2016). However, 
research in this type of modelling is limited. Additionally, hybrid 
modelling techniques such as those that combine continuum methods 
with DEM modelling could be a promising research direction.

Validation and calibration of all numerical models are limited, espe-
cially at larger scales. The number of available physical experiments is 
relatively small. When models require calibration of many parameters, 
the limited number of available experiments must be divided between 
calibration and validation. Most numerical modelling papers do not 
provide any validation or calibration based on experiments. The papers 
that do validate their models often only compare the critical hydraulic 
head, pipe length and pore pressures. Measurements of flow velocity, 
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Table 3
Transport equations used in numerical BEP modelling.
 Equation Ref. Erosion type  
 𝐹 = 𝑚𝑎 Newton Both  
 𝐸 = 𝐾3 ∗ (𝑢𝑛 − 𝑢𝑐𝑛) Wang et al. (2014) Primary  
 𝑎 = 𝑢𝑛

𝑛
−
(

𝑓 + (1 − 𝑛) 𝛿𝑝
𝛿𝑋

)

𝑘
𝑛2𝜌𝑔

Fujisawa (2016) Primary (heave)  
 𝑛̇ = 𝑐𝑛 ∗ (𝜏𝑛 − 𝜏𝑐𝑛) Rotunno et al. (2019) Primary  
 𝑅̇ = 𝑐𝑡

𝜌𝑠
∗ (𝜏 − 𝜏𝑐 ) Rotunno et al. (2019) Secondary  

 𝑞∗𝑏 = 0.635𝑠
√

𝜃 ∗
[

1 − 𝑙𝑛(1+𝑎∗𝑠)
𝑎∗𝑠

]

Yalin (1963) Secondary (flume)  
 𝑞∗𝑏 = 0.773𝑅𝑒1.78𝑝 𝜃3.12 Cheng (2004) Secondary (flume)  
 𝑞∗𝑏 = 0.025𝜃(𝜃 − 𝜃𝑐 )𝐶𝑣𝑠 Charru et al. (2004) Secondary (flume)  
 𝑞∗𝑏 = 𝛷 𝜃𝑐

12

[

𝜃
2∗𝜃𝑐

∗ ( 𝜃
2

𝜃2𝑐
+ 1) − 0.2

]

𝐶𝑣𝑠 Ouriemi et al. (2009) Secondary (flume)  
 𝑞∗𝑏 = 0.08 ∗ 𝜃(𝜃 − 𝜃𝑐 ) Pol et al. (2024) Secondary (flume), corrected for BEP progression rate 
 In Yalin: 𝑎 = 2.45

√

𝜃𝑐
(

𝜌𝑠
𝜌𝑤

)0.4  ; 𝑠 = 𝜃−𝜃𝑐
𝜃𝑐

 Viscous scaling term: 𝐶𝑣𝑠 =
√

𝑔∗𝜌𝑤 (𝜌𝑠−𝜌𝑤 )𝑑1.5

𝜂𝑒
pipe depth, and pipe shape during physical experiments are limited to 
a few small-scale experiments. As a result, validation of micro-scale 
phenomena in BEP modelling is difficult as was pointed out by Pol et al. 
(2024). Validation of large-scale 3D set-ups poses additional challenges, 
as most large-scale experiments feature open outlets and allow multiple 
pipes to form, creating conditions that are nearly 2D (Van Beek et al., 
2022). More experimental research incorporating micro-scale measure-
ments is necessary to enhance the validation of numerical BEP models 
and improve their accuracy. Additionally, it is important that the nu-
merical models are reproducible. Key requirements include availability 
of the input and output data as well as clear documentation of the 
workflow and on detailed documentation of model components (Zhu 
et al., 2023, 2025).

In BEP modelling, the flow inside the pipe requires further research. 
The pipe flow is either fully resolved or the flow is simplified. In the 
latter case either turbulent or laminar flow is assumed. The assumed 
flow regime also impacts the applicable secondary erosion criterion. 
However, there is no consensus, and flow regime assumptions vary 
across studies. Based on small-scale experiments laminar flow inside 
the pipe seems likely (Robbins and Van Beek, 2017). However, the 
flow regime is greatly dependent on the dimensions of the pipe, which 
increase with the scale of the water retaining structure. The flow regime 
in field-scale situations and the impact thereof on the BEP process are 
unknown. Similarly the pipe shape is often assumed to be smooth, 
whereas rough surfaces are more likely in BEP. The roughness and 
the representation thereof can greatly impact the resistance against 
the flow (Arfaie et al., 2018). The geometry of the pipe at the large 
scale, which greatly impacts (and is impacted by) the flow regime, is 
another uncertainty in BEP modelling. During a flood event, either one 
or multiple pipes are created, but it is difficult to estimate how many 
pipes are created and how heavily a single pipe is loaded. The amount 
of meandering, branching, and the cross-section variation of the pipe 
are not often included in BEP modelling. However, these factors do 
impact the flow velocity inside the pipe. Additionally, the flow is often 
assumed to be fully developed, which suggests that the velocity profile 
is constant over the entire length of the pipe, even though (especially 
near the tip) the flow is transitioning from the aquifer to the pipe. 
Similarly, the velocity profile and shear stresses at the pipe-aquifer 
interface are uncertain due to the unknown impact of upward seepage. 
The sediment in motion inside the pipe also has an impact on the flow 
and may cause an additional pressure loss. This process is observed 
in sandboils and may also significantly impact the headloss inside the 
pipe. Nevertheless, the impact of soil grains in suspension are generally 
not incorporated in BEP modelling.

Erosion is another great uncertainty. Erosion criteria and transport 
equations differ per author, but no universally accepted standard is 
available. Even the dominant type of erosion criterion for progression 
(primary or secondary erosion) differs per author. In the modelling 
of primary erosion, the models vary in both the equations that are 
14 
Table 4
Key challenges in BEP modelling.
 Challenge Recommendations  
 The computational effort for DEM 
approaches to model the micro-scale 
process is too high for practical 
application, but the macro-scale 
modelling approaches (over-)simplify 
the problem

With time the computational 
capabilities are expected to increase. 
In the mean time hybrid modelling 
approaches (combining continuum 
and DEM modelling) may provide a 
solution.

 

 The flow in the pipe is often 
simplified to laminar, 1-directional 
flow. However the impact of the 
flow regime, the of lateral influx and 
of grains in suspension on the shear 
stresses are relatively unknown, 
especially at larger scales

With numerical modelling using free 
fluid flow calculations inside of the 
pipe a better understanding of the 
flow in the pipe can be created. For 
a better understanding of influence 
of suspended sand grains on the flow 
velocity and shear stress, physical 
experiments are required.

 

 Erosion criteria and transport 
equations in BEP modelling are 
mostly taken from flume experiments 
and open channel flow theory. 
However BEP experiments 
demonstrate significant differences 
due to the lateral influx.

A combination of experimental 
research and DEM modelling can be 
used to derive new erosion laws, for 
BEP, which include the lateral influx.

 

 Because of a limited availability of 
experiments and the complexity of 
the problem, validation and 
bench-marking is difficult.

More micro-scale measurements of 
experiments at different scales are 
required to validate numerical 
models.

 

used and the underlying philosophy. In order to better understand 
the erosion process, micro-scale measurements and calculations are re-
quired. Especially in heterogeneous situations, it is important to better 
understand the primary erosion mechanism. For instance, it is not clear 
when the pipe will begin to branch/braid or when the pipe will grow 
vertically underneath a barrier. Calibration of onset of motion criteria 
and transport equations, specifically of BEP experiments, is required 
to improve the basis of the numerical models. Fig.  10 demonstrates 
the wide variety in available onset of motion criteria used in BEP 
modelling. Nearly all models are based on flume experiments with 
tangential flow along the erosion surface. The BEP experiments by Pol 
et al. (2022) and Okamura et al. (2022) demonstrate that near the 
tip the critical shear stress is reduced. This might be explained by the 
upward seepage (more dominant near the tip) which reduces both the 
acting and critical shear stress (Cheng and Chiew, 1999; Francalanci 
et al., 2008; Lu et al., 2008). In the numerical model by Xiao et al. 
(2023), which assumes laminar pipe flow, this resulted in an increase 
of the hydraulic gradient near the tip of the pipe. A better understand-
ing of upward seepage and the erosion at the interface is required. 
Transport equations are required for the time-dependent modelling of 
BEP, but as with the onset of motion criteria for secondary erosion, 
most models are based on flume experiments. The only BEP specific 
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transport equation is defined by Pol (2022). Cea et al. (2024) used a 
method to combine different types of erosion and deposition processes. 
Deposition is not often included in BEP modelling, although it may 
lead to differences in the resulting pipe depth. Combining primary 
and secondary erosion with erosion due to lateral influxes and the 
deposition of sediments can be used to improve BEP modelling.

5.2. Related physical processes

Although this paper focuses on the numerical modelling of BEP, 
the approach for other physical processes can be beneficial to the 
prediction of BEP. Modelling BEP often does not consider the full failure 
path. In order for dike failure to occur due to backward erosion piping, 
the cover layer (if present) must be broken and heave of the sandy 
aquifer must occur. In the U.S. the assessment of BEP is mainly done 
through the evaluation of heave. However, in the numerical modelling 
of BEP it is not often incorporated. Many authors have modelled heave 
as a separate process (Martinez et al., 2017; Polanco-Boulware and 
Rice, 2016). In the prediction of BEP, numerical models would benefit 
from explicitly incorporating uplift and heave, especially since the 
resistance in the sand-boil can be significant (Robbins et al., 2020; 
Marchi et al., 2021).

The full failure of the dike due to BEP also includes the rapid 
widening of the pipe, loss of strength in the foundation, the lowering 
of the dike crest, the dike breach and finally flooding of the protected 
area. There is almost no experimental data available for the failure of 
dikes due to backward erosion piping; thus, model validation of the 
full failure process is difficult. Most models stop when the pipe has 
progressed to the upstream toe; however, breach modelling has been 
combined with piping by Chen et al. (2019). In these models a fully 
progressed pipe is used as the initial condition in the model, which 
widens and deepens until the roof collapses.

Similarly, it was suggested that the strength of the foundation 
decreases with the developing pipe; therefore, stability issues of the 
water retaining structure may already arise before the pipe has grown 
over the full seepage length (Rahimi et al., 2021). Coupling these types 
of mechanisms with BEP models could give engineers better estimates 
of the failure process. This would be less conservative than the current 
approach. More experimental research is required for the validation of 
the failure processes.

Backward erosion piping is one of four internal erosion mech-
anisms, along with contact erosion, concentrated leak erosion and 
suffusion (ICOLD, 2017). Suffusion and concentrated leak erosion are 
sometimes confused with BEP in literature, due to the use of terminol-
ogy such as ‘‘piping’’. However, it was recognized in Robbins (2022) 
and Pol (2022) that these mechanisms are not the same as BEP and 
should not be considered as such. Components of other types of internal 
erosion modelling, such as the increase of viscosity due to particles in 
suspension inside of the pipe (Fujisawa et al., 2010), might improve 
BEP modelling.

5.3. Computational methods

Current numerical methods for predicting BEP include DEM, LBM, 
FEM, FVM. However, these methods are either computationally too 
expensive, or use many assumptions and struggle in accurately repre-
senting microscale phenomena such as the flow at the pipe tip. Other 
numerical methods might help overcome this issue; methods that could 
be considered are: the extended finite element method XFEM; meshless 
methods such as smooth particle hydromechanics (SPH); Multigrid 
approaches and the material point method (MPM). An investigation 
into the application of these techniques in BEP modelling has not yet 
been conducted. SPH has been used to model internal erosion in the 
granular foundation of dikes, but the erosion equations used are more 
similar to suffusion than BEP (Ma et al., 2024). However, the research 
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shows promise in using SPH to represent internal erosion and might 
become applicable to BEP.

Research on the numerical modelling of BEP mainly focuses on 
the representation of the physical process. Topics such as mesh con-
vergence, stability and accuracy of the methods, choice of solvers, 
parallel computing, are not often discussed. The most elaborate studies 
on numerical aspects include the research by Robbins et al. (2022) 
and Robbins and Griffiths (2021a). These papers focus on the type 
of mesh element used to represent the pipe and the use of adaptive 
meshing to refine the mesh around the pipe tip respectively. Tran et al. 
(2017) and Froiio et al. (2019) applied parallelization and reported 
computational effort. Fascetti and Oskay (2019a) performed a mesh 
convergence study. Reporting and executing more of these types of 
numerical studies could lead to a broader understanding and eventually 
a more accurate representation of the flow in front of the pipe tip and 
reduced computational effort.

All models mentioned above aim to best predict BEP. However, 
it is also possible to use experimental data to back-calculate relevant 
parameters in FEM calculations. This inverse modelling technique is 
described and used by Bocovich (2019) and Peng and Rice (2020). This 
approach can be used to improve other numerical models, and to learn 
more about experiments. However, since it is essentially a calibration 
method, the results may have less physical meaning than desired.

To speed up calculations, numerical models may be replaced by 
machine learning algorithms. This method was first applied for BEP 
by Sellmeijer (2006) and has since been further applied in several 
internal erosion studies (Kaunda, 2015; Aguilar-López et al., 2016; 
Fascetti and Oskay, 2019a). The advantage of this approach is the 
relatively high speed at which a large number of calculations can be 
performed. The disadvantage is that it is trained (calibrated/validated) 
on a limited data set. Therefore, its application is only as good as 
the underlying data/simulations. A promising field of research for 
BEP modelling is physics informed machine learning algorithms; these 
algorithms integrate both physics and observational data (Cai et al., 
2021).

6. Conclusion

In this paper, an overview of numerical BEP modelling is given. 
The assumptions and limitations of different approaches are discussed 
and several knowledge gaps are identified. These are defined as either 
the topics on which authors do not agree/use different approaches, or 
topics that are not mentioned and where there is no conclusive answer 
yet. Potential research directions to address these challenges are as 
follows:

• More large scale experiments with micro-scale measurements are 
required to improve the understanding of BEP and the validation 
of the numerical models

• Investigation into hybrid modelling approaches can reduce the 
number of simplifications required to model large-scale dikes, 
while not requiring the extreme computational effort of DEM 
modelling.

• More research is required on the flow in the pipe and the impact 
of assuming the flow to be linear, laminar, and not influenced by 
the meandering of the pipe.

• BEP specific erosion laws should be derived using a combination 
of experiments and DEM modelling.

In recent decades, numerical modelling of BEP has advanced signif-
icantly. It is now technically possible to perform 3D, time-dependent, 
numerical simulations using Darcyan flow combined with empirical 
erosion laws. However, there are still many improvements to be made 
and many topics for future research.
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