
 
 

Delft University of Technology

A computationally efficient thermal model for selective laser melting

Yang, Yabin; van Keulen, Fred; Ayas, Can

DOI
10.1016/j.addma.2019.100955
Publication date
2020
Document Version
Final published version
Published in
Additive Manufacturing

Citation (APA)
Yang, Y., van Keulen, F., & Ayas, C. (2020). A computationally efficient thermal model for selective laser
melting. Additive Manufacturing , 31, Article 100955. https://doi.org/10.1016/j.addma.2019.100955

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.addma.2019.100955
https://doi.org/10.1016/j.addma.2019.100955


Contents lists available at ScienceDirect

Additive Manufacturing

journal homepage: www.elsevier.com/locate/addma

A computationally efficient thermal model for selective laser melting
Y. Yanga, F. van Keulenb, C. Ayasb,*
a School of Materials Science and Engineering, Sun Yat-Sen University, Guangzhou, China
b Structural Optimization and Mechanics Group, Department of Precision and Microsystems Engineering, Faculty of Mechanical, Maritime and Material Engineering, Delft
University of Technology, Mekelweg 2, 2628 CD Delft, The Netherlands

A R T I C L E I N F O

Keywords:
Powder bed fusion
Process modelling
Thermal modelling
Semi-analytical model
Superposition

A B S T R A C T

Selective laser melting (SLM) is a widely used additive manufacturing method for building metal parts in a layer-
by-layer manner thereby imposing almost no limitations on the geometrical layout of the part. The SLM process
has a crucial impact on the microstructure, strength, surface quality and even the shape of the part, all of which
depend on the thermal history of material points within the part. In this paper, we present a computationally
tractable thermal model for the SLM process which accounts for individual laser scanning vectors. First, a closed
form solution of a line heat source is calculated to represent the laser scanning vectors in a semi-infinite space.
The thermal boundary conditions are accounted for by a complimentary correction field, which is computed
numerically. The total temperature field is obtained by the superposition of the two. The proposed semi-ana-
lytical model can be used to simulate manufacturing geometrically complex parts and allows spatial dis-
cretisation to be much coarser than the characteristic length scale of the process: laser spot size, except in the
vicinity of boundaries. The underlying assumption of linearity of the heat equation in the proposed model is
justified by comparisons with a fully non-linear model and experiments. The accuracy of the proposed boundary
correction scheme is demonstrated by a dedicated numerical example on a simple cubic part. The influence of
the part design and scanning strategy on the temperature transients are subsequently analysed on a geome-
trically complex part. The results show that overhanging features of a part obstruct the heat flow towards the
base-plate thereby creating local overheating which in turn decrease local cooling rate. Finally, a real SLM
process for a part with an overhanging feature is modelled for validation of the proposed model. Reasonable
agreement between the model predictions and the experimentally measured values can be observed.

1. Introduction

Selective laser melting (SLM) is an additive manufacturing (AM)
method, where metal powder is consolidated into a solid part in a layer-
by-layer fashion. In SLM, first, a layer of powder is dispensed uniformly
across the built area, enclosed within an atmosphere controlled build
chamber. Subsequently, a high energy laser beam is scanned over the
powder bed in order to melt and fuse the powder particles in a selective
manner. The 2D cross-sectional layout of each layer is attained by sli-
cing the CAD drawing of the 3D part. Each layer hence requires a laser
scanning pattern in accordance with the corresponding 2D cross-sec-
tional layout. Finally, the build platform is lowered by a distance equal
to the thickness of the powder layer so that the build area is levelled
with the powder dispensing system. These three steps are repeated until
all the layers are deposited to fabricate a 3D part.

When the part has down-facing or overhanging surfaces, with re-
spect to the building direction, sacrificial support structures are usually

included. After the completion of the laser processing, a stress relieving
heat treatment is often applied to reduce the residual stresses before the
part is detached from the base-plate and support structures are re-
moved. A final finishing process may be performed to reduce the sur-
face roughness and/or induce compressive surface stresses [2] to im-
prove the fatigue resistance.

The thickness of the powder layer in SLM ranges between
20–100 μm [3], whereas the laser spot radius is typically tens of micro-
metres. The implication of these two characteristic length scales are
two-fold: (i) SLM is suitable for manufacturing a small batch of rela-
tively small parts with dimensions ideally no larger than few centi-
metres since approximately 150 layers are needed for every cm of the
part in the build direction, and (ii) geometrically complex, intricate
parts can be built with a spatial resolution of one tenth of a mm.
Moreover, because of the layer-by-layer realisation of the net shape,
building time and manufacturing cost of a part are insensitive to the
degree of geometrical complexity the part entails. In addition, almost
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no material is wasted besides building the supports. These are the
distinguishing features of SLM when compared to conventional manu-
facturing technologies such as casting, forging, milling and CNC. Con-
sequently, SLM is especially promising for manufacturing topology
optimised metal parts that are typically geometrically complex. The
realisation of topology optimized next generation engineering parts
with the aforementioned conventional manufacturing techniques are
either too costly or impossible. AM also becomes more attractive when
the material of interest, e.g. Ti does not allow for high speed milling or
machining.

For SLM to reach its full potential and further increase permitted
design freedom, the realisation of defect free parts with high dimen-
sional accuracy and microstructural control are required. Defects such
as porosity, surface roughness and formation of dross are particularly
detrimental for mechanical performance. Dimensional accuracy re-
quired for high precision parts is attained only when thermally induced
distortions during the build are kept below tight tolerances. Moreover,
residual stresses may also lead to part distortion when the part is de-
tached from the base-plate and/or supports [4–6]. Finally, control over
the microstructure, i.e. the nature and morphology of the constituting
solid phases is also a key factor for determining mechanical properties.
Microstructural development is dictated by the process induced (re)
heating/cooling cycles and subsequent heat treatments experienced.

All these considerations described above depend on the temperature
history of the part during the SLM process. In-situ temperature mea-
surement that could act as a part of the feedback loop for temperature
control is an active research topic but not yet available in the state-of-
the-art SLM machines. Visual methods based on pyrometry and infra-
red cameras [7,8] have shown good potential for in-situ inspection of
the SLM process. However, so far these in-situ measurement methods
only yield information from the surface, suitable for melt-pool mon-
itoring. Real-time observation of the building process is hindered by
limited fields of view, highly temporal load and large amounts of data
to be handled [9]. Moreover, because of the harsh processing en-
vironment, the monitoring equipment cannot be conveniently in-
tegrated into the AM machines, and instead, externally mounted and
less capable solutions are in place for temperature monitoring [9].

Thermal process modelling on the other hand, comprising compu-
tational prediction of the temperature transients of a part is of para-
mount importance. Using thermal process models one can quantify the
effects of process parameters (laser speed, power and scanning strategy)
in combination with the choice of material and the part topology, on
the development of temperature. In light of these findings, optimal
process parameters and design rules for additive manufacturing can be
identified leading to high quality parts.

The physics of the SLM process manifests coupling of a variety of
phenomena such as heat transfer, fluid dynamics and solid mechanics.
Moreover, the transient nature of the heat transfer phenomena is fur-
ther complicated by the mismatch of length and time scales that are
associated with the spot radius of the scanning laser beam and the part
dimensions. The latter is typically on the order of centimetres which
implies a total manufacturing time of hours. The implication of the
separation of scales is that a very fine spatial/temporal discretisation is
required when a standard numerical method, such as finite elements
(FE) is employed to solve for temperature transients. This in turn results
in a high number of degrees of freedom and a very small step size for
time integration which make the model computationally prohibitive.

In so-called continuum models, for the sake of simplicity, the
powder is commonly assumed as a continuous medium with a constant
laser absorption ratio. Furthermore, the effect of laser induced heating
is simplified by a moving point, surface or volumetric heat source [10].
In this context, Solberg et al. [11] developed a general purpose implicit,
nonlinear FE code which is able to utilise commodity parallel-proces-
sing platforms to model additive manufacturing. Hodge et al. [12]
performed thermo-mechanical SLM process FE simulations for a 1mm3

cubic part with a layer thickness of 50 μm. In the latter since the layer

thickness is representative of the actual SLM process, more accurate
insight regarding the thermo-mechanical behaviour is obtained, com-
pared to models where tens of real SLM layers are lumped into one
simulation layer for the sake of computational efficiency [13]. How-
ever, the computational costs associated with high accuracy is un-
fortunately prohibitive.

In our previous paper [16], we developed an immensely computa-
tionally efficient thermal process model for SLM which describes the
moving laser spot with a set of point heat sources introduced along the
laser scanning vectors. The closed form analytical solution for a point
heat source in a semi-infinite medium is utilised to capture the steep
temperature gradients analytically in the vicinity of the laser spot in a
transient manner. Correct boundary conditions of the problem are then
enforced utilising the superposition principle, i.e. with the combination
of image point heat sources situated outside the domain and a com-
plementary smooth correction field. The former are also described
analytically, while the latter is solved numerically. Since the steep
temperature gradients in the vicinity of the laser spot are accounted for
with an analytical description, a coarse spatial discretisation for the
complementary numerical correction field becomes acceptable. Con-
sequently, computational costs of the thermal process simulations were
significantly reduced, enabling simulations of multiple layers for parts
with dimensions in the cm length scale. However, image fields can be
applied to bodies having convex surfaces only. Moreover, finding the
necessary number of image sources and their locations becomes cum-
bersome even for relatively simple geometric layouts. Since SLM is in-
tended for manufacturing parts having complex geometries, in this
paper we will no longer use image fields to enforce the boundary
conditions. In contrast, we investigate how to improve the accuracy of
the numerical correction field by means of mesh refinement only in the
close proximity of part surfaces. Moreover, in order to further improve
both the computational efficiency and the accuracy, laser scanning
vectors will be described by means of a line source description instead
of an array of point sources. The line source solution will be derived
analytically based on the point heat source equation that we used in
[16] previously.

The outline of the paper is as follows. Section 2 details the proposed
novel thermal model for SLM process. In Section 3, the assumed line-
arity of the heat equation and the accuracy of the proposed line source
equation are first examined by comparisons with a fully non-linear
model and experiments. Then two numerical examples are presented to
investigate the required degree of mesh refinement near the boundaries
and to demonstrate our ability to model the building process of rela-
tively complex geometries. Finally, a real SLM process for a part with an
overhanging feature is modelled to further validate the accuracy of the
proposed model. The article concludes with a reiteration of the most
salient points of the study.

2. Model description

Consider a three dimensional solid part V with an arbitrary shape
that is perfectly bonded onto a base-plate B and being built in an on-
going SLM process as illustrated in Fig. 1. At time t=0, the part is
submerged into the powder bed and a thin layer of powder has been
dispensed on its top surface ∂Vtop (see Fig. 1a). The lateral surface of the
part ∂Vlat, and the top surface of the base-plate which is not bonded to
the part V, subsequently denoted with ∂Btop, are also covered by metal
powder. At time t=0, the laser starts to scan over the uppermost
powder layer with a laser scanning vector that makes an angle θ with
the x1-axis. In response, the temperature of the body V and the base-
plate B increase as governed by the heat equation

= +c T
t

k T Q. ( ) ,p v (1)

where T is the temperature,Qv is the rate of volumetric heat generation,
i.e. the heat source term, ρ, cp and k are the density, the constant-
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pressure specific heat and the thermal conductivity, respectively. It is
assumed that the part V and the base-plate B are made up the same
material. Since the mean conductivity of the powder (assumed to be a
homogeneous continuum) covering ∂Vlat ∪ ∂Vtop ∪ ∂Btop is approxi-
mately hundred times smaller than that of the solid body [17], it is
assumed that the powder has a negligible heat conductivity [16].
Moreover, the amount of heat lost due to radiation and convection from
the top surface ∂Vtop of body V is also negligible in comparison to the
amount of heat transferred by conduction within the solid [18,19]. This
assumption is justified for low and moderate power densities that are of
interest in this study but becomes questionable for instance in the
keyhole regime. As a result, no heat-flux (insulating) boundary condi-
tions are appropriate for the surfaces that are in contact with the
powder. The base-plate is thick and the build area is much larger than
the contact area between the part and the base-plate. Therefore, the
temperature at the bottom and lateral surfaces of the base-plate, ∂Bbot
and ∂Blat respectively, are assumed to be maintained at a fixed value
during the entire laser scanning process [17,20]. Consequently, con-
stant temperature boundary conditions are prescribed for ∂Bbot ∪ ∂Blat.

As long as the conductivity of the powder and the heat losses due to
convection and radiation are negligible [18,19], the energy present in
the melt-pool is almost entirely transmitted to the body V through the
surface ∂Vtop which is immediately beneath the uppermost layer of
powder. Therefore, in our model the uppermost powder layer (hence its
heat capacity) is discarded and instead heat sources representing laser
energy are positioned directly on ∂Vtop.

Eq. (1) is nonlinear due to (i) the phase transitions between the
solid, liquid and vapour phases, and (ii) the temperature dependence of
thermal properties k and cp. The melting-solidification and evaporation-
condensation phenomena occurring in body V are localised to the melt-
pool [21]. Moreover, a material point undergoing melting because of
laser heating subsequently solidifies rapidly since the laser spot having
a high velocity moves away from the point of interest quickly. There-
fore, it can be argued that the latent heat initially absorbed during
melting is subsequently released during solidification within a short

duration. However, the same logic does not apply to the latent heat of
vaporization, since the energy lost during evaporation is not gained
back by condensation. Hodge et al. [12] employed a reduced effective
laser power to implicitly account for the energy loss by evaporation,
radiation, and mass ejection. Following Hodge et al. [12], an effective
power of Pe=2P/3 (where P is the nominal power) is adopted in our
study. Consequently, the nonlinearity of Eq. (1) is now solely associated
with the temperature dependence of thermal parameters cp and k.
However, Chidls et al. [22] reported that upon fixing the values of k and
cp for an assumed value of temperature, a solution of Eq. (1) for the SLM
process can still be well-approximated (see also [16]). Hence, by ne-
glecting the temperature dependence of thermal properties, Eq. (1) can
finally be linearised as

= +T
t

T Q
c

,v

p

2

(2)

where α= k/ρcp is the thermal diffusivity at a temperature remains to
be determined.

2.1. Laser scanning vectors

It remains to account for the effect of laser scanning vectors, i.e. the
Qv term in Eq. (2). A scanning vector such as the one depicted in Fig. 1
can be discretised into an array of instantaneous point heat sources, as
shown in Fig. 1b. These point sources are activated sequentially, in
accordance with the direction of the laser scanning vector and the
scanning speed v. The analytical closed-form solution of Eq. (2) that
exists for a point source in a semi-infinite space1 is represented by T̃ I( ),
which reads

=
+ +

T x t Q A
c t t t

R
t t t

˜ ( , )
4 ( ( ))

exp
4 ( )

,I
i

v

p
I

r
I

r

( )

0
( ) 3/2

2

0
( ) (3)

where t is the time instance of interest and the index I denotes the Ith
point heat source [23]. The parameter A in Eq. (3) is the fractional
absorptivity of the powder for laser energy and is determined as de-
scribed in [17]. Time t I

0
( ) marks the activation instance of the source I

and the parameter =t r /8r l
2 can be interpreted as a time which is in-

troduced to account for the finite size of the laser spot when =t t I
0
( ), i.e.

the time shift for the point source to diffuse to a radius equal to the laser
spot radius rl [16]. The distance between the material point of interest
xi and the point source position xi

I( ) is represented by R. The energy Qv
associated with an individual heat source can be determined as PeΔt
where Pe=2P/3 [12] is the effective laser power and Δt is the time step
equal to the duration between the activation of two consecutive
sources, i.e.

=t L
vN

, (4)

with L being the length of the scanning vector, v the laser scanning
speed and N the total number of point sources for the scanning vector of
interest.

Since Eq. (2) is linear, the temperature field due to a scanning vector
in the semi-infinite space can be computed by the superposition of in-
dividual temperature fields due to point sources, i.e.

=
=

T x t T x t˜ ( , ) ˜ ( , ),i
I

M
I

i
1

( )

(5)

where I=1, …M and M is the number of point sources that are active
at a given time t and M≤N.

The accuracy of the temperature prediction via Eq. (5) undoubtedly
depends on temporal resolution, i.e. the value of Δt. For instance,

Fig. 1. (a) The part being built is submerged into the powder bed. Laser
scanning vectors are applied on the uppermost layer of the powder. (b) The
surface of the body V is decomposed into top surface, ∂Vtop with unit normal ni
and lateral surface, ∂Vlat with unit normal mi. The surface of the base-plate B is
decomposed into ∂Btop with a unit normal li, ∂Blat and ∂Bbot. The body V is
perfectly bonded to the base-plate B.

1 the boundary of semi-infinite surface coincides with the top surface ∂Vtop of
body V, and henceforth the insulating boundary condition to be imposed at
∂Vtop is implicit in Eq. (3).
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increasing the total number of sources N or, equivalently, decreasing
the value of Δt for a fixed value of v increases the accuracy of Eq. (5).
However, from a computational point of view, increasing N adds up to
the memory requirements and increases the number of floating point
operations. If the time step Δt→0, the array of discretised point sources
converges to a single continuous line source. Consequently, the sum-
mation in Eq. (5) can be converted into an integral as

=
+

+( )
T x t P A

c t t t
t˜ ( , )

4 ( )

exp

( )
d .i

e

p t

t
R

t t t

r
3/2

4 ( )

0
3/2 0

e r

0

2

0

(6)

The line source starts at time instance t0 and terminates at tf. If t≤ tf,
the upper bound of the integral te= t, otherwise, te= tf. Recall that the
discrete line source is represented by a set of discrete point sources
where individual activation instances of point sources are given by t I

0
( ).

In contrast, the variable t0 is the local activation instance of the con-
tinuous line source given as = +t t v/0 0 , where ζ is the local co-
ordinate of a line source as illustrated in Fig. 1a. It is important to note
that Eq. (6) can also be cast into a closed form

= +

+

T x t P A
k Y

Y C v

z z z z z z

˜ ( , )
4

exp ( )
2

[erfc( ) erfc( ) erfc( ) erfc( )]

i
e

1 5 2 3 5 4 (7a)

where

= +
= +

=

= +

=

= +

=

= +

=
+ >

Y R x x vt x x vt v t
C x x x x vt

z v
U

Y U

z v
U

Y U

z v
L

Y L

z v
L

Y L

z Y v

L t t

U
t t t
t t t t t

2( ) * cos 2( ) * sin * ,
( )cos ( )sin *,

2 2
,

2 2
,

2 2
,

2 2
,

exp( ),

( * ) ,
, ,

( ) , ,

s
s s

s s

r

r f

f r f

2
1 1

( )
2 2

( ) 2 2

1 1
( )

2 2
( )

1

2

3

4

5

1/2

1/2

1/2
(7b)

as detailed in Appendix A. In Eq. (7b), t *= t− t0 and Rs is the distance
between the point of interest to the origin of the scanning vector xi

s( ).
The error function erfc(ϕ) is defined as

=erfc( ) 1 2 exp( )d .2
(7c)

For a total number of Θ laser scans, the corresponding T̃ is expressed as

=
=

T x t T x t˜ ( , ) ˜ ( , ).i
j

L
j

i
1

( )

(8)

where the subscript L denotes it is the expression for a continuous line
source, and the superscript j represents the jth scan vector, where j=1,
2, …, Θ.

The remarkable advantage of using Eq. (7a) instead of Eq. (5) is
two-fold. Firstly, the solution of the linear heat equation is now tem-
porally exact, since Eq. (7a) is valid in the limit of infinitesimal time
step. Secondly, since the effect of a complete scanning vector is cast into
a closed form as a function of t, the temperature due to a line source in a
semi-infinite space can be obtained directly using Eq. (7). Using a
continuous line source is also computationally more efficient compared
to the discrete line heat source comprising an array of point sources that
requires the summation of closed form solutions through Eq. (5).

In order to demonstrate the advantages of the line source solution, a

1mm long single laser scanning vector with the scanning velocity of
=v 0.2 m/s applied on a very large and thick base-plate as shown in

Fig. 2 is considered. Since the dimensions of the base-plate are much
larger than that of the laser scanning vector, it is safe to assume the
base-plate to be a semi-infinite medium and the temperature evolution
therein can be calculated as described above. Now consider the Point G,
located at the end of the laser track (see Fig. 2). In order to compute
temperature T̃ at point G estimated with point sources, one can consider
an array of point sources as in Eq. (5) each of which has a contribution
to the resulting temperature field given through Eq. (3), and the total
number of the point sources N depends on Δt c.f. Eq. (4). Alternatively,
we can directly use the line source solution derived above, given in Eq.
(7). We denote the results attained with the point source solution given
in Eq. (5) by TP and the line source solution given in Eq. (7) by TL.

The ratio of TP/TL as a function of Δt is plotted in Fig. 3. Recall that
TL is insensitive to the chosen value of Δt. The value of TP/TL thus in-
dicates the amount of error introduced into the solution of TP due to the
finite value of the time step Δt. When the value of TP/TL≈1, the TP
solution is well-approximated. For instance, for a Δt=10−4 s which

Fig. 2. A single scanning laser vector of L=1mm is applied on a very large and
thick base-plate. The boundary effects can be neglected and the scanning vector
is assumed to be applied to a semi-infinite medium.

Fig. 3. The ratio of temperature TP to TL at Point G (illustrated in Fig. 2) as a
function of the time step size Δt, where TP represents the temperature calculated
by a set of discrete point sources using Eq. (5) and TL denotes the temperature
calculated by the line source from Eq. (6). The horizontal axis is scaled loga-
rithmically. The number of the discrete point sources N used in Eq. (5) is equal
to L v t/ , where L is the length of laser scanning vector given in Fig. 2 as 1mm,
and v is the scanning velocity.
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corresponds to N=50, the temperature at point G estimated with point
sources is approximately 11 times of that of the exact line source so-
lution taken as the reference. This is clearly not a meaningful re-
presentation of the scanning vector.

The total CPU time for computing Tp and TL are represented by tP
and tL respectively,2 and the ratio tP/tL as a function of the step size Δt is
depicted in Fig. 4. Recall that, as the value of Δt decreases or equiva-
lently N increases, the accuracy of the solution TP is improved. Con-
versely, the CPU time required increases, manifesting a compromise
between accuracy and computational efficiency. For instance, in order
to improve the accuracy of TP from the TP/TL value from 1.744 (at
Δt=10−5 s) to 1.001 (at Δt=10−8 s), the ratio tP/tL shown in Fig. 4
increases from 1 to 307.7, which means the computational time tP in-
creases more than 300 fold. The computational time tL associated with
the line source is not only independent from the temporal discretisation
of the problem, but also computationally inexpensive with tL≈0.0013 s
in this example. For a regular SLM product, which is typically finished
with hundreds of thousands of laser scanning tracks, the difference in
computational tractability between line and point source solutions will
be immense. Therefore, in the remainder of the paper, the laser scan-
ning will be accounted for by the line source approach exclusively.

2.2. Boundary correction fields

In Section 2.1, the temperature prediction for a laser scanning
vector on a semi-infinite domain mimicking a very large base-plate is
performed using Eq. (2), i.e. the solution of the linear heat equation.
However, in order to model the SLM process of a finite size part, a set of
boundary conditions should be prescribed. For that purpose, we once
again rely on the superposition principle and thus the linearity of the
heat equation. The total temperature field T(xi, t) is decomposed into T̃ ,
comprising the total contribution of the all line source solutions in a
semi-infinite space and a complimentary field T̂ to account for the ac-
tual boundary conditions as illustrated in Fig. 5. Therefore the total
temperature field reads

= +T T T˜ ˆ . (9)

Since the source term Qv due to laser energy has been accounted for in
T̃ , the complimentary field T̂ can be obtained by solving

=T
t

T
ˆ ˆ ,2

(10a)

with the boundary/initial conditions detailed below. The insulating
boundary conditions for the total temperature field T, prescribed on
∂Btop ∪ ∂Vlat are enforced as follows

=T
x

m T
x

m V
ˆ ˜

, on ,
i

i
i

i lat (10b)

=T
x

l T
x

l B
ˆ ˜

, on ,
i

i
i

i top (10c)

where mi and li, illustrated in Fig. 1b, are the outward facing unit
normals to ∂Vlat and ∂Btop, respectively. Recall that the solution T̃ in Eq.
(7) accounts for the insulating boundary conditions on ∂Vtop. Conse-
quently, no boundary correction is necessary on ∂Vtop. The gradient of T̃
in a semi-infinite domain appearing in Eq. (10b) and (10c) can also be
cast in a closed form, by means of directly differentiating Eq. (7a) with
respect to xi which is given in Appendix B. For the lateral and bottom
surfaces of the base-plate, the temperature needs to be fixed to Tc, hence
T̂ is expressed as

=T T T B Bˆ ˜ on .c lat bot (10d)

Finally, the initial condition at t= t0 is given as

=T x t Tˆ ( , ) ,i c0 (10e)

where the initial temperature Tc is set to the room temperature.
Note that the temperature field T̂ acts as a correction field when

superimposed onto T̃ and prescribe the desired initial/boundary con-
ditions of the problem at hand. Provided T̃ and TGrad( ˜) are finite, Eq.
(9) describes a smooth T̂ field that can be solved by any standard nu-
merical method such as FE analysis. However, when the laser scanning
vectors approach to the lateral boundary ∂Vlat, the steep gradients of
the analytical field T̃ in the vicinity of the line source causes T̂ to be less
smooth and hence a fine discretisation of T̂ is necessary. In our previous
work [16], in order to circumvent this problem, image sources too were
introduced to account for the boundary correction in the vicinity of a
boundary. The temperature field associated with the image sources is
denoted by T , and the superposition scheme is then modified as

= + +T T T T˜ ˆ . (11)

However, the image sources can be used for convex boundaries only
[16].

In order to extend the capabilities of our semi-analytical method,
here we will adopt the decomposition of T as in Eq. (9) without in-
troducing any image source. Instead a mesh refinement is employed in
the vicinity of the boundaries so that the complimentary T̂ field can be
resolved numerically by conventional FE analysis. Meanwhile, a coarse
spatial discretisation is still used for the rest of the part. As a result, the
thermal modelling of building geometrically complex SLM products can
be described while achieving considerable computational efficiency.

3. Numerical examples and validation of results

Four numerical examples are presented in this section. The aim of
the first example is to justify the use of linear heat equation upon ar-
riving to the closed form solution of Eq. (7a) for a line source on a semi-
infinite space. For that purpose, once again a single laser scanning line
on a very large base-plate is analysed, where the effect of boundary
conditions can be neglected. Consequently, the temperature due to a
single laser scan line can be well-approximated by the temperature field
T̃ alone. The melt-pool width estimated by Eq. (7a) is then compared
with the predictions of a fully non-linear powder scale model reported
in [24]. This model explicitly accounts for the temperature dependent
properties, phase transitions and the 3D volumetric nature of a moving
heat source. The second example is to demonstrate the accuracy of
superposition scheme given in Eq. (9) in comparison with the more

Fig. 4. The ratio ζ = tP/tL given as a function of time step Δt, where tp and tL
represent the time elapsed for computing the temperature at Point G when the
laser scanning vector reaches to this point by a set of discrete point sources Eq.
(5) and by a line source Eq. (6), respectively. The horizontal and vertical axes
are both scaled logarithmically.

2 The calculation is performed using a single-core Intel i7 – 6600U quad-core
processor with a clock speed of 2.60 GHz and 8 GB RAM.
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rigorous but impractical superposition scheme given in Eq. (11) in-
cluding image sources. For that purpose a laser scanning vector applied
near the edge of a cubic part will be investigated with both super-
position schemes. Subsequently, thermal process modelling of a more
intricate part having overhanging surfaces and a cylindrical hole and
thereby concave surfaces are studied. Finally, a real SLM process of a
part with overhanging features reported in [25] is simulated to evaluate
the overall accuracy of the proposed model.

Two materials are considered in the subsequent numerical ex-
amples. Stainless steel (SS) 316L is selected for the first numerical ex-
ample and discussed in Section 3.1. Ti-6Al-4V is used for the remaining
three examples. The thermal properties of SS 316L and Ti-6Al-4V are
given in Table 1. The values quoted therein are representative for a
temperature close to the melting point of SS 316L and Ti-6Al-4V re-
spectively. In our previous study [16] it has been shown that the linear
heat equation Eq. (2) can accurately predict the melt-pool dimensions
for Ti-6Al-4V when the thermal properties are chosen at a temperature
approximately equal to the melting point [16].

For all the results presented except for Figs. 10 and 11, the tem-
perature field T̃ is calculated using our in-house MATLAB code and the
temperature field T̂ is solved using the commercial FE software
ABAQUS. The user subroutines dflux and disp are used to apply the
Neumann (Eqs. (10b) and (10c)) and Dirichlet (Eq. (10d)) boundary
conditions, respectively. The user subroutine uexternaldb is used to
input the laser scanning information comprising the start and the end
locations and the scanning directions of every laser scanning vector. For
ease of plotting, the contour plots in Figs. 10 and 11 make use of
ABAQUS subroutine umatht where the T̃ calculation is incorporated.
However, the values of T̃ with umatht can be calculated at the in-
tegration points of the elements only. Consequently, the nodal T̃ values
can only be extrapolated from the T̃ values determined at the integra-
tion points. The in-house MATLAB code is used to directly calculate the
temperature T̃ at any point of interest without extrapolation, for all the
results presented in this paper except for Figs. 10 and 11.3

3.1. A line heat source in semi-infinite medium

A single laser scanning vector is applied on a very large base-plate,
which can be considered as a semi-infinite medium and thus, in the
absence of any boundary conditions, the temperature field is predicted
by calculating T̃ only. Melt-pool widths are predicted by monitoring the
temperature field and are subsequently compared with the predictions
of the non-linear powder scale model and experimental findings re-
ported in [24]. The laser spot radius is taken 27 μm and an absorptivity
of 0.35 is used in [24]. As stated in Section 2, an effective power of
Pe=2P/3 is employed in the proposed model to compensate for the
evaporation, convection and radiation associated heat losses. To make a
fair comparison, an absorptivity of A= 0.525 (as 2A/3= 0.35) is used

in the proposed model. The simulation and the corresponding experi-
mental results are tabulated in Table 2.

Table 2 shows that the proposed model leads to slightly wider melt-
pools than both the powder scale non-linear model and the experiments
[24]. We expect the discrepancy is due to the lack of 3D volumetric
description of the laser source, which leads to higher predicted tem-
peratures. Therefore, by utilising a set of thermal properties valid for a
temperature around the melting point, melt-pool widths predicted by
the linear heat equation agree reasonably well with those of the non-
linear model and the experiments. The biggest error between the pro-
posed model and the experiments occurs at a power of 300W with a
laser speed of 1.8 m/s. For these findings, the error is 13% with respect
to the experiments. For the other two sets of process parameters, the
errors are both less than 3%.

3.2. Simple cubic part

It remains to investigate the accuracy of the superposition scheme of
Eq. (9) and study what degree of mesh refinement is needed in the
vicinity of ∂V in order to achieve an acceptable accuracy. For this
purpose consider a simple cubic component with an edge length of
2mm, as illustrated in Fig. 6. Now consider the scanning vector de-
picted in Fig. 6 that runs parallel to one of the edges of the lateral
boundary. An effective laser power of Pe=82.5W is used and the laser
speed is 0.5m/s while the laser spot radius is 20 μm. The absorptivity is
chosen to be 0.77. The scanning vector is separated from the edge of the
boundary with a distance of 100 μm only. Since the lateral surfaces of
the cube are in contact with powder and hence assumed to be insulated,
the total heat flux on ∂Vlat is prescribed to be zero. The bottom surface
which is bonded to the base-plate is fixed to a constant temperature of
Tc=200 °C for simplicity. Since the scanning vector is situated very
close to the lateral boundary, the smoothness of the field T̂ is ques-
tionable. In order to capture the anticipated non-smooth behaviour of T̂
numerically, mesh refinement is performed near the boundary. A FE
mesh comprising 8-node hexahedral linear elements is employed and
the mesh is refined in the proximity of the boundary as shown in Fig. 7.
Four different mesh densities with the minimum mesh size δe ranging
from 0.0125mm to 0.1 mm are considered. We introduce the di-
mensionless parameters η = δe/rl to quantify the degree of mesh re-
finement, where rl is the laser spot radius which dictates the wavelength
of the temperature field T̂ for heat sources close to the boundary. Since
a single scanning vector is applied to the top surface of the cube, the
element size is also gradually increased along the negative x3 direction.
The nodes that are located at the interface between the outer rim with
refined mesh and the inner core with coarse mesh are constrained to
have the same temperature by applying the tie constraints in ABAQUS.

Fig. 5. Schematic illustration of the superposition principle [14,15] where the temperature field is decomposed into T̃ , valid in semi-infinite space and known
analytically and the complimentary correction field T̂ , calculated numerically that imposes the correct boundary conditions of the problem at hand.

Table 1
Material properties Ti-6Al-4V and staineless steel 316L.

Tm (°C) k (W/m K) ρcp (MJ/Km3)

Ti-6Al-4V [16] 1655 42 4.38
SS 316L [26] 1437 18.97 3.8

3 Integration points serve primarily for numerical integration required to
construct elemental stiffness matrices in FE analysis. Depending on the in-
tegration scheme used and the element type, the location and number of the
integration points vary.
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The temperature field T of the cube is calculated using the two
different superposition schemes Eqs. (9) and (11). The temperature
history for points C1–C5, which are located on the boundary edge (see
Fig. 6), are used to compare the prediction of the two superposition
schemes. To have a fair comparison, T̃ fields for both superposition
schemes are calculated using the line source description derived in
Section 2.1. In our previous paper [16] it was demonstrated that for the
simple cubic geometry shown in Fig. 6, the image source method is
convenient to apply and the superposition scheme given in Eq. (11) was
shown to be extremely accurate for predicting the temperature even
with coarse spatial discretisation. Hence, the temperature calculated by
the superposition scheme of Eq. (11) is taken as the reference. A single
line image source, 0.1mm away from the lateral boundary as the mirror
image of the scanning vector is present for this reference calculation.
For both superposition schemes, the T̂ field is solved using FE analysis.
For the reference calculation a fixed mesh size of δe=0.5mm, i.e.
η =25 is used. The laser scanning duration is 0.0036 s. A total time
duration of 0.01 s is considered for calculating the temperature history.

The temperature for the points C1–C5 is plotted as a function of time
in Fig. 8a with a time step of Δt=10−5 s. The black solid lines denote
results calculated by the superposition scheme of Eq. (11) and con-
stitute the reference, while the purple and yellow dashed lines present
results calculated by Eq. (9) with the lowest (η =5) and highest
(η =0.625) level of mesh refinement, respectively. The blue lines in
Fig. 8a on the other hand corresponds to the temperature prediction of
Eq. (9) with a uniform mesh size of η =25 (see the inset in Fig. 8a).

The blue curves in Fig. 8a clearly demonstrate the need for mesh
refinement to attain accurate results. For η =5 (purple dashed lines),
the degree of mesh refinement is insufficient to capture the boundary
effect very accurately; the corresponding temperature histories of
points C1–C5 still deviate from the reference black curves. For the finest
mesh with η =0.625, the corresponding results (yellow dashed lines)
have a perfect agreement with the reference (black solid lines). The
results obtained by η =2.5 and η =1.25 are not shown in Fig. 8a, since
they are visually indistinguishable from the yellow dashed curves

obtained for η =0.625. These results thereby indicate that a mesh size
of η =2.5 is suitable for the desired level of accuracy.

Recall that the calculation of T̃ is independent of the time step.
However, the accuracy of the solution of the complementary field T̂ is
sensitive to the temporal discretisation. The time integration scheme
employed makes use of the quantities T x t˜ ( , )i , T x tGrad( ˜ ( , ))i and
T x tˆ ( , )i in order to calculate T(xi, t+Δt). Therefore finite size of the Δt
still introduces an error to the prediction of T(xi, t+Δt). In order to
asses the degree of this error due to temporal discretisation we evaluate
the dimensionless parameter

=
T T T

t
|( )/ | dt

,
t

0 ref ref

total

total

(12)

for points C1–C5 where ttotal = 0.01 s is the total duration for the
scanning vector to be applied. In essence, ϕ indicates integral difference
between the entire temperature histories, i.e. the difference between
the area underneath the T versus t prediction of given mesh size and a
time step with that of the reference calculation (illustrated in Fig. 8a by
black curves). Recall that the reference calculation is performed with
the superposition scheme Eq. (11) using a time step of Δt=10−5 s.

When the time step is chosen as 10−5 s, the value of error ϕ for
points C1–C5 are plotted in Fig. 8b. The error ϕ for all the points C1–C5
is less than 5% when η =2.5. This demonstrates η =2.5 is sufficient for
the desired level of accuracy. Then, for η =2.5, the effect of the time
step is depicted in Fig. 8c. When the time step is Δt=10−3 s, the error
become as large as 30%, while when the time step is 10−4 s, the error
rapidly reduces to less than 5%.

The calculations of T̂ are performed by the parallel computing
capability of ABAQUS with 32 CPUs. The total CPU time and the wall
clock time of the four mesh densities considered for the time step value
of Δt=10−5 s are tabulated in Table 3. It can be seen that with the
increasing mesh density, both the wall clock time and the total CPU
time increases rapidly. According to Fig. 8, as considerable accuracy is
achieved with the mesh density η =2.5 and Δt=10−4 s. These two
values are hence used for the remaining numerical examples.

3.3. Process modelling of a wedge-shaped part

We proceed with examining the SLM process of a wedge-shaped part
with two overhanging lateral surfaces and a cylindrical hole as shown
in Fig. 9a. The overhanging lateral surfaces both have an inclination of
45° with respect to the x1-axis. In this example we aim to demonstrate
the process modelling capability of our semi-analytical model on a re-
latively complex geometry and investigate the effect of laser scanning
strategy on the temperature transients during manufacturing. Note that
the cylindrical hole introduces concave surfaces that rules out the
possibility of using image sources for imposing boundary conditions.
Therefore the superposition scheme given in Eq. (9) is used together
with mesh refinement in the proximity of boundaries.

An effective laser power of Pe=40W is applied and the laser speed
is 0.5m/s with the laser spot radius of 20 μm. The absorptivity is also
chosen to be 0.77. The layer thickness is 50 μm. Recoating a new layer
of powder usually takes around 10 s [27]. In this numerical example,
the recoating time between each layer is assumed to be long enough so
that the temperature of the part with high conductivity returns to the
initial temperature before scanning each new layer for simplicity.
Hence the thermal history for scanning each layer is independent. We
note in passing that residual heat may build up in the part due to the
processing of previous layers. This build up of heat can be easily ac-
counted for by the proposed model, by choosing the initial T̂ field to be
equal to the total temperature field before scanning a new layer instead
of using Eq. (10e).

The part illustrated in Fig. 9a is also divided into two regions as the
outer rim and the inner core. The outer rim of the part is discretised
with a fine FE mesh while the inner core and the base-plate are

Table 2
The melt-pool width (μm) at different power P (W) and speed v (m/s).

P=150 =v 0.8 P=200 =v 1.2 P=300 =v 1.8

The proposed model 112 106 106
Experiment [24] 109 104 94
Non-linear model [24] 89 ± 4 94 ± 12 96 ± 8

Fig. 6. Finite element mesh for the simple cubic part. The laser scanning vector,
which is applied in the vicinity of the lateral boundary, is represented by the red
arrow. Points C1–C5 are located on the edge with coordinates (0.2, 2.0, 2.0),
(0.6, 2.0, 2.0), (1.0, 2.0, 2.0), (1.4, 2.0, 2.0), (1.8, 2.0, 2.0) given in mm. (For
interpretation of the references to color in this figure legend, the reader is re-
ferred to the web version of this article.)
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discretised with a much coarser mesh. The 8-node hexahedral elements
with linear interpolation functions are used for the entire part and base-
plate. The inner core of the part comprises elements with η ≈25, i.e.
average element size is around 25 times of the laser spot radius rl. In
Section 3.2 it was found that an element size of δe=0.05mm (η =2.5)
was sufficient for the desired level of accuracy of the numerical solution
of the temperature field T̂ when time integration is performed with a
time step of Δt=10−4 s. Numerical parameters identical to those in
Section 3.2 are adopted here. The temperature values of nodes meeting
along the interface between the outer rim and the inner core of the part
are constrained to be equal using the tie constraint in ABAQUS. Con-
secutive scanning vectors having opposite directions (see Fig. 9b),
which is a common practice in SLM [28], is utilised to build the part.
The orientation of scanning vectors are kept constant for all layers but
two different scanning orientations with θ=0° and θ=45° are in-
vestigated. The border offset in Fig. 9b is λ=50 μm and the hatch
spacing is h=100 μm.

The temperature distributions attained while building the 6th and
14th layers are shown in Figs. 10 and 11 at the instance when the de-
picted laser track is finished. In Fig. 10, θ=0° while in Fig. 11, θ=45°.
Figs. 10a and 11 a give the snapshots of temperature distribution while
scanning the 6th layer, whereas Figs. 10b and 11 b show the snapshots
of temperature distribution while scanning the 14th layer. In Fig. 10c, T̃
(the temperature field due to line sources in a semi-infinite domain
only) is also illustrated while scanning the 14th layer with a scanning
orientation of θ=0°, in order to emphasise the contribution of

boundary effects through T̂ field to the resulting total temperature field.
The contour levels above the melting point are designated with grey
colour in order to illustrate the size of the melt-pool at the given in-
stance.

As shown in Figs. 10a and 10 b, the surface of the cylindrical hole
during the SLM process, initially constitutes an up-facing surface (see
for example layer 6) which gradually becomes a down-facing (over-
hanging) surface as the build continues (see for example layer 14). It is
well-known that [29] heat generated by the laser can be quickly
transferred from up-facing surfaces towards the base-plate which acts as
a heat sink, whereas the heat transfer from down-facing (overhanging)
surfaces are obstructed by the poorly conducting powder hindering the
path towards the base-plate. This effect is naturally captured in our
semi-analytical model as observed in Figs. 10 and 11. When the laser is
near the up-facing surface of the circular hole (Figs. 10a and 11 b) less
heat accumulation is observed compared to that of when the laser is
near the down-facing surface of the circular hole (Figs. 10b and 11 b). It
is also observed that local overheating in the vicinity of overhangs is
present irrespective of the scanning orientation θ. The effect of in-
sulating boundaries on the rise of local temperature can also be seen by
comparing the temperature distributions in Fig. 10b and c. In Fig. 10c
since boundary effects are not accounted for, the size of the overheated
zone is smaller compared to that of in Fig. 10b.

The influence of scanning orientation on the temperature distribu-
tions can also be observed from Figs. 10 and 11. The scanning or-
ientation θ=45° is able to heat up the part more effectively compared

Fig. 7. Top surface of the simple cubic part and the FE mesh. Four different mesh densities are applied for the outer rim. The minimum mesh size δe is (a) 0.1mm, (b)
0.05mm, (c) 0.025mm, (d) 0.0125mm. The parameter η = δe/rl, where rl is the laser spot radius indicates the mesh size in comparison to the laser spot radius.
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to θ=0°. For instance, in Fig. 10a, it can be observed at the left side of
the part away from the cylindrical hole, temperature can be as low as
300 °C, while in Fig. 11a, higher temperatures are observed. This im-
plies that scanning with θ=45° would induce a smaller thermal gra-
dient which in turn result in lower residual stresses.

The temperature histories of selected points are also investigated.
Fig. 12 schematically shows the left half of the top-view of the upper-
most layer whilst building the 6th and 14th layer. Fig. 12a and c re-
present the 6th layer with the scanning orientation of θ=45° and
θ=0°, respectively. Fig. 12b and d represent the 14th layer with the
scanning orientation of θ=45° and θ=0°, respectively. Point F1 is
located at the boundary edge of the cylindrical hole, while point F2 is
located at the lateral overhanging edges.

In Fig. 13 temperature is plotted against time for point F1 while
building the 6th and 14th layers with the scanning orientation of
θ=0°. The blue dotted lines are the corresponding T̃ , which assumes
the laser scanning is performed in a semi-infinite medium. The solid
lines are the temperature predictions, i.e. = +T T T˜ ˆ where boundary
effects are accounted for through T̂ .

The peak T̃ value, for layer 6 is slightly lower than the temperature
T, which is around 1300 °C. This is due to the fact that boundary effects
associated with the up-facing surface (see for instance Fig. 10a) whilst
depositing the 6th layer is not a major impediment for heat flow to-
wards the base-plate. In contrast, the boundary effects of an over-
hanging surface appearing in the case of the 14th layer significantly
obstruct heat flow and, thus, in turn induce a higher temperature.
Consequently, the peak value of the total temperature T at F1 for layer
14 is much higher than the associated T̃ and also the peak temperature
T whilst building the 6th layer.

It can also be observed from Fig. 13 that the average cooling rate for
point F1 from its peak temperature is higher for the 6th layer in com-
parison to 14th layer which is a direct consequence of the presence of
an overhanging feature in the part geometry which reduces the cooling
rate locally. SLM imposed cooling rate is essential for the morphology
and fraction of α and β phases of Ti-6Al-4V alloy [30]. Fig. 13 also
indicates the boundary effects are essential to accurately calculate the
cooling rate experienced by the part, especially for designs having
overhanging features. It is thus demonstrated that the proposed model
is able to pick up the variance of cooling rates with different over-
hanging angles.

Fig. 14 shows the temperature history of point F1 upon depositing
the 6th and 14th layer with the scanning orientation of θ=45° and
thereby demonstrating a strong dependence of temperature evolution
to the scanning orientation c.f. Fig. 13. The peak temperature values
depicted in Fig. 14 when θ=45° are lower when compared to the peak
values in Fig. 13. Moreover, the shape of the curves for layer 14 differ
extensively between Figs. 13 and 14. The discrepancy between the peak
temperatures can be explained by means of measuring the smallest
distance between the nearest scanning vectors and the point F1. When
the scanning orientation is chosen to be θ=45°, the average distances
between the point F1 and two nearest scanning vectors responsible for
the peaks are shown to be larger in Fig. 12, both for layer 6 and 14.
Moreover, for layer 14, when the scanning orientation is θ=45°, the
first one of the two nearest scanning vectors to the point F1 moves away
from point F1 whereas the second one moves towards the point F1 and
vice versa when θ=0° (see Fig. 12). The former results with an in-
crease in the temperature just after the global peak as can be seen in
Fig. 14. It is therefore important to note that scanning orientation alone
can modify the temperature transients which in turn have an impact on
the resulting microstructure.

In Fig. 15, the temperature histories of point F2 while building the
14th layer with two different scanning orientations are plotted. Dif-
ferent temperature evolution for point F2 can be clearly observed. As

Fig. 8. (a) Temperature histories plotted for points C1–C5 (see Fig. 6 for the
location of points) calculated by the model reported by Yang et al. [16] and the
proposed model in the present paper with different mesh sizes. (b) The error ϕ
calculated as a function of mesh density η for a time step of Δt=10−5 s. (c) The
error ϕ given as a function of time step Δt for a mesh density of η =2.5. (For
interpretation of the references to color in this figure legend, the reader is re-
ferred to the web version of this article.)

Table 3
The computational time for the simple cubic part as function of mesh density.

η =5 η =2.5 η =1.25 η =0.625

Total CPU time (s) 6.91× 103 2.18× 104 1.10× 105 4.64× 105

Wall clock time (s) 6.09× 102 1.61× 103 7.56× 103 3.02× 104
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illustrated in Fig. 12b and d, before the peak temperature is obtained
with θ=45°, a total of four laser scanning vectors has been applied
whereas with θ=0° this number is six. Moreover, the individual laser
scanning vectors are longer in the case of θ=0°. Consequently, the part
has been exposed to a higher energy level with θ=0° resulting with a
higher peak temperature compared to the scanning orientation of
θ=45°. Another factor that contributes to the difference between the
peak temperatures is that point F2 is 0.0707mm apart from the two
nearest scanning vectors when θ=0° while the distance between point
F2 and the associated nearest scanning vectors becomes 0.0866mm
when θ=45°. Finally one can also compare the peak temperature at-
tained at point F1 (see Fig. 13) and F2 (see Fig. 15) at layer 14 with
θ=0°. The higher peak temperature attained at point F1 implies the
overhanging feature due to the cylindrical hole is more problematic in
terms of overheating compared to the overhang at the lateral surface.

The complimentary numerical field T̂ is calculated using the parallel
computing capability of ABAQUS with 32 CPUs. The wall clock time for
a single layer ranges from 7 to 15 minutes. The wall clock time in-
creases with layer number as the number of DOFs also increases.
Normally the computational time for a comprehensive fully non-linear
model is very long and it may take hundreds of hours to compute a 3D
model with several layers of real-time SLM process, see for example
[10]. In comparison, the proposed model shows a great advantage in
computational efficiency.

3.4. Validation of results with a real 3D part

In this section we compare our model predictions with the mea-
surements performed during SLM of a real 3D part, as reported by
Hopper [25]. The front view of the part is shown in Fig. 16a. The
smallest angle of the overhang made with the x2-axis is 26.7°. The layer
thickness is 30 μm and the laser speed is 1.25m/s. The scanning angle is
16.6° with respect to the x1-axis and the hatch spacing is 65 μm. The
laser powers for scanning the high power region and low power region
are 170W and 155W, respectively (see Fig. 16b). The corresponding
effective power Pe=2P/3 is considered in the simulation as suggested
in [12]. The absorptivity is 0.77 and the initial temperature is 20 °C.
Tetrahedral elements are used to mesh the part and the average size of
the elements are specified as 0.5mm and 0.05mm for coarse and fine
mesh regions, respectively. The time step is 10−4 s. In our simulation,
the recoating time between each layer is again assumed to be long
enough so that the temperature of the part cools down to the initial
value before scanning each new layer. Since the thermal history for
scanning each layer is independent, only scanning the last layer is si-
mulated to make the comparison.

Fig. 17 shows the temperature history of point G (see Fig. 16b).
Time t′ is defined such that t′ = 0 when the laser is exposed at point G.
Some oscillations in the experimental curve can be observed. The os-
cillations are mainly caused by the noise of the signals. As mentioned in

Fig. 9. A wedge-shaped part with two overhanging surfaces with an overhang angle of 45° and containing a cylindrical hole, built on a base-plate. The built part is
divided into the outer rim, which is discretised with a fine mesh, and the inner core, which is discretised with a coarse mesh. (b) An alternating scanning strategy with
a scanning orientation of θ and a hatch spacing of h is applied for building each layer. The border offset is denoted as λ.
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[25], the exposure time of the sensor cannot be too long to capture the
rapid change of the temperature. On the other hand, shortening the
sensor exposure time induces noise in the temperature measurement.
Moreover, the melt pool plume and ejected particles during the laser
scanning can also cause some errors in the temperature measurement. It
can be observed that the oscillations mainly occur when the laser ap-
proaches point G, when t′ < 0. When t′ > 0 and without the inter-
ference of the laser scanning, the experimental curve becomes smoother
and agrees well with the predictions of simulation.

There are several reasons for the discrepancy observed between the
simulated and measured temperature. The proposed model uses the
reduced effective power to implicitly account for any form of energy
loss. However, neglecting the latent heat and the 3D volumetric nature
of the laser source both lead to an overestimation of temperature.
Besides, the simplification of neglecting the powder conductivity may
also contribute to the overestimation of the temperature [31]. On the

other hand, as mentioned in [25], saturation of the image sensor can
cause underestimation of experimentally measured values. Moreover,
since the measurement device can only work in a certain temperature
range, the temperature below 1000 °C cannot be measured. Conse-
quently, the simulated curve agrees reasonably well with the experi-
ment.

4. Conclusions

A semi-analytical thermal model for predicting the complete
thermal history during SLM process for a part with arbitrary shape is
presented. We have derived a closed form temperature solution for a
continuous line heat source in a semi-infinite space which has been
shown to be a computationally efficient and accurate representation of
scanning vectors applied during the SLM process. The line source so-
lution is easy to implement for arbitrary scanning orientations. In order
to predict temperature evolution in finite bodies, the superposition
principle is used. A complementary temperature field to impose the
physically relevant boundary conditions is solved numerically. This
complementary field is smooth away from the boundaries but requires a
relatively fine discretisation in the vicinity of boundaries.
Consequently, an mesh refinement near the surfaces becomes a prag-
matic approach to address the multi-scale nature of the problem that
limits the computational costs without compromising the accuracy. The
accuracy of the line source equation and the superposition scheme is
validated by a non-linear model and the experiments from the litera-
ture.

The proposed semi-analytical model has been demonstrated to
successfully analyse complex geometries. Numerical examples also
showed that it is essential to take into account the boundary effect for

Fig. 10. Snapshots of the temperature distribution for (a) layer 6 and (b) layer
14 for a scanning orientation of θ=0°. (c) Temperature field T̃ due to a line
source in semi-infinite space for the layer 14. Points labelled as F1 and F2 will
be used to compare pointwise temperature histories.

Fig. 11. Snapshots of the total temperature distribution for (a) layer 6 and (b)
layer 14 for the scanning orientation θ=45°.
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Fig. 12. Schematic illustration of the top view of the left half part (a) the 6th
layer with a scanning orientation of θ=0°, (b) the 14th layer with a scanning
orientation of θ=45°, (c) the 6th layer with a scanning orientation of θ=0°
and (d) the 14th layer with a scanning orientation of θ=0°.

Fig. 13. The temperature plotted against time at point F1 while building the
6th and 14th layer with a scanning angle of θ=0°. The blue dashed lines are
the corresponding T̃ at point F1. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Fig. 14. The temperature plotted against time at point F1 while building the
6th and 14th layer with a scanning orientation of θ=45°.

Fig. 15. The temperature plotted against time at point F2 while building the
14th layer with two different scanning orientations θ=0° and θ=45°.
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predicting the temperature distribution of a SLM part. This is especially
important to asses part designs containing overhanging features. With
the predicted temperature, one may further develop a model which

relates the temperature and lack of fusion between laser tracks, and
thus the proposed model is potentially helpful to predict and avoid the
lack of fusion behaviour by optimizing the laser power, speed and
hatching distance. According to the simulation results, overhanging
surfaces are prone to overheating and more so around a hole and
thereby experience slower cooling rates. Moreover, different scanning
orientations also affect the predicted temperature distribution and
history henceforth both scanning strategy and part topology can be
independently designed to control the microstructure.
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Appendix A

Considering a laser source located at (x x x, ,s x s
1 2 3 ) at t0. For >t 00 the source is moving at a constant speed v with an angle θ with respect to x1-axis

(see Fig. 1a) and its location at time t0 is given by

= +
= +
=

x x v t t t
x x v t t t
x x

( )cos ,
( )sin ,

.

s
r

s
r

s

1 1 0 0

2 2 0 0

3 3 (A.1)

Then R, which denotes the distance between the laser source and the point of interest, can be written as

= + +R x x v t t t x x v t t t x x( ( )cos ) ( ( )sin ) ( ) .s
r

s
r

s2
1 1 0 0

2
2 2 0 0

2
3 3

2 (A.2)

With Eq. (A.2) and substituting = +t t t( )r0
1/2 into Eq. (6), we find

=T x t P A
c

Y v˜ ( , )
2 ( )

exp( Cv
2

) exp(
4

)d ,i
e

p L

U
3/2

2 2 2

(A.3)

where L and U are the corresponding lower and upper bound of the integration, respectively. Since the laser scan is assumed to be terminated at tf,
the upper bound U would be tr

1/2 when t≤ tf while U=(t− tf+ tr)−1/2 if t > tf. The parameters of Y, C and L are defined in Eq. (7b) with
= + +R x x x x x x( ) ( ) ( ) .s

s s s2
1 1

2
2 2

2
3 3

2 .

Fig. 16. (a) The front view of the geometry of the part built in [25]. (b) The top
view of the region indicated with a red circle in (a). Two different laser powers
are applied in the high power region (the blue rectangle) and the low power
region (the red rectangle). The laser scanning direction is oriented 16.6° with
respect to the x1-axis. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Fig. 17. Temperature versus time plot for point G (see Fig. 16b). Time t′ = 0
when the laser is at point G.
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Solving the integral in Eq. (A.3) gives

= +

Y v

Y
Y v z z z

exp(
4

)d

2
exp(

2
)[erfc( ) erfc( )] ,

L

U

L

U

2 2 2

5
(A.4)

where

=

= ++

z v
t

Y t

z v
t

Y t
2 2

,

2 2
.

(A.5)

Therefore, substituting Eq. (A.4) into Eq. (A.3), the temperature at a given location and time due to the line source can be finally written as

= +

+

T x t P A
k Y

Y C v

z z z z z z

˜ ( , )
4

exp( ( )
2

)

[erfc( ) erfc( ) erfc( ) erfc( )]

i
e

1 5 2 3 5 4 (A.6)

Appendix B

The temperature gradients of the analytical temperature field T̃ in Eqa. (10b) and (10c) are expressed as

= + + +T
x
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2
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