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Abstract

The level-set (LS) method uses a signed-distance function to capture the interface in two-phase flows. Ge-
ometrical properties can be easily obtained, and merging and splitting of the interface are handled auto-
matically by the LS method. However, it is not inherently volume conserving. Several methods found in
literature that aim to solve this problem are discussed in this report, including the interface-correction level-
set (ICLS) method. The ICLS method uses an additional advection step with a correction-velocity field to
restore global volume loss/gain. We present the volume-of-fluid-based local interface-correction level-set
(VOF-LICLS) method. This is an extension to the ICLS method that aims to restore volume locally. This is
achieved by coupling the ICLS method with the VoF method. In each time step we evolve both the level-
set function and the volume fraction function. The VoF advection is performed using a Lagrangian-Eulerian
method on a dual mesh. From the advected LS field volume fractions are constructed and compared to the
advected VoF field. This allows us to use local volume fluxes for the velocity field, instead of a global volume
flux. The construction of the correction-velocity is performed with the use of an analytic equation and the lo-
cal volume fluxes. The novel volume correction procedure is then executed iteratively. The level-set equation
is discretized in space with a finite element approach. Instabilities occur for the standard Galerkin approach
for pure advection equation, so the SUPG method is used in order to obtain stable solutions. The perfor-
mance of the developed method in this thesis is compared with LS and ICLS for three different test cases. We
report a significant improvement for local volume conservation, and we observe that VOF-LICLS yields more
accurate interface positions.
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1
Introduction

1.1. Simulation of two-phase flows
Two-phase flow, which is a particular case of multiphase flow, consists of two media with possible different
properties, where the media can have different phases [17]. Multiphase flow simulations are fundamental
tools in many industrial applications and natural processes. Examples are rain drops in the air, free surface
flows in the ocean, the dispersion of two immiscible fluids into each other to create emulsions, liquid phase
sintering and inkjet printing [9, 22]. Numerical simulations of two-phase flow are difficult and far more chal-
lenging than single phase flow. Besides demanding volume conservation, accurately modelling the interface,
such that it remains smooth and sharp, is also very important [10]. An accurate interface is essential, espe-
cially when the normal vector and curvature are utilized for computing the surface tension [17]. In this thesis
we focus on locating the interface in an immiscible and incompressible flow.

In the last three decades several methods have been developed for solving the two-phase flow. Each
method has its advantages and disadvantages. While some methods suffer from poor volume conservation
properties, other methods suffer from the inability to handle complex domains with unstructured meshes. In
general, the available methods can be categorized in two classes: interface-tracking methods and interface-
capturing methods. Over the years steady improvements have been made by proposing various variations to
the existing methods.

1.2. Interface-tracking and interface-capturing methods
The interface separating the two fluids must be either tracked or captured in the same time step as the flow
field evolution [22].

Interface-tracking methods are Lagrangian, that is, the interface is explicitly represented by the mesh.
Whenever the interface moves or deforms, the interface has to be rebuild [12]. These methods are very ac-
curate and efficient for moving interfaces with small deformation, but they do not handle disconnecting and
reconnecting of the interface well [14]. Interface-capturing methods are Eulerian, where the interface is de-
scribed by an implicit function on a fixed mesh [14]. Although these methods are robust and have a wide
range of applicability, they usually require a higher mesh resolution.

The interface-tracking techniques either employ a deforming mesh that fits to the interface, such as arbi-
trary Lagrangian-Eulerian (ALE) methods, or explicitly track the interface, which is done in marker-and-cell
(MAC) methods. For interface-capturing techniques an auxiliary function is needed. Examples are volume-
of-fluid (VoF) methods, where a volume fraction function is used, and level-set (LS) methods, where a signed-
distance function is used. Several methods and variations to existing methods have been introduced for
solving the two-phase flow. Approaches where the reconstruction techniques rely on the Cartesian control
volumes are not able to handle geometrically complex domains. On the other hand, approaches that are ap-
plicable for triangular control volumes suffer from volume loss and/or fragility [17] due to their complexity.

Generally, the following four approaches are used for modelling the two-phase flow: front-tracking meth-
ods, marker-and-cell methods, level-set method and volume-of-fluid method. Each of these methods have
there advantages and disadvantages based on volume conservation, ease of implementation and ability for
handling complex geometries. Only the VoF and LS method can be used when handling interface movement

1



2 1. Introduction

without any geometrical restrictions [17]. All other proposed methods are derived from one or a combination
of the mentioned methods. These four approaches [10] are discussed in Sections 1.2.1-1.2.4.

1.2.1. Front-tracking method
Front-tracking methods are based on the movement of the surface Γ(t ). Suppose that the velocity u(x(t ), t ) is
known for every point x(t ) ∈ Γ(t ). Then we get

d

dt
x(t ) = u(x(t ), t ). (1.1)

This is known as the the Lagrangian formulation of the interface evolution equation [12]. Front-tracking
methods can be categorized into Lagrangian and Eulerian methods. For Lagrangian methods, the mesh is
constructed such that one of the boundaries corresponds to the interface. This means that the interface
needs to be rebuild whenever it moves or deforms. Eulerian front-tracking methods utilize an additional data
structure for describing the interface.

Numerical solutions of front-tracking methods can be unstable and may need to be stabilized by smooth-
ing the corners of the interface. Another disadvantage is its inability to handle merging and splitting of two
interface parts automatically and it is complicated to deal with these topological changes. The advantage of
the front-tracking method is that the interface is sharp and explicitly given.

1.2.2. Marker-and-cell method
Marker-and-cell (MAC) methods or marker particle methods utilize marker particles. In contrast to front-
tracking methods, this method marks the volume occupied by a phase rather than the interface itself [12]. The
new particle location is computed by moving with the fluid velocity according to the Lagrangian formulation,
Eq. (1.1). A cell containing particles while having at least one neighbour cell without any particles, is called
an interface cell. The distribution of particles in interface cells is used to construct the interface.

The MAC method is able to handle merging and splitting of interface parts easily. A drawback of this
method is that a large amount of the particles is needed to give an accurate approximation of the interface.
When only using few particles, reconstruction of the interface is sensitive to small errors [12], resulting in
a blurred interface. In order to obtain a sharp interface, far more particles than cells are needed. Further-
more, a balanced distribution of particles is required in the interface cells. Therefore, adding and removing
of particles is necessary during this process, which leads to a large computational cost.

1.2.3. Level-set method
In the level-set method, the interface is captured by a signed-distance function. This function is advected
according to the advection equation. During simulation it is advantageous to maintain the level-set function
as a signed-distance function by applying reinitialization, however, this is computationally expensive and can
be difficult to implement [14].

The level-set method handles merging and breaking of the interface automatically and geometrical infor-
mation can be easily calculated. A drawback of this approach is poor volume conservation. This method is
discussed in more detail in Section 2.

1.2.4. Volume-of-fluid method
The volume-of-fluid (VoF) method uses volume fractions indicating the fractional volume of a certain fluid
[21]. In each time step, the volume fractions are advected according to the advection equation. The VoF
method conserves volume really well, but the interface has to be reconstructed in each time step due to
the discontinuity of the method. This reconstruction procedure is computationally expensive, making it a
disadvantage of the method. Furthermore, it is difficult to compute geometric information. More information
is given in Section 4.1.

1.2.5. Improvements to the level-set method
Several techniques can be used to solve the level-set equation, Eq. (2.2), in space and time. However, nu-
merical methods may become unstable due to steep or flat gradients of the level set function. One solution
to this problem is reinitialization. But the major drawbacks of the reinitialization process is the difficulty of
maintaining the original interface location, which will often lead to volume loss/gain [14]. Furthermore, the
level-set method is not inherently volume-conserving, which is shown in [10]. So even when the reinitializa-
tion procedure has no volume loss/gain, volume conservation is still not guaranteed.
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Various approaches have been proposed to make the level-set method stable and volume conserving.
These techniques can be divided into four methodologies [6]:

1. Improving LS discretization and reinitialization; by using a higher order scheme, minimizing displace-
ment during reinitialization or refining the mesh near the interface, numerical errors are reduced. How-
ever, the level-set method remains inherently non-conservative [6]. In [16], two alternative FEM imple-
mentations are discussed.

2. Coupling the LS method with conservative methods, such as VoF or Lagrangian particles; by combining
two methods volume can be conserved exactly. However, these hybrid methods can be very complex
to implement.

3. Adding a volume constraint in the level-set (LS) or Navier-Stokes (NS) formulation or introducing a
volume/mass correction procedure.

4. Modifying the LS definition, such as the (improved) conservative level-set method [24] or the assumed-
gradient level-set method [15].

In this thesis we will focus on the second and third methodology; coupling with a conservative method
and introducing a volume correction procedure.

1.3. Goal of this project
The goal for this project is to develop a Finite Element (FE) based method for solving the level-set equation
on unstructured triangular control volumes. Ideally, the developed method should conserve volume exactly,
give a continuous description of the interface and track the interface accurately.

The level-set handles merging and splitting of the interface automatically, and have shown to be a good
approach for capturing the interface for two-phase flow simulations in literature. However, the level-set
method is not inherently volume-conserving, so our goal is to add an extension to the method which pre-
serves volume. We want to maintain the continuity of the level-set method, such that geometrical infor-
mation can be easily calculated. Furthermore, at each time step we want a continuous description of the
interface without having to reconstruct this. For geometrically flexibility we choose a FE-based method on
unstructured triangular grids, since this is able to handle geometrically complex domains.

While discontinuous methods on unstructured triangular grids and continuous methods on structured
rectangular have been developed, accurate continuous volume-conserving methods on unstructured trian-
gular grids are not yet available to the authors knowledge.

1.4. Outline of the thesis
In [6] the interface-correcting level-set (ICLS) method is proposed, which performs an additional advection
achieving global volume conservation. In this thesis a novel coupling between ICLS and VoF is presented:
the volume-of-fluid-based local interface-correction level-set (VOF-LICLS) method. A continuous Galerkin
approach is used for discretization on a unstructured triangular mesh. The original formulation and deriva-
tion of the ICLS method and the adaptation is discussed. Furthermore, the performance of VOF-LICLS is
compared with LS and ICLS for different test cases.

The outline of this thesis is as follows. In Section 2 the level-set method is discussed, and the discretization
of the LS field is presented in Section 3. An overview of various methods is given in Section 4. Sections 1-4
were part of the literature study [10]. Developed methods and obtained results during this thesis can be found
in Sections 5-8. An extension to the ICLS method with a coupling with VoF is introduced in Section 5, where
its performance is tested against ICLS. An improved local version (VOF-LICLS) is proposed in Section 6. In
Section 7, results of the performance compared to ICLS and LS and a error analysis is given, which is followed
by a conclusion and discussion in Section 8.





2
Classical level-set methodology

In the level-set method, the interface is captured by a signed-distance function φ defined by

φ(x, t ) =


min

y∈Γ(t )
‖x−y‖ if x ∈Ω1(t ),

0 if x ∈ Γ(t ),

− min
y∈Γ(t )

‖x−y‖ if x ∈Ω2(t ),

(2.1)

where Γ(t ) is the interface between the two phases Ω1(t ) and Ω2(t ) [4]. This function is advected according
to the advection equation

∂φ

∂t
+u ·∇φ= 0, (2.2)

with u the velocity of the flow. The derivation is given in Section A.1.
The signed-distance function satisfies ‖∇φ‖ = 1 where ∇φ is defined, which is known as the Eikonal equa-

tion. This property can be used to redistance the function, which will be discussed in Section 2.1.

2.1. Reinitialization of level-set function
In general, the level-set function φ does not remain a signed-distance function when φ is advected, which
means that too steep and/or too flat gradients can occur [10]. This results in errors when derivatives are
taken for computing the interface normal vector and instability problems [14]. Hence it is desirable to main-
tain φ as a signed-distance function. Therefore reinitialization is needed to modify the level-set function
[22]. Reinitialization of the level-set function is not always necessary, and is only required for stability rea-
sons which causes φ to diverge from the signed-distance function, or when a constant interface thickness is
needed for smoothing discontinuities. If this is not the case, one should avoid reinitialization since it is com-
putationally expensive and can be difficult to implement [14]. There are several techniques for reinitializing
φ as a signed-distance function [14], such as the fast marching method and the fast sweeping method. Both
methods solve the Eikonal equation ‖∇φ‖ = 1 and retain the location of the interface. Another method solves
a first-order partial-differential equation, known as the time-dependent Eikonal equation, in pseudo-time,
given by [6]

∂φ

∂τ
+S(φ0)

(‖∇φ‖−1
)= 0, (2.3)

where τ is a pseudo-time, φ0 is the initial level-set field, and S(φ0) is a smoothed sign function, defined as

S(φ0) =


−1 if φ0 <−∆x,
1 if φ0 >∆x,

φ0√
φ2

0+∆x2
otherwise.

(2.4)

5



6 2. Classical level-set methodology

Equation (2.3) can be rewritten in the following form

∂φ

∂τ
+S(φ0)

(‖∇φ‖−1
)= 0,

=⇒ ∂φ

∂τ
+S(φ0)‖∇φ‖ = S(φ0),

=⇒ ∂φ

∂τ
+

(
S(φ0)∇φ
‖∇φ‖

)
·∇φ= S(φ0),

=⇒ ∂φ

∂τ
+w ·∇φ= S(φ0), (2.5)

with

w = S(φ0)∇φ
‖∇φ‖ . (2.6)

Equation (2.5) is the advection equation with a non-zero RHS. By experimentation we find that advection
with the standard Galerkin method will lead to instabilities, therefore we choose to discretize Eq. (2.5) with
the SUPG method, similar to the level-set advection discretization. The discretization for this equation can
be found in Appendix B.2.

Solving Eq. (2.5) is a more popular choice compared to FMM, since it is easy to parallelize and higher order
schemes can be used [6]. However, numerical diffusion when solving the equation can result in a shifted
interface, which can lead to volume loss/gain. In order to restore this volume loss/gain, the reinitialization
procedure must be applied after level-set advection and before volume correction. However, one could also
pin the interface by using Dirichlet boundary conditions at the zero level-set. In this thesis we will use the
former approach; applying volume correction after reinitialization.

According to [6], reinitialization was required for one to two iterations per ten to a hundred time steps
for their applications. Similar observations were made for methods considered in this report. In Figure 2.1
the result of a square in a rotating flow at t = 2π for the LS method is displayed, where reinitialization is
applied after every 25 time steps with 4 iterations. The iso-contours of the simulation with reinitialization
corresponds more to a square than the simulation without reinitialization.

(a) Without reinitialization (b) With reinitialization

Figure 2.1: Results at t = 2π of a square in a rotating flow without and with reinitialization.

We also simulated a droplet in a rotating flow for t = 2π with VOF-LICLS, the developed method in this
thesis which will be discussed in Section 6. The result at t = 2π and the mean error at the interface from
Eq. (5.21) are displayed in Figure 2.2. The mean error is plotted for some iterations, which are uniformly
distributed across the entire time span. This is done for every graph in this report. We find that reinitializa-
tion does not improve the performance significantly. From this we can conclude that reinitialization is not
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(a) Result at t = 2π. (b) Mean error EΓ.

Figure 2.2: Results of droplet in rotating flow for VOF-LICLS with and without reinitialization.

necessary for advecting the LS field with a SUPG approach combined with the volume correction procedure.
Therefore we choose to omit reinitialization.

2.2. Properties of level-set method
The advantage of the level-set method is its ability to handle merging and breaking of the interface automat-
ically, without having to explicitly reconstruct the interface. Furthermore, geometrical information can be
easily calculated, since φ is smooth near the interface

n = ∇φ
|∇φ| , κ=∇·n,

where n is the unit outward normal and κ the curvature.
The disadvantage is poor volume conservation, which can come from two aspects [24]. Firstly, it can come

from numerical dissipation from discretization of the level-set equation, since a smooth distance function is
advected rather than a conserved physical quantity, such as mass or volume. Therefore the level-set method
has no volume conservation by design. And secondly, it can be caused by volume gain/loss from the reinitial-
ization process, where it can occur that the interface shifts, because the signed-distance function does not
provide an accurate approximation of the exact location [24].





3
Discretization of the level-set equation

3.1. Spatial discretization
We wish to discretize the level-set method with a finite element approach for its geometrical flexibility. How-
ever, we will not use the standard continuous Galerkin approach, since it is a well-known fact that naive
finite-element implementations are unsatisfactory [2, 7, 16], which is shown in [10]. Standard finite-element
discretizations suffer from instability issues, and in order to stabilize the numerical solution a certain amount
of numerical viscosity has to be added [16]. While adding artificial diffusion solves this problem, it must be
taken into account that this also affects the accuracy of the solution, which may result in volume loss.

3.1.1. Continuous Galerkin (CG) method
Let Th be a triangulation of the domainΩ, and let Pk be the space of polynomials of degree ≤ k. The approx-
imation of φ is denoted by φh . The space of continuous piecewise polynomial functions [12] is then defined
by

V k
h := {vh ∈C (Ω̄) : vh |K ∈Pk ∀K ∈Th},

V k
h,g := {vh ∈V k

h : vh |∂Ωin = gD }.
(3.1)

for k ≥ 1. Here, ∂Ωin denotes the inlet boundary, that is, the part of the boundary where the flow enters the
domain.

The weak form of the standard Galerkin method is as follows. For all t ∈ [0,T ] find φh(t ) ∈V k
h such that


∫
Ω

∂φh

∂t
vh dΩ+

∫
Ω

(
u ·∇φh

)
vh dΩ= 0, ∀vh ∈V k

h ,

φh(0) =φ0,h .
(3.2)

However, this formulation will result in instabilities near the inlet boundary. Therefore we need to impose
Dirichlet boundary conditions on the inlet boundary. The weak form of the standard Galerkin method for
Dirichlet boundary conditions is given by: for all t ∈ [0,T ] find φh(t ) ∈V k

h,g such that


∫
Ω

∂φh

∂t
vh dΩ+

∫
Ω

(
u ·∇φh

)
vh dΩ= 0, ∀vh ∈V k

h,0,

φh(0) =φ0,h .
(3.3)

The discretization can be found in Appendices A.2.1 and A.2.2. Results from [10] show that the standard
Galerkin approach leads to instabilities, from which we can conclude that this approach is not appropriate for
this application. Therefore we consider the Streamline upwind Petrov-Galerkin method in the next section.

9
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3.1.2. Streamline upwind Petrov-Galerkin (SUPG) method
Let us define the following function spaces

W := {w ∈ L2(Ω) : u ·∇w ∈ L2(Ω)},

W0 := {w ∈W : w |∂Ωin = 0},

Wg := {w ∈W : w |∂Ωin = gD }.

(3.4)

Note that V k
h is a subspace of W .

The streamline upwind Petrov-Galerkin (SUPG) stabilizes the standard Galerkin method by adding diffu-
sion, which smooths the solution. Instead of simply adding a diffusion term to the level-set equation, diffu-
sion is added in the streamline direction. In this way, less diffusion is produced. The diffusion is incorporated
into the equation in such a way, that the exact solution is also a solution to the stabilized problem [12].

Note that u ·∇v ∈ L2(Ω) for any function v ∈W , which means that∫
Ω

∂φ

∂t
(u ·∇v)dΩ+

∫
Ω

(
u ·∇φ)

(u ·∇v)dΩ= 0 (3.5)

holds for the exact solution in the weak sense and for any v ∈ W . This is added δ times to the standard
variational formulation, resulting in∫

Ω

∂φ

∂t
(v +δu ·∇v)dΩ+

∫
Ω

(
u ·∇φ)

(v +δu ·∇v)dΩ= 0, (3.6)

with δ a positive constant.
When we added the diffusion term, we changed the test space. This means that the trial and test space

are not the same any more, therefore this method is a Petrov-Galerkin method [12]. The SUPG test function
is defined by

wh(vh) := vh +δK u ·∇vh , (3.7)

where vh ∈V k
h . The parameter δK is non-negative and defined element-wise on every K ∈Th . The SUPG test

space is defined by

V SUPG
h := {wh(vh) : vh ∈V k

h }. (3.8)

Substituting this into the standard variational equations and summing over all elements K ∈ Th gives the
desired problem. For all t ∈ [0,T ] find φh(t ) ∈V k

h,g such that
∑

K∈Th

∫
ΩK

∂φh

∂t
wh dΩ+

∫
ΩK

(
u ·∇φh

)
wh dΩ= 0, ∀wh ∈V SUPG

h,0 ,

φh(0) =φ0,h .

(3.9)

A difficulty of the SUPG method is to choose an appropriate value of δK . Usually, the parameter is chosen to
be proportional to the grid size [12]. For this problem δK is taken as

δK = s
hK

max{ε,‖u‖∞,K }
, (3.10)

with ε> 0, and s =O (1) a scaling factor. The discretization is given in Appendix A.2.3.
Another stabilizing finite-element approach is the Galerkin Least Squares (GLS) finite-element method.

However, the variational formulation is identical to the SUPG method for the hyperbolic case, or for piecewise
linear elements in the general case [8]. Therefore we will not consider the GLS method.

3.1.3. Other spatial discretization methods
Besides adding diffusion in the streamline direction, other suitable stabilization method can be found in liter-
ature. The subgrid edge stabilization method [2, 16] adds a term to the standard Galerkin formulation, which
penalizes the jump of the gradient over internal element boundaries. This method utilizes an additional finer
triangulation with half the mesh size. Only the jump of the gradient over the subtriangles is penalized [10],
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which leads to good volume conservation properties, since the stabilization is only present on the finest scale.
Therefore the method will have the same conservation properties as the standard Galerkin method.

Another discretization approach is the stabilized finite element method without reinitialization, proposed
in [20]. This method adds a term depended on the local residual of the Eikonal equation to the SUPG for-
mulation of the level-set equation. This improves the interface resolution without having to reinitialize the
level-set function. Furthermore, it is claimed that with the penalty term simpler and more efficient numeri-
cal schemes can be used. It has also been shown that this method enhances the numerical behaviour of the
SUPG method.

Another common method is discontinuous Galerkin (DG) method [5], which utilizes ideas and techniques
from both the Finite Volume method (FVM) and the Finite Element Method (FEM), resulting in a numerical
scheme with advantages from FVM and FEM. Interior and boundary penalty are introduced to mimic the
continuity of the approximate solution in a weaker sense. The interior penalty is required in standard con-
forming finite-element methods and the boundary penalty is employed for the Dirichlet boundary condition.
The Runge-Kutta discontinuous Galerkin (RK-DG) method is a popular numerical technique thanks to the
fact that it is accurate, compact, robust and it can handle complex geometries. Furthermore, discontinuous
Galerkin finite-element approximations requires much less artificial viscosity than stabilization techniques
applied to continuous Galerkin approximations [16]. Despite its good properties, we will not use this scheme
since we want to maintain the continuity of the level-set function.

3.2. Temporal discretization
The semi-discrete system obtained from the SUPG method is a system of ordinary differential equations of
the form

M(u)
dφh(t )

dt
= S(u)φh(t )+ f(t ). (3.11)

The fully-discrete system is acquired by discretization in time. For this project we will be using the Crank-
Nicolson scheme for temporal discretization. While there are many time stepping schemes for this applica-
tion, we will not consider other schemes, since the focus lies on developing a volume conserving method with
an appropriate volume correction procedure. By choosing an implicit method we will obtain a stable result
and besides that, we do not have to worry about the CFL-condition.

For the next part we define [12]

m : W ×L2(Ω) →R, m(w, v) := (u ·∇w, v)L2(Ω),

s : C 1([0,T ];L2(Ω))×L2(Ω) →R, s(η, v) := ( dη
dt , v)L2(Ω).

In stead of the matrix-vector formulation, we switch to a more suitable representation. For all t ∈ [0,T ]
find ηh(t ) ∈V k

h such thatm( ∂ηh
∂t , wh) = s(ηh(t ), wh)+ ( f (t ), wh), ∀wh ∈V SUPG

h ,

ηh(0) = η0,h .
(3.12)

The Crank-Nicolson scheme for this system gives the fully discrete system: with η0
h = ηh , find for all time

steps n = 1, . . . N find ηh(t ) ∈V k
h such thatηn

h −ηn−1
h

∆t
, wh

= s
(

1

2
(ηn

h +ηn−1
h ), wh

)
+

(
1

2
( f (t n)+ f (t n−1))

)
, ∀wh ∈V SUPG

h . (3.13)

For a constant velocity this gives us the fully discrete system in matrix-vector representation

M
φn+1

h −φn
h

∆t
= 1

2
Sn(φn

h +φn+1
h )+ fn ,

=⇒ φn+1
h = (M − 1

2∆tSn)−1
[

(M + 1
2∆tSn)φn

h +∆t fn
]

.

(3.14)

For time-dependent velocities the above formulation does not hold, and a generalized version needs to be
used [12]. This version is as follows: with φ0 and the velocity field given for the actual time step, compute φ̃0
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such that Mφ̃0 = Sφ0 + f0. For all time steps n = 1, . . . , N computeφn
h and φ̃n

h such that

1

∆t
M(un)φn

h − 1

2
S(un)φn

h + 1

2
fn = 1

∆t
M(un)φn−1

h + 1

2
M(un)φ̃n−1

h ,

φ̃n
h = φn

h −φn−1
h

∆t
− 1

2
φ̃n−1

h .

(3.15)



4
Overview of other methods

In this section a few interface-capturing methods are highlighted.

4.1. Volume-of-fluid method
The volume-of-fluid (VoF) method uses a marker function, denoted byψ, indicating the fractional volume of
a certain fluid [21]. The definition is given by

ψk (t ) = 1

|Ωk |
∫
Ωk

c(x, t )dΩ, |Ωk | =
∫
Ωk

dΩ, (4.1)

where the control volume is denoted byΩk , and the colour function c(x, t ) :R→ {0,1} is defined by

c(x, t ) =
0 if phase 0 is present,

1 if phase 1 is present.

This volume fraction function gives the ratio of phase 1 to the total ratio, which means ψ is 0 and 1 when the
cell only consists of phase 0 and 1, respectively, and lies between 0 and 1 when both phases are present. In
each time step, the volume fraction is advected according to

∂ψ

∂t
+u ·∇ψ= 0. (4.2)

4.1.1. Interface reconstruction
Since the volume-of-function ψ is discontinuous across the cells, the exact interface location is unknown
and has to be approximated in each cell, where the volume fraction function takes values between 0 and 1
[17]. This procedure is called ‘interface reconstruction’. Common methods used for interface reconstruction
are the Simple Line Interface Calculation (SLIC) and the Piecewise Linear Interface Calculation (PLIC). This
is computationally expensive, which makes it a disadvantage for VoF [24]. Furthermore, the reconstructed
interface is discontinuous between cells [13].

4.1.2. Properties of volume-of-fluid method
The VoF method conserves volume really well except for small over and under shoots. Besides the compu-
tationally intensive interface reconstruction, other drawbacks of this method are ejection of non-physical
fluid, parasitic currents and the inability to compute geometric information, such as unit normal vector and
curvature, accurately [13]. This is caused by the step-like behaviour of ψ [21]. Numerical diffusion arises by
application of the numerical scheme for the advection equation. This results in numerical errors which are
replaced by inaccurate volume motion due to volume conservation.

A common approach for hybrid methods is to combine the level-set method with the volume-of-fluid
method. In Sections 4.2-4.5 a couple of methods are discussed.

13
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4.1.3. Discretization of the volume-of-fluid method
Solving Eq. (4.2) is not easy, since standard numerical schemes can easily diffuse the interface due to the
discontinuity of function ψ. A remedy to overcome this problem is to first reconstruct the interface before
advecting ψ [22]. Several advection methods have been developed which utilize the reconstructed interface.
For structured rectangular meshes it would be an obvious choice to discretize the VoF method with a Finite
Volume approach. However, such schemes for rectangular elements cannot be easily adapted for triangular
elements [12, 18, 22]. The implementation for unstructured triangular grids is challenging due to the com-
plexity of computing edge fluxes and corner fluxes. Instead, in [17, 18, 22], the volume fraction advection
is performed using a Lagrangian-Eulerian method, which is applicable for both structured rectangular grids
and unstructured triangular grids. In [11], the incremental remapping approach is employed. In the next
section the Lagrangian-Eulerian method is discussed, which will be the method used for discretization in this
thesis.

4.1.4. Lagrangian-Eulerian advection method
The Lagrangian-Eulerian advection scheme consists of three stages: Lagrangian projection, reconstruction
and remapping [22]. In the first stage the volume fraction is projected, which is equivalent to the solving Eq.
(4.2) using a Lagrangian approach. The volume fraction is solely transported with the flow, so for an element
K at time t n we have

ψ̃n+1
K =ψn

K , ∀K ∈Th , (4.3)

where ψ̃n+1
K is the volume fraction after the Lagrangian projection.

If we assume that the velocity is piecewise linear over every finite element, then it is sufficient to only find
the Lagrangian position for every vertex of the element. So for a vertex x the new position is found by solving

dx

dt
= u. (4.4)

A second-order Runge-Kutta (RK) scheme is used to obtain the Lagrangian points

x̃
n+ 1

2
i = xn

i + ∆t

2
u(xn

i , t n), for i = 1, . . . ,n,

x̃n+1
i = xn

i +∆tu(x̃
n+ 1

2
i , t n+ 1

2 ), for i = 1, . . . ,n,

(4.5)

with n the total grid nodes. The projected grid is called the Lagrangian grid. Note that in the second RK

step the velocity u(x̃
n+ 1

2
i , t n+ 1

2 ) on the Lagrangian grid is required, so this needs to be interpolated from the
Eulerian grid. The projected element may deform but remains a triangle.

Theoretically, the Lagrangian projection conserves the volume in each element due to the incompress-
ibility of the fluid. However, numerically, this may not be the case. According to [22] the volume of fluid can
not be exactly conserved due to: the numerical velocity not being exactly conserved, the velocity being ap-
proximated by piecewise linear basis functions, the velocity being interpolated from the Eulerian mesh and
the numerical errors from Eq. (4.2). Results from [22] show that the volume loss due to the last three reasons
is exceedingly small.

After the Lagrangian projection, the volume fraction in each Lagrangian cell is known. In order to map the
volume fraction back to the Eulerian mesh, we need to know which part is occupied with fluid 1 and which
part is occupied with fluid 2. Therefore the interface is needed. It is common to reconstruct the interface as
a line segment of the form n ·x =α, where n is the unit normal vector, x a point on the interface and α a line
constant. The unit normal vector is calculated as the gradient of the volume fraction function. This func-
tion is discontinuous, so most methods are less than second order accurate or very expensive. An available
method for computing the normal vector is the differential least squares (DLS) method, discussed in [18]. The
parameter α is determined by enforcing volume conservation, which is usually done iteratively. However, in
[22], an analytic method is proposed for computing this line constant.

In the final stage, the new advected volume fractionψn+1
K is obtained by mapping the projected elements

back to the Eulerian grid, which is achieved by performing polygon-polygon clippings. Note that only cells
near the interface need to be clipped, other cells simply remain 0 or 1.
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4.2. Adaptive coupled level-set volume-of-fluid (ACLSVOF) method
In [22], the level-set method and the volume-of-fluid method are combined to obtain advantages from both
methods. The adaptive coupled level-set volume-of-fluid (ACLSVOF) method is based on the CLSVOF method,
introduced in [19]. The level-set function and the volume-of-fluid method are advected using a discontinu-
ous Galerkin and Lagrangian-Eulerian method, respectively. The ACLSVOF method employs the level-set
function for calculating the interface normal vector, and the volume-of-fluid function for the line constant
in order to maintain mass conservation. Since φ is continuous, it is easy and accurate to compute the unit
normal, and by the volume-conserving property ofψ, volume can be conserved accurately. In each time step
the interface needs to be reconstructed for which [22] developed an analytic piecewise linear interface recon-
struction. This method is developed for unstructured triangular grids, where the grid can be adapted in order
to resolve complex changes in interface topology.

This method is based on the interaction between the VoF and LS functions for interface reconstruction
and the interplay between the Eulerian and Lagrangian mesh for advection, making it a complex method to
implement [23]. Furthermore, this method suffers from computationally expensive interface reconstruction.

4.3. Coupled volume-of-fluid and level-set method (VOSET)
In [11], a coupled volume-of-fluid and level-set method (VOSET) is introduced which combines the volume-
of-fluid and level-set method on arbitrary polygon meshes. The LS function is geometrically constructed
from the VoF function in order to accurately compute the geometric properties and physically sharp interface
without discontinuous oscillations [23]. Since φ is constructed from ψ, the level-set field does not need to be
advected. The new volume fractions are computed with the incremental remapping approach, a method
similar to the Lagrangian-Eulerian method. The proposed VOSET method can track the interface accurately
and can be applied for complex geometries.

4.4. Mass-conserving level-set (MCLS) method
Unlike the ACLSVOF method, the mass-conserving level-set (MCLS) method [17, 21] is not a combination of
two or multiple methods, but uses all available information from the level-set function φ, rather than cou-
pling with the VoF method. The VoF function, however, is utilized but without applying the computationally
expensive interface reconstruction step. This results in a mass-conserving method, which is easy to imple-
ment and gives an explicit interface position.

In [21], an explicit relation between the level-set function φ and the VoF function ψ is introduced, which
is the following

ψ= f (φ,∇φ), (4.6)

where the assumption of piecewise linear interfaces within a computational cell is made. Now,ψ can be easily
obtained from φ, which simplifies the advection of ψ. For a computational cellΩk , the Heaviside function is
used for the color function, which becomes c = H(φ). This results in the following connection

ψk = 1

|Ωk |
∫
Ωk

H(φ)dΩ. (4.7)

Because of this relation, the level-set field has mass conserving properties of the volume-of-fluid field and the
interface is exactly defined by the level-set field.

As already discussed, a drawback of the level-set method is that conservation of φ does not imply conser-
vation of mass, in contrast to the VoF method, where mass is conserved when ψ is conserved [21]. Therefore,
MCLS method uses the fractional volume ψ to make corrections to the level-set function φ. First φ is ad-
vected and reinitialized, where the result is denoted by φn+1,∗. Corrections to φn+1,∗ for mass conservation
are divided in the following three steps:

1. computation of the VoF function from the level-set function using the Heaviside step function and
linearisation: ψ= f (φ,∇φ);

2. conservatively advection of the VoF function with a finite volume approach, which yields ψn+1;

3. corrections to φn+1,∗ using the inverse function of f and Picard-iterations, such that
f (φn+1,∇φn+1) =ψn+1 holds.
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The original formulation of the MCLS method in [21] is for Cartesian quadrilateral control volumes, but in
[17] an extension has been made for unstructured triangular control volumes for geometrical flexibility. Here,
the level-set field is advected with a discontinuous Galerkin (DG) finite element method for space discretiza-
tion, which has high accuracy near boundaries and the ability to handle arbitrary geometrical complexity
[17]. Runge-Kutta is used for time discretization. The advection of the VoF field is done simultaneously. The
Lagrangian-Eulerian advection method is used for advection, discussed in Section 4.1.4. However, this is
performed without the computationally intensive interface reconstruction procedure. Instead, the interface
position from the LS field is used. The advected function is then compared to the constructed VoF function.
If the error is large, the level-set function is adapted according to the advected VoF function.

We will shortly discuss the volume correction procedure introduced in [21]. In each cell a modification to
φn+1 is sought, such that

| f (φn+1
k ,∇φn+1

k )−ψn+1
k | ≤ ε, ∀k = 1,2, . . . ,

which implies that mass is conserved in that cell. For this procedure the inverse function g of f is used to
make the coupling between the mass-conserved ψn+1 and the to be adapted level-set function

f (g (ψ,∇φ),∇φ) =ψ.

The updated level-set function is obtained by employing Picard-iterations for

φn+1,m+1
k = g (ψn+1

k ,∇φn+1,m
k ), ∀k = 1,2, . . . , (4.8)

where m denotes the m-th iteration of the Picard iteration.
In [17] the volume fractions in each cell are corrected in one step using the analytic inverse function of

f from Eq. (4.6). The obtained LS field is discontinuous, but since the discontinuous Galerkin scheme is
utilized, this does not matter.

4.5. Volume-preserving continuous Galerkin level-set approach
In [4] a volume-preserving method is proposed, where a continuous Galerkin level-set formulation based on
linear triangles is coupled with the volume-of-fluid method on star-shaped polygonal finite-volume meshes.
Volume preservation during advection is ensured by employing a volume-correction algorithm.

The advantage of this method is that the volume is preserved due to the coupling between the LS and
VoF function and the volume correction step. Furthermore, the interface is continuous, since the interface is
defined by the LS function and no costly interface construction has to be performed.

This method defines a level-set functionφ(x, t ) on a triangular primal mesh and a volume-of-fluid method
ψ(x, t ) on a star-shaped polytopal dual mesh. Both the level-set function and the volume-of-fluid function
are advected and after advection the discrete volume-of-fluid functions ψh(x, t ) and ψφ,h(x, t ) are compared
and a volume correction algorithm is applied to adapt the level-set function φ(x, t ). The volume correction
procedure is similar to the algorithm from MCLS [21].

4.6. Interface-correction level-set (ICLS) method
The interface-correction level-set method uses a correction-velocity field in order to achieve global volume
conservation. In this section we will discuss the method and the derivation. In [6] an approach is introduced
to conserve volume globally by making small corrections near the interface. Because the corrections are done
by solving the advection equation, the method is simple and easy to implement in 2D and 3D. Furthermore,
this method achieves global volume correction at once, therefore multiple iterations are not necessary.

The domain is divided by the interface Γ into subdomain Ω1 and Ω2. The volume of Ω1 is denoted by V .
Furthermore, we have φ> 0 inΩ1 and φ< 0 inΩ2. The method uses a correction velocity, which is implicitly
defined by ∫

Γ
n ·uc dΓ= δV

δt
, (4.9)

where n is the outward-pointing unit normal vector from the interface Γ and δV
δt is the rate of change of V . As-

suming that −δV
δt corresponds to the volume loss over an arbitrary period of time, then volume conservation
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can be achieved by advecting ψ with the correction velocity uc according to

∂φ

∂t
+uc ·∇φ= 0. (4.10)

After one time step volume loss over time period δt is restored.
For this method the correction velocity needs to be constructed, which is done as follows. The rate of

change of uc is given by

duc

dt
=− fs∇pc ,

where fs is a speed function and pc an auxiliary pressure. This can also be written as

uc =−
∫ ∆t

0
fs∇pc d t , (4.11)

so at t = 0 the correction velocity is zero.
Substituting Eq. (4.11) in Eq. (4.9) results in∫

Γ
n ·

(
−

∫ ∆t

0
fs∇pc d t

)
dΓ= δV

δt
,

=⇒
∫ ∆t

0

∫
Γ

n · (− fs∇pc )dΓd t = δV

δt
. (4.12)

A smoothed Heaviside function of φ is introduced in order to differentiate pc at the interface

Hε(φ) =


1 if φ> ε
1
2

[
1+ φ

ε + 1
π sin(πφε )

]
if |φ| ≤ ε

0 if φ<−ε,

(4.13)

with ε= 1.5∆x the half smoothing width. The pressure can then be written as

pc = (1−Hε(φ))p0, (4.14)

=⇒ ∇pc =−δε(φ)∇φp0, (4.15)

with δε(φ) the derivative of Hε(φ)), and p0 a constant. Note that n ·∇φ= |∇φ| and define

A f :=
∫
Γ

fsδε(φ)|∇φ|dΓ. (4.16)

Then Eq. (4.15) is substituted in Eq. (4.12) and
∫ ∆t

0 A f d t is approximated by ∆t A f , resulting in

p0 = δV

δt

1

A f ∆t
∇φ. (4.17)

Finally Eqs. (4.11), (4.15) and (4.17) are combined, which yields

uc (φ) = δV

δt

fsδε(φ)

A f
∇φ. (4.18)

The level-set field can now be advected according to Eq. (4.10) with the constructed correction-velocity from
Eq. (4.18). This concludes the volume correction procedure of the ICLS method.

4.6.1. Choice of speed function
The user has the freedom of choice for selecting an appropriate speed function fs . However, for this formu-
lation of the ICLS method only non-negative functions are valid. Two possible choices, introduced in [6],
are

fs =
1 uniform speed

κ(φ) curvature-dependent speed.
(4.19)
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The uniform speed can be thought of as inflating a balloon by the volume loss over time ∂t . For spherical
droplets this is an appropriate choice, since it should remain a sphere. However, when the interface has
sharper edges or is subject to deformations, a uniform speed will not satisfy. In such cases, a curvature-
dependent speed will be a more suitable choice, since regions with a high curvature are more likely to suffer
from volume loss/gain. Hence, this speed function will yield a more accurate result, since local information
is used to obtain global volume conservation.

4.7. Tested methods in this project
In the course of this project several methods were proposed and te sted. In this section we will shortly discuss
the tested methods. First, we tried to make the MCLS method from [17] continuous after the discontinuous
volume correction procedure. This was achieved by applying an L2-projection step to the discontinuous LS
field to make the field continuous. While this did indeed improve the volume conservation, it was not suffi-
cient. After two or three iterations convergence was achieved, but with an inaccurate result. Furthermore, we
tried to apply the iterative correction process from [21] and [4] for a triangular mesh. We found that a lot of
iterations were necessary to obtain an accurate solution.

Therefore, we looked for an alternative approach which requires less iterations. The ICLS method is able
to handle unstructured triangular meshes. So the aim was to adapt the formulation of ICLS in order to satisfy
the requirements of the goal for this project. In this thesis we developed an extension to ICLS by introducing
a coupling between the VoF and the ICLS method, which is discussed in Sections 5 and 6.



5
Volume-of-fluid-based

interface-correction level-set (VOF-ICLS)
method

In this section we introduce the developed extension to the original ICLS method; the volume-of-fluid-based
interface-correction level-set (VOF-ICLS) method. In [6] two speed functions were introduced for the ICLS
method; uniform speed and curvature-dependent speed. In this thesis we propose a new speed function
based on a coupling with the VoF method

fs = A(ψ−ψφ), (5.1)

where ψ and ψφ are the volume-of-fluid fields obtained from advection and construction from the advected
level-set, respectively, and A is the area.

The motivation for this choice of speed function is that local volume information is taken into account for
maintaining global volume conservation. However, this choice is not trivial since fs can be negative, which
can not be used with the original formulation of the method. Furthermore, the volume fractions are given
inside the cells of the primal mesh, but the speed function values are required at the nodes of the primal
mesh. In the next part we will go more into detail on how to tackle these problems.

5.1. Dual mesh construction
The level-set function is defined on the primal mesh P . For this method we construct a dual mesh, denoted
by D, on which we define the volume-of-fluid function. In this way, the volume fractions are given at the
nodes of the primal mesh, since the primal nodes are located inside the dual cells. The dual mesh D is gener-
ated as follows:

1. For every element K in P :
For each edge of K a dual edge is defined by connecting the centroid of the edge and the centroid of the
element.

2. For every node v in P with primal edges e1, . . . ,en , define the dual cell Tv as the region bounded by all
dual edges. When this region is open, take the primal edges placed on the boundary of the domain to
create a closed region.

This gives us a dual mesh, as can be seen in Figure 5.1. So LS advection takes place on the primal mesh, and
VoF advection on the dual mesh. The speed function is evaluated on the primal mesh.

5.2. Volume fraction construction
After LS and VoF advection, we haveφ defined on the primal mesh andψ defined on the dual mesh. Identical
to Eq. (4.7) from the MCLS [17] method, we construct volume fractions from the advected level-set field,
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Figure 5.1: Primal mesh (blue) and constructed dual mesh (orange).

denoted by ψφ. For a primal cell K with control volumeΩk , we have

ψφ,K = 1

|Ωk |
∫
Ωk

H(φ)dΩ. (5.2)

However, in contrast to the procedure of the MCLS method, we construct the volume fractions on the dual
mesh rather than the primal mesh, as has been done in [4]. Therefore the formulation needs to be adjusted
as follows

ψφ,T = 1

|Ωt |
∫
Ωt

H(φ)dΩ, (5.3)

with T a dual element andΩt its corresponding control volume.
The computation of the VoF function is executed with the use of barycentric transformations. For the

complete derivation we like to refer to [17]. In this thesis we will only give the results.

5.2.1. Approximation
Let the control volume of element K be denoted by Ωk with nodes xk,1, xk,2 and xk,3 and centroid xk . The
formulation from Eq. (5.2) is inefficient to compute, so the following approximation is used

ψk (t ) = 1

|Ωk |
∫
Ωk

H(φ̃+ c1h2)dΩ

= 1

|Ωk |
∫
Ωk

H(φ̃)+ c2h2 dΩ= f (φk ,∇φk )+ c3h2,
(5.4)

with φ̃ being the linearisation of φ around centroid xk

φ̃(x, t ) =φ(xk , t )+ ∂φ

∂x
(x −xk )+ ∂φ

∂y
(y − yk ), (5.5)

and h = √|Ωk | and φk is the level-set function at the centroid xk , φk (t ) = φ(xk , t ). Now we seek function
f (φk ,∇φk ) for construction of the volume fractions.

5.2.2. Barycentric transformation
The barycentric transformation for a triangleΩk with vertices xk,1,xk,2 and xk,3 is based on the areas of three
sub-triangles divided by an arbitrary point x ∈Ωk , with the barycentric coordinates defined as

ξ1 =
|4xk,1 x xk,3|

|Ωk |
, ξ2 =

|4xk,1 xk,3 x|
|Ωk |

, ξ3 =
|4x xk,2 xk,3|

|Ωk |
, (5.6)

where 4xk,1 x xk,3 denotes the triangle formed by vertices xk,1,x and xk,3.
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For x ∈Ωk we have ξ ∈ [0,1]. This gives the following coordinate transformation onΩk :

x =
[

xk,1 xk,2 xk,3

]ξ1

ξ2

ξ3

 . (5.7)

5.2.3. The volume of fluid function
For this part we assume that fluid 1 (ψ = 1) corresponds to φ ≤ 0. Since the contour lines of the linearised
level-set function are straight line segments the volume fraction can be constructed by calculating the relative
area of polygon P , defined by

P = {
x ∈Ωk |φ(x) ≤ 0

}
. (5.8)

For polygon P the following cases are possible:

• Case I: φ< 0 for one node, P is triangular.

• Case II: φ> 0 for one node, P is quadrilateral.

While for both cases a derivation for the VoF function is possible, it is sufficient to only consider case I, since
1− f (−φk ,−∇φk ).

Without loss of generality, we assume for case I that φ(xk,3) < 0. Node xk,3 is mapped to the origin and the
other nodes are mapped to (1,0)> and (0,1)> in logical space. We define

Dξ1
:= ∂φ

∂ξ1

, Dξ2
:= ∂φ

∂ξ2

. (5.9)

From the derivation found in [17] we get

ψ :
[
−Dξ2 ,0

]
×R2 →

[
0,

Dξ2

Dξ1

]
, ψ

(
φ(xk,3),Dξ

)
= φ(xk,3)2

Dξ1 Dξ2

. (5.10)

With Eq. (5.10) the volume fraction for case II can also be computed. With this approach we also yield the
coordinates of the interface at the edges of the interface elements, from which we can construct the interface
contour. An example of VoF construction on the primal mesh is shown in Figure 5.2.

(a) LS field (b) VoF field on primal mesh with interface

Figure 5.2: VoF construction on primal mesh.

Since the VoF field needs to be constructed on the dual mesh, as stated in Eq. (5.3), this procedure requires
an extra step. The VoF construction algorithm works for triangles, however, the dual elements are star-shaped
polygons. Therefore we create sub triangles in the dual elements as shown in Figure 5.3(a). For all dual
elements the volume fraction for each sub triangle is computed and added together, resulting in the VoF field
on the dual mesh. The VoF construction on the dual mesh can be seen Figure 5.3.
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(a) LS field with sub triangles displayed inside the dual
elements

(b) VoF field on dual mesh with interface

Figure 5.3: VoF construction on dual mesh.

5.3. Speed function
Now we have all the information to construct the speed function

f̃s,T = |Ωt |(ψT −ψφ,T ), ∀T ∈D, (5.11)

with Ωt the control volume of dual element T . If volume loss occurs in a cell we have f̃s,T > 0, and f̃s,T < 0 if
there is volume gain. This speed function will tell how much volume needs to be restored relatively, so when
| f̃s,T | is large, more volume will be restored in that cell compared to cells where | f̃s,T | is small. However, this
does not mean that all volume loss/gain will be restored.

Since volume loss/gain can only occur at the interface, the speed function is by definition zero everywhere
else. Hence, the correction-velocity will only have non-zero values at the interface. When this correction-
velocity is used for advection, there will be very little correction and hence very little improvement to the
level-set field. Therefore we smooth the speed function in order to obtain non-zero values near the interface.
The smoothing is achieved as follows. We want to minimize the gradient norm of the speed function near the
interface, which corresponds to solving the Laplace equation over the entire domain. The speed function val-
ues at the interface cells are taken as Dirichlet boundary conditions. Furthermore, we impose homogeneous
Neumann boundary conditions at the boundary. The original non-smoothed speed function is denoted by
f̃s , and the smoothed function by fs , which gives us the following problem

∆ fs = 0, x ∈Ω,
∂ fs
∂n = 0, x ∈ ∂Ω,
fs = f̃s , x ∈ Γ.

(5.12)

The discretization can be found in Appendix B.1. The Laplace equation is solved on the primal mesh, hence
the solution is given inside the dual cells. The smoothing result can be seen in Figure 5.4 and the effect on
the correction-velocity is displayed in Figure 5.5. The correction-velocity field is depicted in orange, interface
element are coloured red when the there is volume loss and coloured blue when the there is volume gain. The
colours are based on a colour map, when there is less volume loss/gain, they will be more white-coloured.

5.4. Scaling
For the most part the VOF-ICLS method is similar to the ICLS method. However, in the original ICLS formu-
lation A f is defined as

A f :=
∫
Γ

fsδε(φ)|∇φ|dΓ. (5.13)
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Figure 5.4: Speed function before and after smoothing with the points being the Dirichlet boundary conditions.

(a) Original speed function (b) Smoothed speed function

Figure 5.5: Correction-velocity with original and smoothed speed function.
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Since the VOF-based speed function can have negative values, this formulation is no longer valid. Therefore
we define

a(φ, fs ) := fsδε(φ)|∇φ|,

and

a+(φ, fs ) := max{0, a(φ, fs )}, a−(φ, fs ) := min{0, a(φ, fs )}.

With these definitions we can define and compute

A+
f :=

∫
Γ

a+
f dΓ, A−

f :=
∫
Γ
|a−

f |dΓ. (5.14)

Furthermore, we construct two separate velocity fields for both the outward and inward direction, where the
outward direction corresponds to fs ≥ 0 (volume loss) and the inward direction to fs < 0 (volume gain):

v+ :=


− fsδε(φ)∇φ

A+
f

if fs ≥ 0

0 if fs < 0,

v− :=
0 if fs ≥ 0

− fsδε(φ)∇φ
A−

f
if fs < 0.

(5.15)

The correction-velocity is obtained by combining v+ and v− with weights γ+ and γ−,

uc = δV

δt
(γ+v++γ−v−). (5.16)

Weights γ+ and γ− have to be chosen such that
∫
Γn ·uc dΓ = δV

δt still holds. Substituting Eq. (5.16) into Eq.
(4.9) gives us ∫

Γ
n ·uc dΓ=

∫
Γ

n · δV

δt
(γ+v++γ−v−)dΓ

= δV

δt

(
γ+

∫
Γ

n ·v+ dΓ+γ−
∫
Γ

n ·v− dΓ

)
= δV

δt

(
γ+−γ−)= δV

δt
,

from which we find that γ+−γ− = 1 is a required condition.
Now we need to choose appropriate values for γ+ and γ−. Suppose that there is only volume loss and

nowhere volume gain, so there is volume loss globally. Then we would have A+
f > 0 and A−

f = 0. For this

situation γ+ = 1 and γ− = 0 would be the logic choice. However, if there is volume gain locally, we would
have A+

f > 0 and A−
f > 0. If we also want to restore regions with volume gain, we must have γ− > 0. Then

the area enclosed by the interface will lose volume after advecting with the correction-velocity near regions
with fs < 0. Therefore γ+ needs to be chosen larger in order to compensate for the extra volume loss. An
appropriate choice when there is global volume loss is

γ+ =
A+

f + A−
f

A+
f

, γ− =
A−

f

A+
f

, (5.17)

and for this choice we have γ+−γ− = 1. If there is volume gain globally, we choose

γ+ =−
A+

f

A−
f

, γ− =−
A+

f + A−
f

A−
f

, (5.18)

for which the condition γ+−γ− = 1 also holds.
The level-set field can now be advected according to Eq. (4.10) with the constructed correction-velocity

from Eq. (5.16).
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5.5. Comparison with the ICLS method
In this section we will evaluate the performance of the original ICLS method and the developed VOF-ICLS
method, and discuss their differences. The biggest difference is the choice of speed function. Figure 5.6
shows the velocity field with the curvature-dependent (ICLS) and VoF-based (VOF-ICLS) speed function. The
latter speed function is more concentrated around the interface and the maximum velocity norm ‖u‖max

2 is
generally larger than for the curvature-dependent speed function. Furthermore, the curvature-dependent
speed function is either inward-pointed or outward-pointed, while the VoF-based function can be both.

(a) Curvature-dependent speed function (b) VoF-based speed function

Figure 5.6: Correction-velocity with curvature-dependent and VoF-based speed function.

Their performance is investigated by simulating a droplet in a rotating flow. For the droplet shape we use
a superellipse ∣∣∣∣ x −a

ra

∣∣∣∣n

+
∣∣∣∣∣ y −b

rb

∣∣∣∣∣
n

= 1, a,b ∈R,n ∈N, (5.19)

with ra and rb are the semi-major and semi-minor axes. Here we use ra = rb and we take n even, which gives
the equation

(x −a)n + (y −b)n = r n , (5.20)

which will be denoted as ball-n.
A droplet ball-8 is simulated for t = 2π, with a = 0.15, b = 0.15, r = 0.3 in domainΩ= [−1,1]× [−1,1]. The

results can be seen in Figure 5.7 for different mesh sizes ne . From the results we find that VOF-ICLS is only
slightly better, and by increasing the mesh size this difference becomes smaller.

For a more thorough evaluation we will consider the following errors to measure the performance:

EΓ := 1

#DΓ

∑
T∈DΓ

|ψT −ψφ,T | (mean error at interface),

E max
Γ := max

T∈DΓ
|ψT −ψφ,T | (maximum error at interface),

(5.21)

with DΓ the interface elements. Note thatψT is the advected volume fraction in cell T at the current time step
(not the exact volume fraction) and ψφ,T is the corrected constructed volume fraction from the level-set field
at the current time step in cell T .

From Figures 5.8-5.10 and Table 5.1 we can conclude that VOF-ICLS is slightly better at preserving volume
locally, but worse at preserving volume globally. This is due to the fact that the correction-velocity is pointed
inward and outward with respect to the interface. Maintaining global volume conservation is easier when the



26 5. Volume-of-fluid-based interface-correction level-set (VOF-ICLS) method

(a) ne = 1451 (b) ne = 5690

Figure 5.7: Result of ICLS and VOF-ICLS method at t = 2π compared to the exact solution (black).

Figure 5.8: Volume of droplet ball-8 in rotating flow of ICLS and VOF-ICLS method.

Figure 5.9: Error EΓ of droplet ball-8 in rotating flow of ICLS and VOF-ICLS method.
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Figure 5.10: Error Emax
Γ

of droplet ball-8 in rotating flow of ICLS and VOF-ICLS method.

nsteps∑
EΓ/nsteps

nsteps∑
E max
Γ /nsteps

ICLS 2.173×10−3 1.723×10−2

VOF-ICLS 1.574×10−3 1.309×10−2

Table 5.1: Error analysis for comparison ICLS and VOF-ICLS method.

interface is just deflated or inflated, but less accurate however. Note that while the volume of the VOF-ICLS
simulation is not always accurate, it never diverges too much from the exact volume (volume = 1), because
in each correction step, the current volume is compared to the initial volume. This is a good property for
persevering the global volume. Throughout the simulation the volume of the VOF-ICLS method diverges
more from the exact volume than ICLS, but the mean and maximum error is smaller, as can be seen in Table
5.1.

From the results we find that taking local information into account has a positive effect on local con-
servation. This shows promising results, however, another approach is required in order to fully utilize the
available local volume loss/gain. An improved version is proposed in Section 6.





6
Volume-of-fluid-based local

interface-correction level-set (VOF-LICLS)
method

As discussed in the previous section, the ICLS method gives no guarantee that volume is restored in each
cell after applying the correction advection. In this section we aim to develop an extension to the VOF-ICLS
method, such that volume is restored in each cell. While the ICLS method tries to satisfy Eq. (4.9) over the
entire interface, the volume-of-fluid-based local interface-correction level-set (VOF-LICLS) method attempts
to construct a correction-velocity field such that for every interface cell

∫
ΓT

n ·uc dΓ equals the local volume
flux of the interface cell.

6.1. Improved algorithm
Instead of calculating the global volume flux, the local volume flux is computed for every dual interface cell
T ∈DΓ:

Vτ,T :=
(
∂V

∂τ

)
T

= |Ωt |(ψT −ψφ,T )

∂τ
, ∀T ∈DΓ. (6.1)

The correction-velocity is constructed using weights, denoted by w , for each cell

uc = w ṽ, (6.2)

with

ṽ = δε(φ)∇φ.

Here, ṽ is essentially the unscaled field of Eq. (4.18). The weights are obtained by scaling the local volume
fluxes, such that ∫

ΓT

n ·uc dΓ=Vτ,T (6.3)

holds for every interface cell. Here, ΓT is defined as ΓT := Γ∩T , i.e. the part of the interface contained in dual
cell T . This gives us ∫

ΓT

w
(
Vτ,T

)
δε(φ)|∇φ|dΓ=Vτ,T ,

=⇒ w
(
Vτ,T

)= Vτ,T∫
ΓT
δε(φ)|∇φ|dΓ , ∀T ∈DΓ. (6.4)

However, when either |ΓT | is small or δε(φ(x))|∇φ(x)| is close to zero for x ∈ T , the value of the line integral
will be close to zero. This causes the weight from Eq. (6.4) to blow up. Therefore this formulation is not valid

29



30 6. Volume-of-fluid-based local interface-correction level-set (VOF-LICLS) method

for numerical simulation. For the next formulation we scale the local volume fluxes with respect to the total
outward and inward volume fluxes. In order to achieve this we define the sets of dual interface cells with
volume loss and volume gain,

D+
Γ := {T ∈DΓ : Vτ,T > 0},

D−
Γ := {T ∈DΓ : Vτ,T ≤ 0}.

(6.5)

The total outward and inward volume flux are calculated as follows

V +
τ := ∑

T∈D+
Γ

Vτ,T , V −
τ := ∑

T∈D−
Γ

Vτ,T ,
(6.6)

respectively. Now we want to scale the volume fluxes such that
∫
Γ+

n ·uc dΓ =V +
τ ,∫

Γ−
n ·uc dΓ =V −

τ ,
(6.7)

is satisfied, where Γ+ and Γ− (see Figure 6.1) are defined as

Γ+ := ⋃
T∈D+

Γ

{Γ∪T }, Γ− := ⋃
T∈D−

Γ

{Γ∪T }. (6.8)

First we consider the discrete field v, with

Figure 6.1: Interface divided into Γ+ (red line segments) and Γ− (blue line segments). The dual elements with outward and inward flux
(D+
Γ

and D−
Γ

) are displayed by the red and blue elements, respectively.

vT =Vτ,Tδε(x)∇φ(x), x ∈ T,∀T ∈D, (6.9)

This discrete field will be called the ‘volume flux field’. The volume flux field is integrated over Γ+ and Γ−.
These line integrals are evaluated as follows∫

Γ+
n ·vdΓ= ∑

T∈D+
Γ

∫
ΓT

n ·vdΓ,

= ∑
T∈D+

Γ

Vτ,T

∫
ΓT

δε(φ)|∇φ|dΓ
(6.10)

and the last integral is numerically computed by interpolation. Then the scaling factor can be calculated as
follows

ξ+ = V +
τ∫

Γ+ n ·vdΓ
= V +

τ∑
T∈D+

Γ
Vτ,T

∫
ΓT
δε(φ)|∇φ|dΓ . (6.11)
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Then the weights become

w̃+ (
Vτ,T

)= ξ+Vτ,T , ∀T ∈D+
Γ , (6.12)

for the outward flux. The procedure is the same for the inward flux, which gives w̃−. The correction-velocity
can be constructed as follows

ũ =


w̃+ (

Vτ,T
)
δε(φ)∇φ for T ∈D+

Γ
w̃− (

Vτ,T
)
δε(φ)∇φ for T ∈D−

Γ
0 elsewhere.

(6.13)

This formulation of the correction-velocity has only non-zero values at the interface. The interface values are
extended to the whole domain by solving the Laplace equation with Dirichlet boundary condition, see Figure
6.2. This is similar to the procedure from Eq. (5.12),

∆w = 0, x ∈Ω,
∂w
∂n = 0, x ∈ ∂Ω,
w = w̃ , x ∈ Γ.

(6.14)

Figure 6.2: Original and smoothed weights obtained by solving the Laplace equation.

And finally, we get the correction-velocity

uc = w
(
Vτ,T

)
δε(φ)∇φ, (6.15)

which satisfies Eq. (6.7). In Figure 6.3 correction-velocity uc of the VOF-LICLS method is displayed. Com-
pared to Figure 5.6, ‖u‖max

2 is larger, hence yielding a more aggressive volume correction.
Note that this method does not aim to conserve volume globally. However, by preserving volume locally

the total volume loss/gain should also be restored. In Section 7 we will go more into detail about the perfor-
mance.

6.2. Implementation details
6.2.1. Choices made for the implementation
In this section we discuss some of the implementation details for the VOF-LICLS method. While the proposed
method should work theoretically, some choices can be made to improve the numerical behaviour and in this
way enhance the performance of the method.

While the original ICLS method could restore volume over an arbitrary number of time steps, this method
is not able to do that, since its goal is to restore volume locally. So the correction procedure must be executed
in every time step.
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(a) Ball-8 (b) Square

Figure 6.3: Correction-velocity of VOF-LICLS method for droplet ball-8 and square. The corrected interface is depicted in green and the
interface before correction in red.

By experimentation we found that by choosing ∆τ = ∆t overshoots occur, that is, cells with volume loss
will have volume gain after advection with the correction-velocity and vice versa. This results in unstable be-
haviour of the interface location. Furthermore, not all volume is restored after one pseudo time step. There-
fore we choose to execute the procedure iteratively by restoring volume over multiple pseudo time steps. This
allows us to use a smaller pseudo time step in order to avoid overshoots and obtain a more stable result. For
the pseudo time step ∆t = 0.5∆τ turns out to be an appropriate choice.

As discussed, the VOF-LICLS method does not guarantee to retain global volume conservation. While
in every time step the total volume is preserved considerably well, the accumulation of errors can cause the
total volume to slowly diverge from the initial volume. Therefore we choose to advect the level-set with the
correction-velocity from the VOF-ICLS method from Section 5 at the end of the correction algorithm. This
additional step will make sure global volume conservation is maintained. Since the VOF-ICLS method uses
local information and the magnitude of correction is generally small, it is very unlikely that this will worsen
the result obtained from the previous VOF-LICLS time steps. This justifies the choice of performing one time
step of the VOF-ICLS method at the end of the correction procedure.

The derivation of the correction-velocity assumes that volume loss/gain can only occur at interface ele-
ments. Assume that after advection the exact interface is located at the edge of an element K . Since errors
occur while advecting, it can happen that the interface ‘jumps’ to another element. In this way, the volume
error of element K is not taken into account. This problem is solved by labelling this element also as an
interface cell and by scaling this with scaling factor from Eq. (6.11).

As discussed earlier in this report, the standard Galerkin method for pure advection equations leads to
instabilities. Therefore we also tried to advect Eq. (4.10) with the SUPG scheme from Section 3.1.2. How-
ever, this resulted in an inaccurate interface and mediocre volume corrections. Therefore we chose to advect
Eq. (4.10 with standard scheme. Since correction-advection is executed for only a few pseudo time steps,
and since the correction-velocity is very small in magnitude compared to the flow-velocity, this will have no
significant effect on the stability of the solution.

6.2.2. Calculating the gradient
For constructing the correction-velocity and reinitializing the level-set field the gradient of φ must be com-
puted. However, this is not straightforward for unstructured triangular meshes. We present the differential
least-squares method [18], which will be used for computing ∇φ and the normal vector n.

The DLS method makes Taylor series expansions of φ̃i for each node xi to each neighbour φk at node xk .
The sum (φ̃i −φk )2 over all adjacent nodes is then minimized in the least-squares sense. In Figure 6.4 the
reference node with its adjacent nodes is displayed. The gradient of the level-set field is then obtained with



6.3. Full solution procedure 33

the L2 norm minimization [18] by solving the linear system

A>Ax = A>b, (6.16)

with

A =


wk1 (xk1 −xi ) wk1 (xk1 −xi )

...
...

wkn (xkn −xi ) wkn (xkn −xi )

 , b =


wk1 (φk1 −φi )

...
wkn (φkn −φi )

 , (6.17)

where wk = 1/‖xk −xi‖2. The solution to Eq. 6.16 yields

x =
[
∇xφi

∇yφi

]
. (6.18)

k3k2

k7

k1

k6

k5

k4
i

Figure 6.4: Mesh with adjacent nodes k1, . . . ,k7 to reference node i .

This method gives only first order accurate results. If one desires a better gradient evaluation the geo-
metric least-squares (GLS) method [18] can be used, yielding a second order gradient approximation of the
gradient.

6.2.3. Stopping criterium for volume correction procedure
As discussed in Section 6 the volume correction step is an iterative procedure, and therefore it requires a
stopping criterium. The choice is made based on experimentation and observation of the results.

The iteration process stops when either a certain threshold value for the maximum interface error E max
Γ is

reached or when a maximum number of iterations niter is reached. When either

E max,n
Γ

< 10−3 or
(
E max,k−1
Γ

−E max,k
Γ

)
< 10−5

holds, the procedure stops. Here, E max,k
Γ

denotes the maximum error at correction time step k. If this condi-
tion is not satisfied after niter iterations, the procedure also stops. In this thesis we choose niter = 10.

6.3. Full solution procedure
We summarize the full solution procedure as follows for one iteration at time step n.

1. The VoF field ψn is constructed from the LS field φn .

2. The LS and VoF field are advected simultaneously, resulting in φ̃n+1 and ψn+1.

3. The VoF field ψn+1
φ is constructed from the advected LS field φ̃n+1.

4. The correction-velocity uc is constructed from the LS field φ̃n+1 and the difference of ψn+1 and ψn+1
φ .
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5. The LS field φ̃n+1 is advected with the correction-velocity uc .

6. Steps 3-5 are repeated, until a threshold value or a maximum number of iterations is reached.

7. We set φn+1 = φ̃n+1 and advance to the next time step.
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Results

7.1. Verifying experiments
In this section we verify the developed method in this thesis by evaluating its performance against the stan-
dard LS and ICLS method. This is done by simulating various test cases and computing the errors.

Besides the volume errors introduced in Eq. (5.21) , we will also consider the L2-norm and the relative
L2-norm to analyse the accuracy of the interface location at t = T , as has been done in [20]

E1 =
√∫

Ω̃

(
φ(x,0)−φ(x,T )

)2 dΩ,

E2 = E1√∫
Ω̃

(
φ(x,0)

)2 dΩ
,

(7.1)

where E1 denotes L2-norm and E2 the relative L2-norm.
Theoretically, the interface location at t = T should be identical to the initial position for the rotating flow

and the reverse-vortex flow, henceφ(x,0) is the exact solution for t = T . During advection the LS field diverges
from the initial LS field, and since we focus on the interface position rather than the entire field we will only
consider the region near the interface Ω̃. We take Ω̃ as the region near the interface with bandwidth 1.5×h
from the interface, with h being the maximum cell width. In Figure 7.4(b) an example of the discrete region
for computing the position errors is displayed.

We consider three test cases for comparing VOF-LICLS with the ICLS and standard LS method; simple
droplet in rotating flow, Zalesak’s disk in rotating flow and circular droplet in reverse vortex flow.

7.1.1. Simple droplet in rotating flow
First we consider a simple droplet ball-8 with radius r = 0.3 centred at (0.15,0.15) in a rotating flow, given by

u =
[

y
−x

]
.

This test case is simulated until t = 2π in domainΩ= [−1,1]× [−1,1] with mesh size ne = 11145.

E1 E2

Standard 2.802×10−3 1.578×10−1

ICLS 2.983×10−3 1.680×10−1

VOF-LICLS 2.415×10−3 1.360×10−1

Table 7.1: Position errors for droplet ball-8 in rotating flow.

Since this is a simple case, the results (see Figure 7.1) are very similar to each other. The exact interface
position is best approached by VOF-LICLS, which is in agreement with the position errors shown in Table 7.1,
but the differences are very small.
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(a) (b)

Figure 7.1: Result at t = 2π of droplet ball-8 in rotating flow of standard, ICLS and VOF-LICLS method.

From the volume errors displayed in Figure 7.2 we see a clear difference in performance. The global
volume is well conserved for the ICLS and VOF-LICLS method, however, the local volume conservation of
ICLS is almost as bad as the standard LS method. The VOF-LICLS method seems to handle local volume
preservation very well, while still maintaining global volume conservation.

(a) Volume (b) Mean error EΓ

Figure 7.2: Volume and error EΓ of droplet ball-8 in rotating flow of standard, ICLS and VOF-LICLS method.

7.1.2. Zalesak’s disk in rotating flow
A common benchmark to validate the level-set methods is the Zalesak’s disk, which is a slotted disk undergo-
ing a rotating flow [6]. The thin slot and sharp corners make it difficult to be advected accurately, making the
effect of the volume correction scheme clear to see.

Zalesak’s disk is initialized as follows; the disk is centred at (0,0.375) in domain [−1,1]× [−1,1]. It has a
radius of 0.375 where a slot of length 0.45 and width 0.09375 is taken out. We consider a mesh with ne = 11145.
The results are displayed in Figure 7.3 and 7.4.

From Figure 7.4 we find that VOF-LICLS looks the most accurate. For all three methods the corners are
smoothed out, for the ICLS method even more than the standard level-set method. While the interface loca-
tion of VOF-LICLS is the most accurate, its position inside the slot is shifted to the left. This may be caused
by applying the volume correction procedure on an inaccurate LS field, which is discussed in Section 7.3.1.
Table 7.2 confirms the observation, the position of VOF-LICLS is the most accurate and ICLS is least accurate,
however, the difference is small.
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Figure 7.3: Evolution of Zalesak’s disk in rotating flow of standard, ICLS and VOF-LICLS method with.

E1 E2

Standard 6.354×10−3 3.058×10−1

ICLS 7.386×10−3 3.555×10−1

VOF-LICLS 5.747×10−3 2.767×10−1

Table 7.2: Position errors for Zalesak’s disk.
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(a) Result at t = 2π. (b) Region Ω̃ (depicted in orange) for computation E1 and E2.

Figure 7.4: Result of Zalesak’s disk in rotating flow of standard, ICLS and VOF-LICLS method.

We consider the volume errors over time to investigate their behaviours in more detail, which can be
found in Figures 7.5-7.7.

Figure 7.5: Volume of Zalesak’s disk in rotating flow of standard, ICLS and VOF-LICLS method. Note that red line is located behind blue
line.

nsteps∑
EΓ/nsteps

nsteps∑
E max
Γ /nsteps

Standard 3.196×10−3 2.967×10−2

ICLS 3.864×10−3 3.379×10−2

VOF-LICLS 2.302×10−4 5.182×10−3

Table 7.3: Average volume errors for Zalesak’s disk.

For Zalesak’s disk both ICLS and VOF-LICLS manage to conserve volume globally, since during the entire
simulation the total scaled volume is almost always 1, as shown in Figure 7.5. Furthermore, from Table 7.3 we
see that VOF-LICLS does a good job to preserve volume locally. However, the maximum error at the interface
E max
Γ can also be large for VOF-LICLS.
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Figure 7.6: Mean error EΓ of Zalesak’s disk in rotating flow of standard, ICLS and VOF-LICLS method.

Figure 7.7: Max error Emax
Γ

of Zalesak’s disk in rotating flow of standard, ICLS and VOF-LICLS method.
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7.1.3. Circular droplet in reverse vortex flow
To verify the proposed method, a circular droplet in a reverse vortex flow is conducted. The reverse vortex
flow is given by [3]

u =
[

u
v

]
=

[
−sin(2πy)sin2(πx)cos(πt/T )
sin(2πx)sin2(πy)cos(πt/T )

]
. (7.2)

The initial circular droplet is located in domain [0,1]× [0,1] with its centre at (0.5,0.75) and radius 0.125 with
mesh size ne = 6029.

During the simulation the droplet is stretched out and gets thinner as it spirals to the centre of the domain.
The fluid body gets thinner for larger end times T . At t = T /2 the flow reverses and the droplet transforms
back to the initial position. This is a good test case, since it tests how well the methods are able to handle
deformations. All three methods are tested for the reverse vortex flow with T = 1 and T = 2. The results at
t = T is shown in Figure 7.9 and the evolution of simulation with T = 2.0 is displayed in Figure 7.8.

Figure 7.8: Evolution of circular droplet in reverse vortex flow of standard, ICLS and VOF-LICLS method with T = 2.0.

From Figure 7.9 and Tables 7.4 and 7.5 we find that for T = 1 the interface position of VOF-LICLS is worse
than the others. For the previous two test cases, the position errors were smaller for VOF-LICLS. So it turns out
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(a) T=1.0 (b) T=2.0

Figure 7.9: Result at t = T of circular droplet in reverse vortex flow of standard, ICLS and VOF-LICLS method with T = 1.0 and T = 2.0.

E1 E2

Standard 3.512×10−4 5.793×10−2

ICLS 3.299×10−4 5.443×10−2

VOF-LICLS 2.023×10−3 3.337×10−1

Table 7.4: Position errors for reverse vortex with T = 1.0.

E1 E2

Standard 1.582×10−3 2.610×10−1

ICLS 2.055×10−3 3.391×10−1

VOF-LICLS 2.002×10−3 3.303×10−1

Table 7.5: Position errors for reverse vortex with T = 2.0.
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that when deformations occur and the interface gets thinner, VOF-LICLS introduces a ‘time lag’. Furthermore,
we see that for T = 2 the interface at t = T is deformed to an elliptic shape for the standard LS and ICLS
method, while for VOF-LICLS the interface remains a circle and is only shifted, resulting in almost equal
position errors.

Figure 7.10: Volume of circular droplet in reverse vortex flow of standard, ICLS and VOF-LICLS method with T = 1.0. Note that red line is
located behind blue line.

Figure 7.11: Mean error EΓ of circular droplet in reverse vortex flow of standard, ICLS and VOF-LICLS method with T = 1.0.

nsteps∑
EΓ/nsteps

nsteps∑
E max
Γ /nsteps

Standard 4.188×10−3 1.684×10−2

ICLS 4.245×10−3 1.669×10−2

VOF-LICLS 1.020×10−3 8.511×10−3

Table 7.6: Average volume errors for circular droplet in reverse vortex flow with T = 1.0.

nsteps∑
EΓ/nsteps

nsteps∑
E max
Γ /nsteps

Standard 4.318×10−3 2.459×10−2

ICLS 5.213×10−3 2.951×10−2

VOF-LICLS 2.115×10−4 2.777×10−2

Table 7.7: Average volume errors for circular droplet in reverse vortex flow with T = 2.0.
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Figure 7.12: Max error Emax
Γ

of circular droplet in reverse vortex flow of standard, ICLS and VOF-LICLS method with T = 1.0.

Figure 7.13: Volume of circular droplet in reverse vortex flow of standard, ICLS and VOF-LICLS method with T = 2.0.

Figure 7.14: Mean error EΓ of circular droplet in reverse vortex flow of standard, ICLS and VOF-LICLS method with T = 2.0.
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Figure 7.15: Max error Emax
Γ

of circular droplet in reverse vortex flow of standard, ICLS and VOF-LICLS method with T = 2.0.

By studying the volume errors of the simulation with T = 1 shown in Figures 7.10-7.12 and Table 7.6 we
find the same results as the previous two test cases. However, the reverse vortex case with T = 2 is relatively
more difficult for VOF-LICLS as can be seen in Figures 7.13-7.15 and Table 7.7. While still yielding better
results, the average maximum error of VOF-LICLS is close to that of ICLS. So VOF-LICLS has more trouble
successfully correcting volume when the droplet is thin and sharp-cornered.

7.1.4. Conclusions from verifying experiments
From the test cases we found that ICLS improves the global volume conservation, but slightly worsens the
local volume conservation, while VOF-LICLS improves both. For each case VOF-LICLS yielded the best re-
sults for preserving volume locally. The difference was less clear for the position errors, but VOF-LICLS also
managed to obtain the most accurate interface location, accept for the reverse-vortex case with T = 1. So vol-
ume can be corrected accurately, but not always in the right manner, which can result in a slight deformed or
shifted interface. From the results we can conclude that the proposed method is definitely an improvement
to the standard LS method and the ICLS method.

7.2. Error analysis
In this section we will investigate the behaviour of VOF-LICLS in more detail by analysing the error. We will
study the effect of the mesh size and the number of iterations on the performance of VOF-LICLS. Since the
maximum error, defined by Eq. (5.21) is roughly the same for every simulation no matter the mesh size, we
will keep the threshold value at 10−3.

7.2.1. Mesh sizes
First we will consider different mesh sizes. A droplet ball-8 with radius 0.3 with its centre located at (0.15,0.15)
in domain [−1,1]× [−1,1] in a rotating flow is simulated with mesh sizes ne = 1502, ne = 2789, ne = 6029
and ne = 11145, with ne being the number of elements. For this experiment we choose niter = 10. We also
simulated this for the standard LS method, see Figure 7.16(a) and Table 7.8, from which we can clearly see that
a finer mesh leads to more accurate results, which is to be expected. The results of VOF-LICLS are displayed
in Figure 7.16(b) and Table 7.9 which also show that increasing the number of elements results in a better
performance, so the method is consistent with the expected behaviour. We observe that peaks in interfaces
still occur even for finer meshes, which is a drawback of the method. While the errors of VOF-LICLS are
smaller, we observe by looking at the relative L2-norm that increasing the mesh size has relatively less effect
for VOF-LICLS than for the standard method. The solution of the LS field converges with around second order
accuracy. The convergence order for VOF-LICLS is slightly worse than for LS.

The volume errors are shown in Figures 7.17-7.19 and Table 7.10. The results show that volume is con-
served better globally and locally for larger mesh sizes. We also see that the maximum error E max

Γ does not
differ much for different mesh sizes, and the average maximum error for ne = 6029 is even larger than for
ne = 2789.
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(a) Standard (b) VOF-LICLS

Figure 7.16: Result of droplet ball-8 in rotating flow at t = 2π for different mesh sizes of standard LS and VOF-LICLS method.

E1 E2 Order
ne = 1502 2.471×10−2 3.218×10−1 -
ne = 2789 1.351×10−2 2.633×102.4−1 1.95
ne = 6029 5.660×10−3 2.028×10−1 2.10

ne = 11145 2.802×10−3 1.578×10−1 2.52

Table 7.8: Position errors for droplet ball-8 in rotating flow for different mesh sizes of standard LS method.

E1 E2 Order
ne = 1502 1.526×10−2 1.987×10−1 -
ne = 2789 9.326×10−3 1.818×10−1 1.59
ne = 6029 4.366×10−3 1.565×10−1 1.97

ne = 11145 2.415×10−3 1.360×10−1 1.92

Table 7.9: Position errors for droplet ball-8 in rotating flow for different mesh sizes of VOF-LICLS method.

Figure 7.17: Volume for ball-8 in rotating flow for different mesh sizes.
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Figure 7.18: Mean error EΓ for ball-8 in rotating flow for different mesh sizes.

Figure 7.19: Max error Emax
Γ

for ball-8 in rotating flow for different mesh sizes.

nsteps∑
EΓ/nsteps

nsteps∑
E max
Γ /nsteps

ne = 1502 4.107×10−4 3.384×10−3

ne = 2789 3.129×10−4 3.047×10−3

ne = 6029 2.464×10−4 3.502×10−3

ne = 11145 1.573×10−4 2.429×10−3

Table 7.10: Average volume errors for different mesh sizes.
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7.2.2. Number of iterations
Now we will discuss the effect of the maximum number of iterations on the performance of the developed
method in this thesis. The simulation is similar to the simulation described in the previous section, but this
time we choose ne = 2789 and vary the maximum number of iterations; niter = 3,5,10 and 15.

(a) Result (b) Zoomed-in result

Figure 7.20: Result of droplet ball-8 in rotating flow at t = 2π for number of iterations.

E1 E2

niter = 3 8.509×10−2 1.659×10−1

niter = 5 9.240×10−3 1.802×10−1

niter = 10 9.326×10−3 1.818×10−1

niter = 15 9.159×10−3 1.786×10−1

Table 7.11: Position errors for droplet ball-8 in rotating flow for different number of iterations.

From Figure 7.20 and Table 7.11 we see a significant difference between niter = 3 and niter >= 5. How-
ever, there is almost no difference between 5, 10 and 15 iterations. So increasing the number of iteration
for niter > 5 will have very little to no effect on the accuracy of the interface location, and will only increase
the computation time. In order to investigate this further, we also consider the volume errors, which can be
found in Figures 7.21-7.23 and Table 7.12. These results show that increasing the number of iterations has a
positive effect on the local and global volume conservation.

nsteps∑
EΓ/nsteps

nsteps∑
E max
Γ /nsteps

niter = 3 8.244×10−4 6.735×10−3

niter = 5 4.654×10−4 4.677×10−3

niter = 10 3.129×10−4 3.047×10−3

niter = 15 2.756×10−4 2.621×10−3

Table 7.12: Average volume errors for different number of iterations.

7.2.3. Conclusions from error analysis
From the error analysis we can conclude that VOF-LICLS is capable of correcting volume quite accurately. In
each time step volume loss/gain is locally restored with an average maximum error around 4×10−3. From
this observation we would expect an accurate interface location during and at the end of the simulation.
However, this is not always the case, since deformations are almost always present, especially near corners.
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Figure 7.21: Volume for ball-8 in rotating flow for different mesh sizes.

Figure 7.22: Mean error EΓ for ball-8 in rotating flow for different mesh sizes.
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Figure 7.23: Max error Emax
Γ

for ball-8 in rotating flow for different mesh sizes.

We can conclude that the interface is not corrected in a very precise manner, which causes the interface to
slowly diverge from the exact solution.

7.3. Observations
7.3.1. Emergence of peaks
One of the disadvantages of the VOF-LICLS method is that peak tends to occur. Corrections are made in the
direction of the flow velocity, and while the magnitude of the velocity is analytically determined, the direction
is the same as the gradient of the level-set field. This may not always be the best choice, which can result in an
incorrect interface position. This phenomena happens especially near corners. In Figure 7.24(a) an example
of this situation is given. The emergence of peaks can happen when either the level-set is inaccurate or when
the node is near a region with high curvature. Since the gradient of the level-set field is calculated locally,
the gradient will be almost perpendicular to the interface. However, this is not always the ideal direction
for correcting the volume. We also observed that the emergence of peaks tends to occur at nodes with an
outward-pointing velocity surrounded by inward-pointing velocity nodes.

In order to overcome this problem, we propose an averaging procedure. The gradient ofφ, ∇φ, is averaged
in both x and y-direction, see Figure 7.24(b). The averaging of for an arbitrary node K is executed as follows

∇φx K = 1

|Ωt |
∫
Ωt

∇φx dΩ, ∇φy K = 1

|Ωt |
∫
Ωt

∇φy dΩ, (7.3)

with T the corresponding dual element andΩt its control volume, see Figure 7.25.
The result of the simulation with averaging can be seen in Figure 7.26. The interface positions are nearly

the same, and the errors indicate that the performance is almost identical. Therefore we choose not to use
this in the implementation.

7.3.2. Computational time
The current implementation of VOF-LICLS used in this thesis is not straightforward in contrast to the sim-
plicity of the ICLS method. Construction of the correction-velocity has multiple steps which require a lot of
computational power, such as iteratively evaluating a line integral across the interface. In Table 7.13 the com-
putation time of one iteration is shown for the standard, ICLS and VOF-LICLS method for ne = 2789,6029 and
11145. VOF-LICLS needs a lot more time for one iteration than ICLS. This is because VOF-LICLS uses more
than one iteration in each time iteration step. This is a disadvantage of the developed method in this thesis.

There is still room for improvement. For example, construction of the VoF field from the LS field can be ex-
ecuted in parallel, since small computations are executed for cells independently from other cells. Similarly,
a lot of subtasks for constructing the correction-velocity field can be executed in parallel. Furthermore, it is
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(a) The correction-velocity is pointed in a suboptimal direc-
tion, resulting in a peak in the interface.

(b) Correction-velocity where the averaging procedure is ap-
plied.

Figure 7.24: Example of the occurrence of a peak in the interface.

K

e1

e2

e3

e4e5

e6

Figure 7.25: Region (depicted in blue) over which the field is integrated for node K .

ne = 2789 ne = 6029 ne = 11145
Standard 0.006 0.013 0.022

ICLS 0.085 0.232 0.412
VOF-LICLS 0.287 1.108 2.328

Table 7.13: Computation time in minutes of one iteration for different mesh sizes.

sufficient to advect the correction-velocity field only near the interface like the narrow band level-set method
[1], since the correction-velocity is almost zero away from the interface. When the correction advection is
restricted to the region near the interface, the method will be sped up. However, it will never be as fast as the
ICLS by the simple fact that VOF-LICLS requires multiple pseudo time steps to yield accurate results.
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(a) Result at t = 2π (b) Mean error EΓ at interface (EΓ)

Figure 7.26: Result of simulation with and without averaging for droplet ball-8 in rotating flow.
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Conclusion and discussion

In this thesis a volume-conserving level-set method for unstructured triangular meshes is proposed. A con-
tinuous Finite Element approach is used for discretization. Our focus was to conserve volume and obtain
an accurate continuous description of the interface. The developed method is a coupling between VoF and
LS, where ideas from MCLS [17] and ICLS [6] are used. A correction-velocity field is constructed based on an
analytic equation for advecting the level-set field in order to restore the volume loss.

The standard Galerkin method applied to the level-set equation does not give a stable method, which
was shown in [10]. The SUPG method was used to provide stabilization. This was achieved by adding a
diffusion term in the streamline direction, which also smoothed out the interface, resulting in a less accurate
method. Furthermore, we imposed Dirichlet boundary conditions at the boundary of the domain to prevent
instabilities at the inlet boundary. Besides not being inherently volume-conserving, the level-set function
also suffers from diverging from a signed-distance function. Reinitialization can be applied to maintain this
property. An experiment was carried out to test the performance with reinitialization, but this did not yield a
significant improvement.

The ICLS method utilizes an addition advection with an artificial velocity field for achieving global volume
conservation. Our aim was to use this approach and couple this with the VoF method in order to obtain a
local volume-conserving method. Since ICLS gives us the choice to use an arbitrary speed function, we chose
a VoF-dependent speed function. Some extra work was needed to successfully implement this, because the
original formulation only allows non-negative functions. The VOF-ICLS method was compared with ICLS in
numerical experiments. Both methods yielded similar results; ICLS was slightly better at preserving global
volume and VOF-ICLS at conserving volume locally.

An improvement to VOF-ICLS was introduced by proposing a new correction-velocity field, such that
the analytic equation, Eq. (4.9), is satisfied for each element. Weights are used to scale the gradient of the
smoothed Heaviside function, in order to achieve local volume conservation. In order to prevent the weights
from blowing up, an alternative scaling with respect to the corresponding total inward and outward flux was
introduced. The developed method in this thesis, VOF-LICLS, uses the structure of MCLS. Volume fractions
are constructed from the advected LS field and compared with the advected VoF field. In contrast to MCLS, a
dual mesh for VoF advection is used, such that the primal nodes are located inside the dual elements.

The method was tested with numerical experiments to investigate and compare the performance. We
focused on the volume fraction errors during the simulation and the position errors at the end of the simula-
tion. The VOF-LICLS method yielded the best result. Both ICLS and VOF-LICLS are able to maintain global
volume conservation, but VOF-LICLS outperforms ICLS when it comes to restoring volume locally. Visualiza-
tions of the interfaces showed that result of the proposed method was the most accurate. We observed that
the edges are smoothed out by all three methods, but the least for VOF-LICLS, however, the interface position
in the slot of Zalesak’s disk was shifted to the left. From the positions errors for the reverse-vortex case we
found that VOF-LICLS was not able to handle deformations that well, resulting in a ‘time lag’. This may be
the result of the emergence of peaks discussed in Section 7.3.1. This is likely, since the interface has very high
curvature when stretched out.

The method was also tested for different mesh sizes. From the results we observed that the solution con-
verges to the exact solution, however, even for larger mesh sizes, deformations in interfaces were still present.
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Simulation for different number of iterations were also carried out. From this we found that there was little
improvement for choosing more than 5 iterations.

A drawback of the developed method in this thesis is its implementation; it is not simple and compu-
tationally expensive. Furthermore, while it manages to restore volume globally and locally quite accurately,
the LS field is not always corrected in the right manner, resulting in peaks and inaccurate interface positions,
especially near corners.

8.1. Suggestions for further work
For further development of the method, we put forward the following suggestions for further work:

• The level-set method is able to handle merging and splitting of the interface automatically. However,
this has not yet been tested in combination with the proposed volume correction procedure. Therefore
it needs to be investigated how well the method restores volume for droplet interactions.

• The VOF-LICLS method can be extended to 3D, since both MCLS and ICLS are able to be extended to
3D. Similar procedures were used for the current implementation, so we expect this should be possible.

Development of a more efficient and more accurate algorithm for the VOF-LICLS method is needed. In
order to successfully use the proposed we suggest to consider the following things:

• The computational cost needs to be reduced, since the current implementation is computationally
expensive. In this thesis we did not focus on providing a fast working algorithm, therefore we believe
that the speed of the method can be enhanced by improving the implementation. Furthermore, simple
subtasks can be executed parallel. And for the volume correction procedure the narrow-band level-set
method can be utilized to speed up the correction-advection.

• An extension needs to be added to prevent the emergence of peaks and the ‘time lag’, for example
by modifying the correction-velocity field. In Section 7.3.1 we tried to solve this by introducing an
averaging procedure. However, this did not give the desired result.
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A
Level-set method

A.1. Derivation of level-set method
In this part we will give the derivation of the level-set equation, Eq. (2.2). Consider a point x(t ) on the interface
Γ(t ) where φ= 0. Now assume we have φ=φ(x(t ), t ) and consider the equation

φ(x(t ), t ) = 0.

Differentiating this equation with respect to t yields

∂φ

∂t
+∇φ · dx

dt
= 0.

Under the assumption that dx
dt = u, we get

∂φ

∂t
+∇φ ·u = 0 on Γ(t ).

This can be generalized to the entire domainΩ resulting in Eq. (2.2).

A.2. Spatial discretization
A.2.1. Spatial discretization with standard Galerkin
Consider the level-set equation, Eq. (2.2), the weak form is obtained by multiplying with a test function v ∈V k

h .
This gives ∫

Ω

∂φ

∂t
v dΩ+

∫
Ω

(
u ·∇φ)

v dv = 0, ∀v ∈V k
h . (A.1)

With Galerkin’s method the following approximation is introduced

φ(x, t ) ≈φn(x, t ) =
n∑

j=1
c j (t )v j (x), (A.2)

where v j (x) for j = 1, . . . ,n are piecewise polynomials with property v j (xi ) = δi j and
∑

j v j (x) = 1.
Substituting this into Eq. (3.2) yields

d

dt

n∑
j=1

c j (t )
∫
Ω

v j vi dΩ=
n∑

j=1
−c j (t )

∫
Ω

(
u ·∇v j

)
vi dΩ, i = 1, . . . ,n, (A.3)

d

dt

n∑
j=1

Mi j c j (t ) =
n∑

j=1
Si j c j (t ), i = 1, . . . ,n, (A.4)
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58 A. Level-set method

with

Mi j =
∫
Ω

v j vi dΩ

=
nT∑

p=1

∫
ep

v j vi dΩ

=
nT∑

p=1
M

ep

i j ,

(A.5)

and

Si j =−
∫
Ω

(
u ·∇v j

)
vi dΩ

=
nT∑

p=1
−

∫
ep

(
u ·∇v j

)
vi dΩ

=
nT∑

p=1
S

ep

i j ,

(A.6)

where ep denotes a triangular element with vertices xp1 , xp2 and xp3 , and nT the number of elements.
For the next part the formula of Holand and Bell is used. Let e be a triangle with vertices x1, x2 and x3 and

v1, v2 and v3 linear on e, and let m1,m2,m3 ∈N, then∫
e

vm1
1 vm2

2 vm3
3 dΩ= |∆e|m1!m2!m3!

(2+m1 +m2 +m3)!
, (A.7)

where the area of e is equal to |∆e|/2 with

|∆e| =
∥∥∥∥∥x3 −x1 x2 −x1

y3 − y1 y2 − y1

∥∥∥∥∥=

∥∥∥∥∥∥∥
1 x1 y1

1 x2 y2

1 x3 y3

∥∥∥∥∥∥∥ .

Then with the Holand and Bell formula we find

M
ep

i j =
∫

ep

v j vi dΩ
H-B=


|∆ep |

24
i 6= j

|∆ep |
12

i = j

= 1

24
(1+δi j )|∆ep |, i , j ∈ {p1, p2, p3}.

(A.8)

So the element mass matrix of ep is given by

M ep = |∆ep |
24

2 1 1
1 2 1
1 1 2

 .

For the piecewise polynomial v j (x) we can write φ j (x) =α j +β j x +γ j y . Using u =
[

u1 u2

]>
, we can write

S
ep

i j =−
∫

ep

(
u ·∇v j

)
vi dΩ

=−
(
β j

∫
ep

u1vi dΩ+γ j

∫
ep

u2vi dΩ

)
.

(A.9)

We evaluate the first integral using the Newton-Cotes quadrature rule∫
ep

u1vi dΩ
N-C= |∆ep |

6

∑
l∈{p1,p2,p3}

u1(xl )vi (xl )

= |∆ep |
6

∑
l∈{p1,p2,p3}

u1(xl )δi l

= |∆ep |
6

u1(xi ), i ∈ {p1, p2, p3}.
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Hence, for S
ep

i j we have

S
ep

i j =−|∆ep |
6

(
β j u1(xi )+γ j u2(xi )

)
, i , j ∈ {p1, p2, p3}. (A.10)

So the element stiffness matrix of ep is given by

Sep =−|∆ep |
6

[β1 γ1]> ·u(x1) [β2 γ2]> ·u(x1) [β3 γ3]> ·u(x1)
[β1 γ1]> ·u(x2) [β2 γ2]> ·u(x2) [β3 γ3]> ·u(x2)
[β1 γ1]> ·u(x3) [β2 γ2]> ·u(x3) [β3 γ3]> ·u(x3)



=−|∆ep |
6


u1(x1)

u1(x2)
u1(x3)

[
β1 β2 β3

]
+

u2(x1)
u2(x2)
u2(x3)

[
γ1 γ2 γ3

] .

Finally, the semi-discrete system is obtained

M
dc

dt
= Sc. (A.11)

A.2.2. Spatial discretization with standard Galerkin and Dirichlet boundary conditions
Now we will also incorporate Dirichlet boundary conditions at the inlet boundaries


∂φ

∂t
+u(x) ·∇φ= 0 x ∈Ω,

φ= g (x) x ∈ ∂Ωinlet.
(A.12)

With Galerkin’s method we use the following approximation

φ(x, t ) ≈φn(x, t ) = ∑
j∈Ind

c j (t )v j (x)+ ∑
j∈Dir

g (x j )v j (x), (A.13)

where v j (x) for j = 1, . . . ,n are piecewise polynomials with property v j (xi ) = δi j . The independent nodes are
denoted by Ind and the Dirichlet nodes by Dir.

Substituting this into Eq. (3.2) yields

d

dt

∑
j∈Ind

c j (t )
∫
Ω

v j vi dΩ= ∑
j∈Ind

−c j (t )
∫
Ω

(
u ·∇v j

)
vi dΩ

− ∑
j∈Dir

g (x j )

(∫
Ω

v j vi dΩ+
∫
Ω

(
u ·∇v j

)
vi dΩ

)
, ∀i ∈ Ind.

(A.14)

This can be written as

d

dt

∑
j∈Ind

Mi j c j (t ) = ∑
j∈Ind

Si j c j (t )+ ∑
j∈Dir

(Si j −Mi j )g (x j ), ∀i ∈ Ind. (A.15)

With the same derivation as in Section A.2.1 we obtain the semi-discrete system for Dirichlet boundary con-
ditions at the inlet boundary

M
dc

dt
= Sc+ f. (A.16)
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A.2.3. Spatial discretization with SUPG
The discretization is similar to the discretization from Section A.2.2, but instead the test function from Eq.
(3.7) is used. This gives

d

dt

∑
j∈Ind

c j (t )
∫
Ω

v j (vi +δK u ·∇vi )dΩ=

∑
j∈Ind

−c j (t )
∫
Ω

(
u ·∇v j

)
(vi +δK u ·∇vi )dΩ

− ∑
j∈Dir

g (x j )
∫
Ω

v j (vi +δK u ·∇vi )dΩ

− ∑
j∈Dir

g (x j )
∫
Ω

(u ·∇v j )(vi +δK u ·∇vi )dΩ, ∀i ∈ Ind.

(A.17)

This can be written as

d

dt

∑
j∈Ind

M̃i j c j (t ) = ∑
j∈Ind

S̃i j c j (t )+ ∑
j∈Dir

(S̃i j − M̃i j )g (x j ), ∀i ∈ Ind. (A.18)

with

M̃i j =
∫
Ω

v j (vi +δp u ·∇vi )dΩ

= ∆ep

24

(
1+δi j +4δp (βi u1(x j )+γi u2(x j ))

)
.

(A.19)

and

S̃i j =−
∫
Ω

(
u ·∇v j

)
(vi +δK u ·∇vi )dΩ

=−∆ep

6

(
β j u1(xi )+γ j u2(xi )+δp ((u2

1)pβiβ j + (u1u2)pγiβ j + (u1u2)pβiγ j )+ (u2
2)pγiγ j

)
,

(A.20)

with

up = ∑
l∈{p1,p2,p3}

u(xl ).

The mass matrix element is computed as follows

M̃ ep = |∆ep |
24

2+4δp [β1 γ1]> ·u(x1) 1+4δp [β1 γ1]> ·u(x2) 1+4δp [β1 γ1]> ·u(x3)
1+4δp [β2 γ2]> ·u(x1) 2+4δp [β2 γ2]> ·u(x2) 1+4δp [β2 γ2]> ·u(x3)
1+4δp [β3 γ3]> ·u(x1) 1+4δp [β3 γ3]> ·u(x2) 2+4δp [β3 γ3]> ·u(x3)

 .

For the stiffness matrix we will only show how one entry is computed

S̃12 =−∆ep

6

(
β2u1(x1)+γ2u2(x1)

+δp ((u2
1)pβ1β2 + (u1u2)pγ1β2 + (u1u2)pβ1γ2)+ (u2

2)pγ1γ2
)
.

Then we obtain the semi-discrete SUPG system for Dirichlet boundary conditions at the inlet boundary

M̃
dc

dt
= S̃c+ f̃. (A.21)



B
Discretization

B.1. Laplace equation
Consider the following problem 

∆ fs = 0, x ∈Ω,
∂ fs
∂n = 0, x ∈ ∂Ω,
fs = f̃s , x ∈ Γ.

(B.1)

Problem (B.1) is discretized with a standard Galerkin approach. The weak form is obtained by multiplying
with a test function v ∈V k

h , which gives∫
Ω
∇· (∇ fs v)−∇ fs ·∇v dΩ= 0, ∀v ∈V k

h∫
∂Ω

(∇ fs ·n)v dΓ−
∫
Ω
∇ fs ·∇v dΩ= 0, ∀v ∈V k

h∫
Ω
∇ fs ·∇v dΩ= 0, ∀v ∈V k

h (B.2)

where we used the divergence theorem and that ∂ fs
∂n = 0 at ∂Ω.

With Galerkin’s method we use the following approximation

fs (x) ≈ f n
s (x) = ∑

j∈Ind
c j v j (x)+ ∑

j∈Dir
f̃s (x j )v j (x). (B.3)

Combining Eqs. (B.2) and (B.3) results in

∑
j∈Ind

c j

∫
Ω
∇v j ·∇vi dΩ+ ∑

j∈Dir
f̃s (x j )

∫
Ω
∇v j ·∇vi dΩ= 0, ∀i ∈ Ind. (B.4)

By writing

M = ∑
j∈Ind

Mi j =
∑

j∈Ind

∫
Ω
∇v j ·∇vi dΩ,

and

b =− ∑
j∈Dir

Mi j f̃s (x j ),

the weak form from Eq. (B.4) becomes

Mc = b. (B.5)
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For the piecewise polynomial v j (x) we can write φ j (x) =α j +β j x +γ j y . Hence

Mi j =
∫
Ω
∇v j ·∇vi dΩ

=
∫
Ω

[β j γ j ]> · [βi γi ]> dΩ

= |∆e |
2

(β jβi +γiγ j ).

B.2. Time-dependent Eikonal equation
Consider the time-dependent Eikonal equation, Eq. (2.5). The weak form is obtained by multiplying with a
SUPG test function

z = v +δp w ·∇v.

This gives ∫
Ω

∂φ

∂τ
v dΩ+

∫
Ω

(
w ·∇φ)

v dΩ=
∫
Ω

S(φ0)v dΩ, ∀v ∈V SUPG
h . (B.6)

With Galerkin’s method the following approximation is introduced

φ(x,τ) ≈φn(x,τ) =
n∑

j=1
c j (τ)v j (x), (B.7)

where v j (x) for j = 1, . . . ,n are piecewise polynomials with property v j (xi ) = δi j and
∑

j v j (x) = 1.
Substituting (B.7) into Eq. (B.6) yields

d

dt

∑
j∈Ind

c j (t )
∫
Ω

v j (vi +δp u ·∇vi )dΩ=

∑
j∈Ind

−c j (t )
∫
Ω

(
u ·∇v j

)
(vi +δp w ·∇vi )dΩ

+
∫
Ω

S(φ0)(vi +δp w ·∇vi )dΩ, ∀i ∈ Ind,

(B.8)

which can be written as

d

dt

n∑
j=1

M̃i j c j (τ) =
n∑

j=1
S̃i j c j (τ)+ b̃i , i = 1, ∀i ∈ Ind. (B.9)

Here, b̃i is given by

b̃i =
∫
Ω

S(φ0)(vi +δp w ·∇vi )dΩ

=
nT∑

p=1

∫
ep

S(φ0)(vi +δp w ·∇vi )dΩ

=
nT∑

p=1
b̃

ep

i , ∀i ∈ Ind,

(B.10)

where ep denotes a triangular element with vertices xp1 , xp2 and xp3 , and nT the number of elements.
The first part of the integral from Eq. (B.10) is evaluated with the Newton-Cotes quadrature rule. For the

next part we write Sφ0 = S(φ0), ∫
ep

Sφ0 vi dΩ
N-C= |∆ep |

6

∑
l∈{p1,p2,p3}

Sφ0 (xl )vi (xl )

= |∆ep |
6

∑
l∈{p1,p2,p3}

Sφ0 (xl )δi l

= |∆ep |
6

Sφ0 (xi ), i ∈ {p1, p2, p3}.
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The second part is also evaluated with the Newton-Cotes quadrature rule, resulting in

b
ep

i = |∆ep |
6

Sφ0 (xi )+δp

βi
∑

l∈{p1,p2,p3}

(
Sφ0 w1

)
(xl )+γi

∑
l∈{p1,p2,p3}

(
Sφ0 w2

)
(xl )


 . (B.11)

Finally, the semi-discrete system is obtained

M̃
dc

dτ
= S̃c+ b̃, (B.12)

with M̃ , S̃ and b̃ defined by Eqs. (A.19), (A.20) and (B.11), respectively.
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