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ABSTRACT

This paper describes the gathering and availalifign audio-visual speech corpus for Dutch language
corpus was prepared with the multi-modal speechgmition in mind and it is currently used in ousearch on
lip-reading and bimodal speech recognition. It aor the prompts used also in the well-established
POLYPHONE corpus and therefore captures the Daeguage characteristics with a reasonable accuracy.

1. INTRODUCTION

The availability of training and testing data isi@al when developing speech processing systeneseTdre
already many commercially available speech corgfmatcontain audio data only. Certainly the TIMII] [
database is one of the most often used in devejdpiglish language ASRs. For Dutch language, the
POLYPHONE [2] dataset is comparably comprehendifiere is however lack of such datasets containatly b
audio and visual information. One of the few aalgaresources is M2VTS database together withuitsessor
XM2VTSDB [3]. This comprehensive audio-visual d&tzswere however designed and recorded with person
identification applications in mind and therefore aot well suited for the development of multi-rabdpeech
processing systems. Other available audio-visualsg#s such as for example Tulipsl database [4barsmall
and limited in the range of utterances to form sebfar developing a bimodal speech recognizerat w
therefore crucial for our research in the areapsfdading to gather our own dataset that wouldygropriate
for speech related research.

2. RECORDING REQUIREMENTS

From our earlier experiments with lip-reading wéhgaed some experience that allowed us to spewify t
requirements that the recorded data must satisfydar to be suitable for developing an audio-i#\tsR
and/or lip-reading system. Those requirementsriminfluenced both the content of the recordings te
physical setup during the sessions.

2.1. Audio requirements

In order to be useful for speech recognition théi@data must be of a reasonably high quality. \@&ime that
the audio recordings sampled at 44kHz with 16-dBbtution would be sufficient for developing a sgee
recognizer. The speech recognition methods arestogatied enough to allow for a limited noise ie th
recordings and the use of middle-class recordingpeaent. As the audio signal is substantially letssage
expensive than the video signal, we decided to kdlegf the audio data in uncompressed form, sbribasignal
degradation happens on the storage level.

2.2. Video requirements

Contrary to the audio data, it is not feasiblettwesthe video in uncompressed form. We therefedid to
use the MPEG1 compression with a high bit-raterdento make an optimal choice between image quaitit
file size. In order to speed up the developmerthefsystem we also decided that the camera witbtesed
only on the lower part of the face. This leadd® simplification of the liptracking process anbbasks to use
lower video resolution. At a resolution comparaiol¢he one used in M2VTS, we obtain a much fingaitlan
the mouth region images (see Fig. 1). Such a céstrifield of view is of course not easily achielealn most of
the real-life situations, it can be however justifin the development stage.

An additional concern when recording video data thascolor reproduction of the used equipmenthin t
earlier experiments we have found out that the ceroially available camcorders are very sensitivéhio
changes in the illumination conditions. It is ind¥et to all video coding standards (both analogdigital) to put
more emphasis on image intensity than on its chedgnanformation. Therefore

we had to ensure that the recorded scene wasitvedind preferably with a natural light source.



(a) (b)

Fig. 1. A detail of mouth images in (a) M2VTS database ian(b) our recordings.

3. PROMPTS

The set of prompts that is used in our recordisgterived from the prompts recorded for the POLY RHEQJ2]
dataset. The POLYPHONE corpus consists of an egtbsdt of telephone quality recordings of Dutch
utterances. One of the major parts of this corpnsists of the natural language sentences thatwene
gathered from Dutch newspapers and grouped iroééitee in such a way that in each set each ofdbich
phonemes occurs at least once. We used those pladiyatich sets together with separate words, lspgl
examples and application specific utterances whepgring prompts for our recordings.

Our prompts collection is divided in 24 sectiore;le of them with the structure described later.drgiog all of
the 24 sections with each of the participants wowltbe really feasible as it would require aln@&thour
sessions. All of the respondents agreed that onedfaecordings is already a hard experience. Whestrained
ourselves to the one hour sessions, which resiniteztordings between 10 and 14 sections of theptset.
Because of the organizational issues such as untiog the respondent, resetting the setup etcnguarisingle
hour of recordings we gathered between 25 and 4bites of actual material. Each section of the ptasap
contains a fixed number of different utterances €kample section can be seen in Fig. 2. Theralasys 10
separate words, 10 phonetically rich sentencest@feom POLYPHONE), 3 ten-digit sequences, 4 spell
words and 5 application oriented utterances.

3.1. Words

The 10 words that open each section are meantsimgée phoneme experiments. As it is hard for m-mained
subject to pronounce properly an isolated phoneveejecided to choose the smallest possible woats th
contain each of

st[alk
sprleelk
Eploolx
Tricls
hisulg
ulrien
e[nlen
Eiss]len

=iffle {2) Phonetically nch sentences
oldle

De NS denkt 80 miljocen te winnen door te snijden in het woorzieningenniwveau.
Binnen de Enropese Gemeenschap is aprake van volledige mededinging.

Hij heeft in Tejechis gezelschap van Erik van Dartel.

Hopeliik neemt de Tweeds Kamer het wvoorstel wan de regering niet ower.

Er is meer aandacht nodig woor de situatie wvan de oudere sllochtonen.

Het postpakket is afgegeven bij de receptie wan het hoofdgebouw.

We wachten mu al weken mesar hij laat nog steeds niests wan zich horen.

Het oude benrsgebouw barst uit zijn voegen.

Een wan de belangrijkste ledsn wan de bsnde i=s nog voortwluchtig.

Een paar honderd belangstellenden waren op woensdag om drie uur samengestroomd.

{1} Separate words with one phoneme emphasised

td-5-5-6-8-8-1-31-9-68
3-5-3-7-2-3-E-u--:l-s}‘—mﬂandomﬂiﬂi!s
B-0-4-3-5-6-5-0-T7T-7

d-o-&8-mn {4) Speliing
b-e-w-u-8-t-w-o-r-d-1-mn-g
oc-n-tL-w-1i-k-k-2-1-2-mn
E-c-h-1-j-n-e-mn

*— {5) Bank application sentences

Goede morgen, ik zou bank rekening opsnen graiag.

Goede awvond, ik wil 60 guldends storten cp van mij bank rekening.

Goede morgen, ik wilde nisuwes prive rekening opensn.

Goede middag, ik wil &0 piek wan mijn rekening overmaken graag.

Goede middag, ik zou 878 piek van mijn rekening naar prive rekening 2-0-9-7-5-0-
E-4 overmaken.

Fig. 2. Example set of prompts.



the phonemes. The letters corresponding to thetsel@honeme are in each word highlighted on the
respondent’s display. The respondents were askgobtmunce this phoneme as well and clear as gessib
(possibly prolonging or stressing it). The wordatthave a vowel highlighted are in the form of C\GLVC or
CVCC. In case of consonants we use words contaimngnore that two syllables and the consonant estjoin
being in the middle of the word. The set of suchidgds pretty limited in Dutch language and therefmost of
them occurred more than once in the whole prompt se

3.2. Phonetically rich sentences

The 10 sentences in each section are formed af afg@ndomly chosen phonetically rich sets from
POLYPHONE. Although the phonetically rich sentengaarantee the occurrence

of each of the phonemes, they do not give the giteezof providing the natural distribution of tHeopemes.

It could happen that the phoneme distributiondhiosé sentences would be skewed in the directitimedeast
common phonemes. In order to check this we compgaeghoneme histogram of the selected sentendhs to
histogram of the whole POLYPHONE data-set (see BigThe histogram of the whole POLYPHONE can be
assumed to be a natural distribution of the phosam®utch language as the forced utterances dyeacsmall
part of the whole data; most of the POLYPHONE cmi#tgpontaneous answers to a questionnaire.

3.3. Digits
This part of the prompt section is made up of 3fitgliin total. They are presented to the responiskedit
sequences,
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Fig. 3. Phoneme histogram for the POLYPHONE corpus,plicaibt rich sentences in our prompt set and the
phonemes selected in isolated words.

10 digits each. The digits were randomly generatatihave uniform distribution in the whole promgt §here
was however no uniformity forced on a per-sectiasi® The digit recordings can be used in expettisneith
the limited vocabulary recognition.

3.4. Spelling

A spelling based recognizer can be deployed in chegy. a phone-book application, when transcglzi
possible utterances would not be feasible [5]e€glly in this case spelling the name is a raihgeiitive
approach even in case of human-to-human commuaicdtor this reason the spelling of 4 randomly ehnos
words is included in each section.

3.5. Application oriented utterances

In order to test for a real-world performance @& tecognizer we need also some utterances withstrained
grammar and vocabulary. In this case we've chosea fele-banking application and prepared a simple
grammar for the opening user utterance. The Hiddarkov Toolkit (HTK) was used to create a corregpng
word-net and later to generate a set of randomauttes from it. The grammar was prepared with neitiog in
mind, so some of the generated utterances arerawingatically correct. This however is not a bigiesas we
do not intend to deploy such a system, but ratinjant to test the capabilities of

bimodal speech recognition in a constrained gransitaation.

4. RECORDED DATA



At the current stage, we have recorded in totadeé&sions with 8 different respondents. This gindstal over 4

Table 1. Utterances recorded in the corpus.

Normal Slow Whisp. | Total
Sections 58 22 7 87
Sentences 865 330 105 1300
Words 9380 3616 1153 | 14149
Words (sep.) 571 219 70 860
Digits 1683 627 218 2528

Table 1. Utterances recorded in the corpus.
hours of constant recordings. The recorded respugdere all native Dutch speakers. There are @ anad
only one female, the gender skew that couldn’t\meded in recordings of the volunteering studeriitdalft
University of Technology. We asked the respondamtsary the speech rate during the recordings. Safrttee
recorded sections are marked as being “slowly spgokehich means that the respondents were askslbio
down the speech rate. A small amount of sessions aleo recorded with respondents whispering thenpts
in order to allow the investigation of this typeasficulation as well. The total numbers of recardéerances
are summarized in Table 1.

5.DIGITAL STORAGE STRUCTURE

After recording all of the data on the mini-DV tap&e have to store them in more convenient diftah. The
storage structure is depicted in Fig. 4. Each efrdtorded sessions was edited using a video gditiftiware

and cut into smaller sequences. The video sequeveresthen converted from a standard DV format fBG1
stream. Moreover, from all of the scenes the addia was extracted and saved externally. Furthemptoper
transcriptions of the utterances were added.

The video sequences are in a half-PAL resoluti®4X288) they are sampled at 25 frames per second and then
saved with 600kbps bit-rate. This is a relativaghhbitrate and together with a low amount of chesgn the

video it provides us with a fairly undistorted pict. The resulting files are stored on the CD-RQith the
following directory structure:

Top-level directory — This directory contains only subdirectories vitie names corresponding to the videotape
on which the session was recorded.

Session directory — Each session directory contains two text fileg thescribe the recording session and a
number of section directories. Theo.txt file is a strictly structured file with the basitformation concerning

the number of recorded sessions, speaker chasdiend other similar information. This file istly

intended for automated use.



Code of the recording session, Standardized information file
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Fig. 4. The way in which the recorded data is stored on

CD-ROMs.

Theannotations.txt file on the other hand contains the verbal dedorptf the recordings together with

the description of any anomalies in the data ahdrahings not captured in thafo.txt file.

Section directory — The section directories are always numbered dowpto the section in the set of prompts
that they contain. There are three types of fies are placed in here: MPEG1 encoded video segaenc

(file suffix: mpg), uncompressed audio in a standard wave forwai)(and the transcriptions of the utterances
(txt). The different parts of the prompt set are stanetthe files with the following names (without

the type-dependent suffix):

wor ds— the set of 10 phoneme specific words

sentence number — each of the 10 phonetically rich

sentences

digits number — ten digits spoken with short pauses

spelling number — one of the 4 spelled words

application number — one of the 5 tele-banking related

sentences

We have currently 7 CDs with 31 sections recordea group of 5 speakers (the single female speaker
included). The available dataset is broad enougttldéev us to development a person specific lip-negqaystem
that recognizes strings of digits [6] and continsiaudio-visual speech recognizer [7,8,9].

6. CONCLUSIONS AND FUTURE WORK

A substantial part of the presented audio-visugbeeis currently available for the research comitgutt is to
our knowledge the first such corpus for Dutch laaggiand one of the very few available for othegleges.
The amount of gathered data is sufficient for aetfgwment of the continuous speech recognition systgith
medium vocabulary. The visual part of the recordath has been prepared so that the amount of pegziag
needed to process it is minimal. There are no perwohead-tracking issues that need to be solvadivance.
This assumption is not realistic in real-life sags, but allows us to separate the performance

issues related to the other parts of the videogssiog. The corpus must be fully segmented andditmm CDs
in the future. This is a very time consuming taskbaver and it will take additional time and resas.cAfter
putting all of the recorded data on CDs we wilbat®nsider extending it to a broader populatiorespondents.
Another thing that can be considered is providhglabeling information for the data. The prelinmntests
with automatic labeling with the ASR trained onigder audio dataset are very promising.
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