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Abstract

Currently, a large part of the energy used to provide heat to heating network comes from
gas boilers, a combustion process where 2.2kg of CO2 is emitted for every m3 of gas. Deep
geothermal energy is implemented more in The Netherlands over the last couple of years as
a substitute to the conventional boilers and this is a technique that is proven to be working.
However, one problem with geothermal energy is the fact that only base load extraction is
possible, whereas the heating demand varies throughout the year. During winter there is an
energy shortage while during summer there is a surplus. Hence, seasonal heat storage is
seen as a promising technique to increase the portion of green energy in heating networks.

High-Temperature Aquifer Thermal Energy Storage (HT-ATES) can bridge the gap between
the supply and demand, storing excess produced heat during summer and supplying during
the winter months. This research focuses on both the technical aspects as well as the busi-
ness case of the implementation of such a system in a heating network. Technical simulations
are performed where the fluid transport and heat loss processes are modelled. The output of
these simulations is used to compare the business cases of a heating network with and without
HT-ATES implementation, based on the Levelized Cost Of Heat (LCOH) and total annual CO2
emissions in an economics tool developed in Python. All simulations are based on the situa-
tion at the TU Delft Campus, where plans are made for a HT-ATES in the Maassluis formation.

The base case shows a thermal recovery efficiency of 0.75 in cycle four. The LCOH for a
project with a lifetime of 30 years is 52 €/MWh (14 €/GJ) when HT-ATES is implemented,
compared to 61 €/MWh (17 €/GJ) in the case where only geothermal energy and gas boilers
are used to supply the heat. Total CO2 emission reductions are 31%. Based on these val-
ues, one can conclude that the situation where HT-ATES is included is the economic scenario.

On top of the case study, a parameter sensitivity study is performed. The results show that
storage volume, storage reservoir permeability and temperature differences between the wells
are the key geological and operational parameters when assessing the project feasibility. Eco-
nomic parameters such as the discount rate and gas prices also have a considerable impact
on the economic results. The results of the sensitivity analysis shows that the project in Delft
is feasible as long as the future average gas price remains above 21 €/MWh and the discount
rate does not exceed 18.3%, while keeping the other variables constant.
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1
Introduction

1.1. Problem Statement
In recent years, global warming has triggered a large-scale energy transition from fossil to
renewable energy resources. In the process of making this shift, new solutions, but also new
problems arise.

The heating industry is one of the sectors that needs to make this shift. In 2020, a total of
41% of the total energy demand was covered by the demand for heat (EBN, 2022). Still 88%
of the total heating demand in The Netherlands is provided from oil and gas (Van Gessel,
Huijskes, Juez-Larré, & Dalman, 2021). Renewable alternatives are introduced in heating
networks, such as geothermal and solar heat and heat from biomass.

However, substituting the oil and gas with renewables is not as straightforward as one might
think, since all energy sources have different optimal ways of implementation. Geothermal
power, in particular, operates the most efficiently when it runs continuously without interrup-
tion (Matek & Gawell, 2015) and solar heat is highly dependent on the amount of daily hours
of sun.

Depending on the combination of different heat resources, there is a mismatch in heat de-
mand and supply. In Figure 1.1, a geothermal base load is shown in combination with a
variable heat demand (Hartog et al., 2016). During summer, the base load exceeds the heat
demand while in winter the demand is higher than the heat provided by the geothermal dou-
blet. The red coloured area shows the storage potential of the excess geothermal heat. When
this can be stored, it can (partly) account for the deficit in winter months. In this specific figure
it even fully accounts for the winter deficits. Large-scale seasonal heat storage is possible, in
the form of Aquifer Thermal Energy Storage (ATES).

1.1.1. How does ATES work?
ATES makes use of the difference in temperature of the stored medium (e.g. water) in the
subsurface and the seasonal temperatures at the surface. ATES can, depending on this dif-
ference in temperatures, provide either heating or cooling during specific periods. The storage
system is based on the seasonal changes in temperature, where during summer there is an
excess of heat while in winter months the temperatures are low. Storing cold water in aquifers
during winter could provide cooling to buildings in warmer periods and vice versa.

1



2 1. Introduction

Figure 1.1: The mismatch in annual heat supply and -demand (Hartog et al., 2016)

Types of systems
There are multiple types of ATES systems. First of all, a distinction can be made between
systems that work with different temperatures. When initial storage temperatures are below
30 °C, such a system is called a Low-Temperature (LT-) ATES, a Mid-Temperature (MT-) ATES
has storage temperatures between 30-60 °C and all systems exceeding 60 °C are HT-ATES
systems (Driesner, 2021).

LT-ATES is already widely used in The Netherlands. In 2018, there were over 2500 LT-ATES
systems present in The Netherlands and this number is increasing (Marif, 2019). However,
HT-ATES systems are not as common. In recent years, only three of such systems have been
realized in The Netherlands, one at Utrecht University, one in Zwammerdam, near Gouda (Dri-
jver, Van Aarssen, & De Zwart, 2012), and the third in Middenmeer. The locations in Utrecht
and Zwammerdam have been closed due to technical complications and as of today there
are only two known working systems, the one in Middenmeer (since 2021) and one at the
Reichstag Building in Berlin, Germany.

Advantages and disadvantages of HT-ATES
The main reasons why the HT-ATES system is barely used as of yet are low recovery effi-
ciencies and technical problems that occurred in previous projects (Drijver et al., 2012). The
recovery efficiency is generally lower than for lower temperature projects, since the difference
between storage and ambient temperature is larger, resulting in more heat losses to the sur-
roundings. In Chapter 4, a closer look will be taken on the technical aspects of the recovery
efficiency. Especially in the ’80s, a lot of technical problems occurred in experimental and pilot
plants (Drijver et al., 2012). These problems included mineral precipitation and corrosion of
components in the groundwater system (Drijver et al., 2012). Since this period, a lot of new
research has been performed, resulting in solutions that could be applied to the systems to fix
the issues.

One of the advantages of HT-ATES is that the primary energy source can be used more ef-
ficiently. When, for example, a geothermal doublet is combined with heat storage, the load
factor of the doublet can be increased due to the direct use of the excess heat to fill the ATES
when heat demand is low. Another advantage is that, generally speaking, a reduction of green-
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house gas emissions can be obtained because of the more efficient usage of the geothermal
doublet. This can also be obtained from the research performed by Bloemendal et al. (2020)
where a 31%CO2 reduction is predicted when implementing HT-ATES at the TUDelft Campus.

Another advantage of high-temperature storage is the fact that the heat can directly be used
to heat buildings. For Low- and Mid-Temperature systems, a heat pump is desired in most
cases to heat the water to the desired temperature. Also, there is only little space needed at
the surface to provide a significant portion of the heat when demand is high. Especially con-
sidering that at locations where the heat demand is high, there is generally not a lot of space
at the surface and if there is any, it will be expensive. Last but not least, HT-ATES can improve
the business cases for specific heating networks (Bloemendal et al., 2020). This research will
focus on the business case of HT-ATES implementation in heating networks.

1.1.2. Previous studies on HT-ATES
Even though there clearly is an opportunity for HT-ATES to be used more widely for heating
purposes, at the moment only one project is in operation in The Netherlands, which is the
HT-ATES in Middenmeer at ECW Energy. The performed case study on this specific project
shows that the High-Temperature Storage implementation significantly saves costs in combi-
nation with deep geothermal energy, but in order to make geothermal profitable still subsidies
are necessary (Dinkelman, 2019). There are a couple of reasons why HT-ATES is not yet
widely used in The Netherlands.

The paper of Fleuchaus, Godschalk, Stober, and Blum (2018) provides an overview of the
current situation of ATES implementation worldwide. It concludes that ATES technology has
proven its ability to efficiently tackle the seasonal mismatch between periods of highest energy
supply and highest energy demand. However, despite the high potential in most developed
economies, a significant position in energy markets is still missing. Appropriate legislative ba-
sis is needed, as well as well-placed subsidies. This paper also indicates that most research
performed already, is focused on technical aspects for the Thermal Energy Storage.

One of these researches is the MSc thesis of Marif (2019), where the effect of buoyancy
flow is studied. Buoyancy flow is the heat transport via convection that takes place due to
different fluid temperatures and therefore different fluid densities. This research focuses on
how to counteract this effect using multiple partially penetrating wells to improve recovery ef-
ficiencies. Another method to counteract the buoyancy flow is also studied, namely the use of
salinity contrast for density difference compensation. This research is performed by Van Lopik,
Hartog, and Zaadnoordijk (2016) and there it is concluded that this method improves system
recovery efficiencies.

Schout, Drijver, Gutierrez-Neri, and Schotting (2014) presented a numerical evaluation of the
prime factors influencing the recovery efficiency. An interesting result obtained from their re-
search was that a correlation is found between the Rayleigh number, which is a measure of
relative strength of free convection, and the thermal recovery efficiency. Also the storage sys-
tem efficiency is studied over time and there it is found that after a total of four cycles the
efficiency stabilizes. One cycle is one full period of hot-water injection and extraction.

More technical research is performed by Oerlemans (2018), where the heat transport in HT-
ATES systems is modelled in a numerical 2D axisymmetric SEAWATv4 model. Heat conduc-
tion and convection processes were studied and a relationship was found between storage
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temperatures and the main heat loss processes. At low temperatures, most heat was lost due
to conduction, whereas for higher storage temperatures the buoyancy flow causes more heat
losses via convection. Different storage volumes were tested and there it is found that larger
volumes result in higher recovery efficiencies.

One of the few publications that included HT-ATES economics is the work from Daniilidis, Min-
del, De Oliveira Filho, and Guglielmetti (2022), where a techno-economic and CO2 emissions
assessment of HT-ATES systems is performed. In the paper from Daniilidis et al. (2022), the
economic index used for assessment was LCOH and this method is adopted for this specific
research.

1.2. Research Questions
Fleuchaus et al. (2018) concluded their research with the following: ’The identification of pa-
rameters, which affect the economic performance of an ATES, would not only be a first step
towards a financial optimization of ATES plants, but also a tremendous support for stake-
holders and decision makers to estimate capital costs and financial payback times’. This still
clearly is the major bottleneck that prevents HT-ATES implementation to be accomplished in
more heating networks. Therefore, this research will focus on studying these decisive param-
eters, not only from a technical point of view, but from an economic perspective.

A unique aspect of this research is that for the economic assessment, not only the HT-ATES
economics but also a geothermal doublet and gas boilers are taken into account. This gives
an overview of the total costs of the heat network for the operator. Another aspect is that the
HT-ATES technical simulations will be performed in CMG GEM software (LTD., 2022). This
software is developed primarily for the oil and gas industry and is widely used by companies
in this sector. Creating high-temperature storage simulations in this software could lower the
threshold for companies in this industry to also consider starting such projects, because they
are already familiar with the software.

Based on the questions that still arise after performing the literature review, as mentioned
above, the research question for this specific research is constructed as follows:

How can geological, operational and economic parameters be modelled to obtain a
business case for HT-ATES implementation? And what are the decisive

characteristics for HT-ATES economic feasibility?

1.3. Approach and thesis outline
In order to be able to answer the first question, a case study is performed on HT-ATES imple-
mentation at the TU Delft Campus. From literature, all necessary parameters are retrieved. A
HT-ATES technical performance simulator is created in CMG GEM software where the geo-
logical and part of the operational characteristics are modelled. The output of these technical
simulations are used in a Python economic assessment tool to obtain valuable information
about the business case of the implementation in the current heat network at the TU Delft
Campus.

The second question is answered by performing a sensitivity analysis, where the high-temperature
storage in Delft is used as a base case. All parameters are changed to study the effect on
both technical performance as well as economic feasibility.
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In Chapter 2.1, the HT-ATES performance simulator and the Python feasibility assessment tool
are discussed. A technical model is used, where the parameters shown in Tables 3.1 and 3.2
are used as inputs, together with the aquifer geometry and well locations. Hot-water injection
and production takes place over time and the model calculates the pressure and temperature
profiles. The main outputs, used as inputs for the economics model, are BHP’s, well-head
temperatures and volumetric flow rates at standard conditions over time for all wells. Further
details about the model are provided in Section 2.1.

The technical simulations show the technical and operational possibilities and difficulties when
storing the heat in the subsurface. However, the technical feasibility is not the only important
factor, in the end it also matters whether or not the project is financially feasible. Therefore,
an economic assessment is performed.

At the moment, there are still a lot of uncertainties regarding the economics behind HT-ATES.
As is explained in Section 1.1, only very few HT-ATES systems are currently active and even
then the business cases might be very different due to different subsurface and operating
conditions. But with the information that is available at this point, one can still obtain valuable
information about the business cases. This is done in the Python feasibility assessment tool,
where the outputs described above are used as input parameters, together with the economic
parameters provided in Table 3.3. Further details about this model are provided in Section 2.2

In the Methodology, Chapter 3, some background information is provided regarding the differ-
ent types of ATES systems. Based on literature research, a list is created with all parameters
that could affect HT-ATES economic feasibility. This list includes different types of parameters,
both geological, operational and economic. Afterwards, values are coupled to all of these pa-
rameters, based on the situation of HT-ATES implementation at the TU Delft Campus. These
values are used to simulate the base case. A sensitivity analysis is performed afterwards,
where parameters are changed to study the effect on the final technical and economic feasi-
bility.

There are two chapters that provide the results of this research. In Chapter 4 the result for
the case study can be found and in Chapter 5 the results of the parameter study are high-
lighted and already briefly discussed. Further general discussion about the results is provided
in Chapter 6. The report will end with the conclusions and recommendations and appendices
in Chapters 7 and 8, respectively.





2
HT-ATES performance and feasibility

simulators

2.1. CMG GEM Technical performance simulator
CMG GEM is a multidimensional, equation-of-state (EOS) compositional numerical simulator
developed by Computer Modelling Group LTD (LTD., 2022). Its main purpose is to model oil
and gas reservoirs, however, due to the wide input range and its thermal function, it can be
used for other purposes as well, including CO2 and hydrogen storage, geothermal and heat
storage simulations. This software is used to simulate the technical part of the HT-ATES,
further referred to as the HT-ATES performance simulator. In this Chapter, the important func-
tions and principles used for the simulations are provided. This includes the reservoir, well
and thermal model and density calculations.

2.1.1. Reservoir model
Grid and boundary conditions
All simulations are performed in a 3D Cartesian grid, where a permeable aquifer is confined
by (almost) impermeable clay formations, as is shown in Figure 2.1. All three formations are
homogeneous and characteristics are the same for I- and J-directions, however, some can
vary in the K-direction. Two different well geometries are tested, these include a doublet and
a quarter-five-spot pattern.

Doublet
The doublet includes one hot and one warm well, both placed at one of the grid boundaries.
This is a no-flow boundary and no heat conduction can take place, so that the simulated
processes are mirrored along this boundary. The other three boundaries are open-flow, where
grid cell volumes along these boundaries are multiplied by 1𝑒15. The bottom and top of the
grid are defined as Neumann boundary conditions; heat losses can take place. However, for
all simulated scenarios the grid is constructed in a way that heat propagation is far away from
these boundaries so that it does not affect the simulations. An overview is shown in Figure
2.2.

Cell sizes are not homogeneous throughout the grid, since in the region of the well screen
intervals the most important processes occur. This means that in the vertical direction, cells
are smaller in and just below and above the aquifer. Also in I- and J-directions, the cell sizes
differ according to distance to the wells. This is shown in Figure 2.3. Impact of cell sizes on the

7
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Figure 2.1: 3D Cartesian grid used in the simulations. Boundary conditions are dependent on well placement.

(a) 3D overview (b) 2D aerial overview

Figure 2.2: Overview of reservoir geometry and well placement for the doublet
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(a) 2D aerial overview (b) I-K view

Figure 2.3: Grid cell size overview for the doublet base case

(a) 3D overview (b) 2D aerial overview

Figure 2.4: Overview of reservoir geometry and well placement for the 5-spot pattern. See Section 2.1.1 for
further details regarding operating constraints.

results were studied in advance to eliminate numerical dispersion effects while also limiting
simulation runtime.

Quarter-five-spot pattern
The quarter-five-spot pattern includes two closed and two open vertical boundary planes. The
grid boundaries intersecting the hot well do not allow flow or heat conduction, to simulate a
scenario where on the other side of this boundary the exact same processes are taking place.
The grid cell distribution in the vertical direction equals the one shown in Figure 2.3(b). How-
ever, due to different well placement, the aerial distribution differs, as shown in Figure 2.5.

Operating constraints
All wells are operated based on a surface volumetric water rate constraint. This is because of
the assumption that loading the storage system is based on a base load from the geothermal
doublet. When reproducing the stored heat, the total power now is only dependent on the fluid
temperature. The total volumetric flow rate in the well is dependent on the well placement and
scenario. For the doublet geometry, flow rates in the simulations are divided by two, because
of the mirroring concept and for the quarter-five-spot pattern, the hot well flow rate is divided
by four. By doing so, the total injection and production rates in the simulations are always
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Figure 2.5: 2D aerial overview of the quarter-five-spot pattern grid cell distribution

Figure 2.6: HT-ATES recovery efficiency over time and difference in efficiency between years

constant.

Using the doublet grid and boundary conditions as formulated in Section 2.1.1, one is able to
run the heat storage simulations over time. From Van Lopik et al. (2016) and own simulations
running for a total of 10 years, one can conclude that a ’thermal equilibrium’ is reached after
four cycles: the first three cycles generate lower performances because the system needs
to heat up. From the fourth cycle onwards, performance does not improve significantly and
to limit simulation runtime, further simulations are done over a total of four years. It can be
obtained from Figure 2.6 that the recovery efficiency improves only 3 percentage point from
year 4 to year 10. This does not weight up against the increased simulation runtime, which
is roughly 2.5 times longer. Also, the efficiency in the first three years is lower so taking year
four as a reference on average is a representative efficiency.

2.1.2. Well model
The injection and production rates along the well screen are based on well injectivity and
productivity indices, fluid mobilities and pressure differences. There are different relationships
for the injection and production rates in a grid cell, as shown in Equations 2.1 and 2.3.
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𝑄𝑗 =∑
𝑙
𝑊𝐼𝑙𝜆𝑇,𝑙(𝑝𝑏ℎ − 𝑝𝑜,𝑖) (2.1)

Where,
𝑊𝐼 = 2𝜋𝑓𝑓𝑘ℎ

𝑤𝑓
𝑙𝑛(𝑟𝑒/𝑟𝑤) + 𝑆

(2.2)

The well injectivity index from Equation 2.2, is a function of the fraction of completion of the
well in the grid block (𝑓𝑓 [-]), effective permeability (𝑘 [𝑚𝐷]), grid block thickness in well direc-
tion (ℎ [𝑚]), well fraction governed by the aerial geometry (𝑤𝑓 [-]) (LTD., 2022), effective and
wellbore radius (𝑟𝑒 and 𝑟𝑤 [𝑚]) and skin factor (𝑆 [-]). The fluid mobility (𝜆𝑇,𝑙 [

𝑚𝐷
𝑚2/𝑠 ]) is defined

as ∑𝑗
𝑘𝑟𝑗
𝜇𝑗
𝑗 = 𝑜, 𝑔, 𝑤, but since the heat storage model only includes a single component this

can be simplified to 𝜆𝑇 =
𝑘𝑟
𝜇 . The main driver for fluid flow near the wells is the pressure

difference between the bottom-hole pressure (𝑝𝑏ℎ [kPa]) and pressure of the grid cell in which
the screen is placed (𝑝𝑜,𝑖 [kPa]).

The flow rates for cells in the production well are calculated using the relationship in Equation
2.3.

𝑄𝑗 =∑
𝑙
𝑃𝐼𝑗,𝑙 (

𝑘𝑟
𝜇 )𝑗,𝑙

(𝑝𝑜,𝑖 − 𝑝𝑏ℎ) (2.3)

Where,
𝑃𝐼 = 2𝜋𝑓𝑓𝑘ℎ

𝑤𝑓
𝑙𝑛(𝑟𝑒/𝑟𝑤) + 𝑆

(2.4)

In the case of well completion in multiple grid cells, as is the case in the base scenario, the
bottom-hole pressure is defined as shown in Equation 2.5.

𝑝𝑏ℎ,𝑖 = 𝑝𝑏ℎ,𝑙 −∫
ℎ𝑙

ℎ𝑖
�̃�𝑇𝑔𝑑ℎ (2.5)

Where �̃�𝑇 [ 𝑘𝑔𝑚3 ] is the density of all phases present in the wellbore, 𝑔 [𝑚𝑠2 ] the gravitational
constant and ℎ [𝑚] the depth, measured positive downwards. Since this specific model only
includes one phase, �̃�𝑇 can be simplified to 𝜌𝑤 [ 𝑘𝑔𝑚3 ], the water density at that specific moment
and location.

2.1.3. Thermal model
The thermal option in GEM is used to derive temperature profiles over time in the grid. Heat
exchange does take place when injecting fluids at different temperatures compared to ambient
temperatures, this propagation is crucial for modelling heat storage applications.

Energy balance equation
In order to model the heat propagation, GEM makes use of an energy balance equation that
includes convection, conduction and heat losses to the surroundings. Enthalpy calculations
for the oil and gas phase are performed from an EoS, however these phases are zero in
the energy balance for this specific model. Water enthalpy is determined from the steam
table, where values for temperature as a function of pressure are given. The energy balance
equation is given in Equation 2.6 (LTD., 2022).
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∇ ⋅ [
𝑁𝑝

∑
𝛼=1

𝜌𝛼𝐻𝛼
𝑘𝑟,𝛼K
𝜇𝛼

(∇𝑃𝛼 − 𝜌𝛼𝑔∇ℎ)] +
𝑁𝑝

∑
𝛼=1
(𝐻𝛼𝑄𝛼) =

𝛿
𝛿𝑡 [𝜙

𝑁𝑝

∑
𝛼=1
(𝜌𝛼𝑈𝛼𝑆𝛼) + (1 − 𝜙)𝐶𝑟(𝑇 − 𝑇𝑖)]

(2.6)
Equation 2.6 is based on the mass balance and Darcy multiphase flow equations, where 𝑁𝑝 [-]
is the phase number in the system, 𝜙 [-] the aquifer porosity, 𝜌𝛼 [

𝑘𝑔
𝑚3 ] the density of phase 𝛼, 𝑆𝛼

[-] the saturation of phase 𝛼, K the rock permeability tensor [-], 𝐾𝑟,𝛼 [-] and 𝜇𝛼 [
𝑚2
𝑠 ] the relative

permeability and viscosity of phase 𝛼. 𝑝 [𝑘𝑃𝑎] is the pressure with ℎ [𝑚] as corresponding
height in the reservoir. 𝐻𝛼 [𝐽], 𝑄𝛼 [𝑚

3

𝑠 ] and 𝑈𝛼 [𝐽] are the enthalpy, injection rate and internal
energy of phase 𝛼, respectively. Heat losses to the reservoir rock are described by the rock
specific heat 𝐶𝑟 [

𝑘𝐽
𝑘𝑔⋅𝐶 ] and temperature difference (𝑇 − 𝑇𝑖) [°𝐶], where 𝑇 [°𝐶] is the reservoir

rock temperature. Heat loss might not be the right description here, since the heat is not lost,
but rather stored in the formation. During hot-water production periods, the heat contained in
the grains is extracted again. During this process, the fluid propagation through the formation
transports heat in the form of convection. Due to the interaction between the hot water and
colder formation grains, heat is transported into the grains via heat conduction. This results in
a thermal propagation slower than the fluid velocity itself, called thermal retardation.

Since in this specific model only one phase is present, the energy balance equation can be
simplified to the following, shown in Equation 2.7.

∇ ⋅ [𝜌𝐻K𝜇 (∇𝑃 − 𝜌𝑔∇ℎ)] + 𝐻𝑄 =
𝛿
𝛿𝑡 [𝜙𝜌𝑈 + (1 − 𝜌)𝐶𝑟(𝑇 − 𝑇𝑖)] (2.7)

Here, all phase annotations are deleted and the characteristics should be taken for water as
the single component. Relative permeability and phase saturation are absent now as well.

Heat losses
Heat losses to the over- and underburden are calculated using the method of Vinsome and
Westerveld (1980), where a specific temperature in the confining formations is assumed. This
temperature is defined as in Equation 2.8 and is applied to the top and bottom boundaries of
the grid.

𝑇(𝑡, 𝑧) = (Θ − Θ0 + 𝑏1𝑧 + 𝑏2𝑧2)𝑒−(𝑧/𝑑)+Θ
0 (2.8)

In the Equation above, 𝑇(𝑡, 𝑧) is the over- and underburden temperature at time 𝑡 and dis-
tance 𝑧 from the reservoir boundary, 𝑏1 and 𝑏2 are time-dependent parameters, 𝑑 the thermal
diffusion length, Θ the temperature in the boundary grid cell and Θ0 the initial temperature in
this cell. Equations for the diffusion length, time-dependent parameters and the total heat loss
rate can be found in Vinsome and Westerveld (1980).

Rowe-Chou density calculations
Since from preliminary literature study is known that buoyancy flow plays an important role in
heat convection in the aquifer (Marif, 2019), fluid density calculations should take temperature
into account. This is the case when using the Rowe-Chou empirical equation for density cal-
culations (Rowe & Chou, 1970), which has a maximum error of 0.2% over the tested interval,
which is from 0 to 176 °C and from 0 to 345 bar (Numbere, Brigham, & Standing, 1977). This
is within the projected temperature and pressure range for the simulations for this research.
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2.1.4. Simulation outputs
One of the goals of the simulations in the CMG GEM software is to study the subsurface heat
propagation processes, in order to understand how each parameter affects the total storage
efficiency. CMG has software to show 2D and 3D profiles of the important aspects over time,
the most important ones for these simulations being pressure and temperature profiles. Well
injection and production data is obtained as well. This data is important for the economic
feasibility assessment.

2.2. Python feasibility assessment tool
The results from the technical model can be used in combination with economic inputs, to
obtain a business case for a project. This Chapter focuses on the economics analysis and
explains the calculations performed in the economics model.

2.2.1. HT-ATES feasibility assessment criteria
The parameters controlling HT-ATES feasibility are the main focus of this research. But be-
fore the feasibility study can be performed, first it should be defined how HT-ATES feasibility
is assessed. Feasibility analysis is a management decision tool that assesses the viability
of a project concept to enable an organisation to decide whether to go ahead with a project
concept or to reject it and hence avoid wasting resources (Ssegawaa & Muzindab, 2021).

Whether or not HT-ATES should be implemented in certain heat networks, depends on several
aspects. These aspects are listed below;

• Economic value: Implementation will initially add costs to the network, but depending
on the benefits can also save money on the long term.

• Emissions: HT-ATES could result in a larger part of a renewable heat source (e.g.
geothermal) to account for the total demand, emitting less CO2.

• Robustness: One of the most important aspects of an energy system is its consistency
in the ability to supply the energy needed. The energy system needs to cope with risks,
threats and adverse events that can jeopardize its capacity to satisfy the needs of the
end users (Blanco & Faaij, 2018).

• Neighbourhood disturbances: Livability is extremely important, any disturbances in
the neighbourhood should be taken serious. Implementation of HT-ATES should not
result in too much noise disturbance or any other disturbances.

The robustness and neighbourhood disturbances are hard to measure, since it cannot be ex-
pressed in specific numbers to assess. In order to assess the robustness of the heat network
after implementation of HT-ATES, the chances of failure of specific parts in the storage sys-
tem, such as well clogging, a power cut that could restrict the pumps, or any damage to the
pumps, piping network, etc., should be looked into.

Disturbances in the neighbourhood couldmainly include noise, smells or lighting during evenings
and/or nights. In order to obtain the best efficiency, heat transport should be minimized and
therefore the storage location should be close to the heat consumers. The installation of HT-
ATES could generate noise, for example, during drilling and the pumps could generate some
noise as well. With the heat consumers close by, these disturbances should be considered
well before the start of the project. However, system robustness and neighbourhood distur-
bances are beyond the scope of this research and therefore will not be assessed.
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The economic value and emissions of greenhouse gasses can easier be assessed. The
economic value focuses on installation costs, fixed and variable costs, and revenues from
heat delivery to consumers. This will be evaluated by looking into the Levelized Cost Of Heat
(LCOH) of the project. The payback time will be taken into account as well. In Section 2.2.4,
it is elaborated further into the means of these values.

From literature, one is able to obtain the amount of CO2 emitted by providing 1 MWh of en-
ergy from a specific heat source. When taking into account the energy mix that will account
for the heat demand, one is able to calculate the total amount of emitted CO2. This evalua-
tion can be performed for different heat supply scenarios and then be compared to each other.

The feasibility assessment tool created in Python provides key information about the eco-
nomic value in the form of the LCOH, combined with an overview of the costs involved and
the system load factors. The emission aspect is also covered, annual CO2 emissions are
determined as well. This will be highlighted in further detail in the next section.

2.2.2. Data transformation and HT-ATES power output
The feasibility assessment simulations have been performed in Python, the code and all input
files can be found here: https://github.com/ToonvdGriendt/HT-ATES_MSc_thesis.
Throughout the code, the Numpy library (Harris et al., 2020) is used for numerous calculations
and for plotting purposes the matplotlib.pyplot library (Hunter, 2007) is used. The Seaborn li-
brary (Waskom, 2021) is also used, to clarify the plots by providing a background grid for x-
and y-values. First, the extracted Excel data files from CMG GEM are called. The data should
be slightly transformed since the economics assessment can best be performed when the time
step between the data rows is constant. This is not the case in the extracted data.

A Pandas DataFrame (pandas development team, 2020) is used to adjust the time steps
between the data, where first a new index is created based on a specific time interval; in this
case one day. Then, a linear interpolation method is used to obtain the new data and the new
index is assigned. After this is done, fluid flow rates are multiplied by a specific factor (2 or 4),
based on the well geometry as explained in Section 2.1.

Apart from the extracted files from the HT-ATES performance simulator in CMG GEM, also
an annual heating demand curve is required as an input. This demand can also be found in
the Github repository. An assumption is made that all years have the same demand curve.

The bottom-hole temperature, pressure and volumetric flow rates at surface conditions over
time are extracted from GEM for both wells and used to obtain the business case in the eco-
nomics model. First, a simple relation shown in Equation 2.9 is used to obtain the HT-ATES
power output, where 𝑃𝐻𝑇−𝐴𝑇𝐸𝑆 is the power [𝑀𝑊], 𝑄 the volumetric flow rate [ 𝑚

3

𝑑𝑎𝑦 ], 𝜌 the fluid

density [ 𝑘𝑔𝑚3 ], 𝑐 the fluid specific heat capacity [ 𝐽
𝑘𝑔⋅𝐾 ] and dT the temperature difference be-

tween the injected and produced fluid [°𝐶].

𝑃𝐻𝑇−𝐴𝑇𝐸𝑆 =
𝑄𝜌𝑐𝑑𝑇

1𝑒6 ⋅ 24 ⋅ 3600 (2.9)

The power output from the heat storage is combined with the geothermal power output and
the annual demand curve in order to obtain the supply and demand curve as shown in Figure

https://github.com/ToonvdGriendt/HT-ATES_MSc_thesis
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4.6(a) in Chapter 4. To get a clear overview on how much heat is provided by what source, a
pie chart is created containing all heat suppliers. The amount of heat generated by gas boilers
is obtained by the difference between the sum of geothermal and HT-ATES heat and the total
demand; all that is not covered by the green energy suppliers will be delivered from gas boilers.

According to Driesner (2021), base load injection and extraction is preferred during the loading
and production periods to limit heat losses during the transport to the surface. For the base
case scenario, as provided later in Section 3.2.1, this is the case. Over the full injection and
production periods, a constant flow rate is used. However, situations might occur where the
total heat demand is lower than the geothermal and HT-ATES power combined. In that case,
heat is still extracted from the heat storage system, to be in line with the recommendation of
Driesner (2021). However, in Section 3.2.2, there is looked into a case where the HT-ATES
injection and production follows the demand curve.

The conventional target reservoirs for hydrocarbons are often identical to those considered
for geothermal resources, i.e. sandstone formations of Lower Cretaceous, Upper-Jurassic,
Triassic and Permian age. Co-production of dissolved gas and, in rare cases, oil is observed
at most of the geothermal systems in the Netherlands (MEA, 2018). Primarily this is dissolved
in the water at reservoir conditions and separates when the pressure decreases at surface
conditions. However, this is not always the case and the gas does not have to be methane, it
can for example also be CO2 or another gas. Therefore this possibility will be disregarded in
the calculations; all gas is bought at the marked price.

2.2.3. Costs
In order to be able to obtain valuable information about the viability of a project, the costs of
all heat suppliers of the network are considered. In this case, the costs for the geothermal
doublet, heat storage and the gas boiler. For all investment costs (CapEx), fixed and variable
OpEx, the total CO2 emissions and costs and the revenues are determined. The values with
their references are given in Table 2.1, except for the variable OPEX for the heat storage.
This is based on the pumping power and can therefore directly be derived from the HT-ATES
performance simulator output.

The variable OPEX for the HT-ATES is given in Equation 2.10.

𝑂𝑃𝐸𝑋𝑝𝑢𝑚𝑝 = 𝑝𝑟𝑖𝑐𝑒𝑒𝑙𝑒𝑐
𝑄 ⋅ |𝑝ℎ𝑜𝑡 − 𝑝𝑤𝑎𝑟𝑚|

1𝑒3 ⋅ 24 ⋅ 3600 ⋅ 𝜂𝑝𝑢𝑚𝑝
⋅ 𝑑𝑡 (2.10)

Where 𝑝𝑟𝑖𝑐𝑒𝑒𝑙𝑒𝑐 is the electricity price used, Q the fluid volumetric flow rate [ 𝑚
3

𝑑𝑎𝑦 ], 𝑝ℎ𝑜𝑡 and
𝑝𝑤𝑎𝑟𝑚 the well bottom-hole pressures [𝑘𝑃𝑎], 𝜂𝑝𝑢𝑚𝑝 the pump efficiency [-] and 𝑑𝑡 is the spe-
cific time step over which the OpEx is calculated [𝑑𝑎𝑦𝑠]. Other parameters that are required
for the economics assessment are the total lifetime of the project, CO2 tax, the projects dis-
count rate and the cutoff temperature of the heat storage system, which is generally equal to
the heat network temperature.

The HT-ATES investment and installation (CAPEX) is taken as a function of the total maxi-
mum power output of the system. This is in line with WarmingUp (2021) and is in order to
make the costs applicable to multiple scenarios. If for a project the CAPEX specific costs (e.g.
drilling costs) are known, one can always substitute this in the total overview.
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Table 2.1: Geothermal, HT-ATES and gas boiler costs and revenues overview

Costs and revenues Value Unit Reference

Geothermal
Investment and installation (𝑃 < 12MW) 2.333 M€/MW PBL (2022)
Investment and installation (12MW ≤ 𝑃
< 20MW)

1.395 M€/MW PBL (2022)

Investment and installation (𝑃 ≥ 20MW) 1.014 M€/MW PBL (2022)
Fixed operational and maintenance 91 k€/MW/year WarmingUp (2021)
Variable operational 2 €/MWh WarmingUp (2021)
CO2 emissions 23 kg/MWh WarmingUp (2021)

HT-ATES
Investment and installation 0.9 M€/MW WarmingUp (2021)
Fixed operational and maintenance 180 k€/year WarmingUp (2021)
Variable operational (pumping costs) - - -
Electricity price 145 €/MWh EMI (2022)
CO2 emissions 27.63 kg/MWh TNO (2020)

Gas boiler
Investment and installation 0.1 M€/MW WarmingUp (2021)
Fixed operational and maintenance 2 % of CAPEX/year WarmingUp (2021)
Variable operational 100 €/MWh EEX (2022)
CO2 emissions 200 kg/MWh DUEC (2022)

2.2.4. Levelized cost of heat
The LCOH is defined as the total net present costs over the total energy and shows the value
of the supplied energy. The LCOH is a single project value that can be determined when the
lifetime of the project is known, however, it can also be plotted as a function of the project
lifetime. The LCOH after 𝑛 timesteps can be calculated using Equation 2.11 (Daniilidis et al.,
2022).

LCOH =
∑𝑛𝑡=0

𝐶𝐴𝑃𝐸𝑋+𝑂𝑃𝐸𝑋
(1+𝑟)𝑡

∑𝑛𝑡=0
𝐸𝑡

(1+𝑟)𝑡
(2.11)

Where 𝐸𝑡 is the total produced energy [𝑀𝑊ℎ] (the sum of the energy produced by the geother-
mal doublet, gas boilers and the heat retrieved from the HT-ATES), 𝑟 the discount rate [-] and
𝑡 the time periods. The OPEX is the summation of all operational expenses of all energy sup-
pliers, as shown in Equation 2.12. The subscript ’total’ indicates that these components are
for all heat suppliers.

OPEX = fixed OPEX𝑡𝑜𝑡𝑎𝑙 + variable OPEX𝑡𝑜𝑡𝑎𝑙 + CO2 tax𝑡𝑜𝑡𝑎𝑙 (2.12)

The main advantage of using LCOH over NPV is the fact that when using the LCOH, no predic-
tions have to be done regarding the future energy prices. Since the energy prices have been
extremely volatile over the last months and years, this will bring high uncertainties into the busi-
ness case assessment. The LCOH can be used to compare to the LCOH of other suppliers
or networks and the lowest will be the most attractive, generating the same heat at lower costs.
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The LCOH is calculated in the Python tool and added as a column to the Pandas DataFrame,
so that the data over time is stored. This is done for two scenarios, one including and the
other excluding HT-ATES. The two LCOH’s over time can be plotted to show the differences
between the two scenarios. The results are found in Chapter 4.

2.2.5. Load factors, CO2 emissions and costs
The load factor is an important output to study the actual usage of a specific energy supplier.
It is defined as the factor between the total theoretical maximum energy output versus the ac-
tual energy output (𝐿𝑓 = 𝐸𝑎𝑐𝑡𝑢𝑎𝑙/𝐸𝑚𝑎𝑥,𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙). To give an example, when the geothermal
doublet is able to provide 20 MW of power throughout the year, but only fully supplies for eight
months and provides nothing for the other four months, the load factor is 0.67. When imple-
menting HT-ATES, the heat from the deep geothermal used to fill the HT-ATES also is used
heat and therefore is included in the load factor. In theory, when all excess heat is stored, the
geothermal load factor would be 1. However, due to heat losses in the storage system, not all
the stored energy can be used, therefore the energy output of the HT-ATES is used in the load
factor calculations. Therefore, for the HT-ATES the 𝐸𝑎𝑐𝑡𝑢𝑎𝑙 is the total annual energy output
used to provide heat in the heat network and the 𝐸𝑚𝑎𝑥,𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 is the total amount of heat
stored directly from the geothermal doublet.

When the amount of supplied heat is known, it can easily be calculated what the total CO2
emissions are, based on the values shown in Table 2.1. The total annual CO2 emissions are
obtained by taking the annual heat supplied per source and multiply this by the CO2 emission
factor. One is also able to calculate the total costs of the emissions by using the CO2 tax, of
125 €/ton CO2 (PWC, 2022). All relevant values are found in Table 2.1 and the results for the
base case are provided in Chapter 4.

2.2.6. Recovery efficiency
Recovery efficiency can not directly be retrieved from the HT-ATES performance simulations
and therefore it is calculated in this model. The recovery efficiency is an indication of what
part of the heat that was initially stored in the subsurface can be extracted again.

This is also a function of time, since in the first couple of years the efficiency is expected to be
lower due to the fact that the aquifer needs to heat up. Some of the heat stored in the grains
cannot be extracted afterwards. The recovery efficiency can be obtained using Equation 2.13.

𝑅𝐸 =
∑𝑛𝑡=0 𝐸𝑡,𝑜𝑢𝑡
∑𝑛𝑡=0 𝐸𝑡,𝑖𝑛

=
∑𝑛𝑡=0 𝐸𝑡,𝑜𝑢𝑡

(𝑄𝑡𝜌𝑡𝑐𝑤(𝑇𝑡,ℎ𝑜𝑡−𝑇𝑡,𝑤𝑎𝑟𝑚)𝑉⋅𝛿𝑡 )
(2.13)

The recovery efficiencies can be calculated in the model for all years for which data is provided
from theCMGGEMsimulations and it can be plotted over time to study the increase in recovery
efficiency.
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Methodology

This Chapter provides an overview of the parameters affecting HT-ATES economic feasibil-
ity, where after the input parameters for the base case are listed. Also the approach of the
sensitivity study is explained.

3.1. Overview of the parameters affecting HT-ATES feasibility
In order to be able to design a tool to predict high-temperature storage feasibility, one must first
have information on what could be affecting parameters. These parameters are subdivided
into three sections: geological, operational and economic parameters. The geological param-
eters are included in the HT-ATES performance simulator, the economic ones in the Python
feasibility assessment tool and the operational parameters are covered in both models.

3.1.1. Geological parameters
The first set of parameters has to do with the subsurface characteristics. The list, together
with their units, is shown in Table 3.1.

Some of these subsurface characteristics can have a big impact on the storage process,
whereas others only have a very small influence. This already was discussed in the Intro-
duction in Chapter 1 and results from the HT-ATES performance simulator and feasibility as-
sessment tool will provide more information on what the key parameters are for influencing

Table 3.1: Geological parameter overview

Parameter Unit
Porosity -
Permeability (x-y-z directions) 𝑚𝐷
Heterogeneity -
Groundwater flow 𝑚

𝑑𝑎𝑦
Aquifer depth 𝑚
Aquifer temperature °C
Aquifer dimensions 𝑚
Rock specific heat capacity 𝐽

𝑘𝑔⋅𝐾
Water specific heat capacity 𝐽

𝑘𝑔⋅𝐾
Bulk thermal conductivity 𝐽

𝑚⋅𝑠⋅𝐾
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Table 3.2: Operational parameter overview

Parameter Unit
Injection/production temperature °C
Injection/production rate 𝑚3

𝑑𝑎𝑦
Injection/production period days
Well screen depth 𝑚
Well screen length 𝑚
Well spacing 𝑚
Storage volume dimensions 𝑚
Lifetime years

Table 3.3: Economic parameter overview

Parameter Unit
Heating network temperature °C
Heating network demand MW
Electricity price €/MWh
Capital Expenses (CapEx) €
Operating Expenses (OpEx) €
Discount rate -
Subsidies €

economic feasibility. Birdsell, Adams, and Saar (2021) states that a minimum transmissivity is
required in the aquifer in order for the project to be economically viable. Since transmissibility
and permeability represent the same physical meaning (of Gaza, 2011), this would indicate a
high dependence on permeability and therefore, in Chapter 5, results are shown with multiple
permeability realizations.

3.1.2. Operational parameters
The second set of parameters are operational-related. They care presented in Table 3.2. Ac-
cording to Dinkelman (2019), the injection and production temperature and the storage volume
highly affect the recovery efficiency of the stored heat. Other operating parameters tend to
have a smaller effect, but can still combine to have some significant effect so they should still
be taken into account. Some of the parameters described in Table 3.2 are considered to be
operational, however, they might also be a function of the geological parameters. To give an
example, well screen depth and length and storage volume dimensions are defined by local
geological conditions such as depths of suitable aquifers and their thicknesses.

3.1.3. Economic parameters
The last set of parameters is found in Table 3.3, which represent the economic parameters
affecting HT-ATES feasibility. This set of parameters is the one that is most controlled by ex-
ternal factors, either directly dependent on the storage conditions or on things like the heating
network or electricity prices. However, this does not mean these parameters are unimportant,
as they can highly affect the final business case.
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3.2. Case study Delft and parameter study
In order to answer the main research question and to validate the final tool that is created
for HT-ATES feasibility prediction, a case study is performed on a specific location. For this
research, there it is looked into HT-ATES implementation in the TU Delft Campus heating
network. Afterward, an overview is given on what scenarios are performed to study the effect
of these parameters on the final results.

3.2.1. HT-ATES in Delft
Current situation
The main reason why the HT-ATES implementation on the TU Delft Campus is chosen, is
because there already is some valuable information present from the Window Phase 1 report
(Bloemendal et al., 2020). This report contains technical feasibility assessments on multiple
topics, information on policy and permits and financial feasibility studies. One other aspect in
the decision-making was the fact that compared to other locations, the location in Delft has
a high-volume storage potential and low nominal costs, as obtained from the Window report
’Comparison and selection locations’ (Zwamborn, Kleinlugtenbelt, De Man, Schaaf, & Mars,
2020).

Input parameters
Technical model
In CMG GEM, both operational and geological/subsurface parameters are defined to simulate
the storage system in Delft. These parameters, including the used values, are found in Table
3.4.

Hydraulic conductivities for both the aquifer and the confining layers are obtained from TNO
(2022). Since GEM requires permeability as an input, the hydraulic conductivities are con-
verted according to Equation 3.1.

𝑘 = 𝜅𝜇𝑇
𝜌𝑇𝑔

(3.1)

Where 𝑘 is permeability [𝑚2], 𝜅 is the hydraulic conductivity [𝑚/𝑑], 𝜇𝑇 the fluid viscosity [𝑃𝑎 ⋅𝑠]
and 𝜌𝑇 the fluid density [𝑘𝑔/𝑚3] at temperature T and 𝑔 the gravitational acceleration constant
[𝑚/𝑠2]. For the rock compressibility, it is assumed that the Maassluis formation is an uncon-
solidated sand and therefore Baker and Jensen (2015) is used.

The well spacing is dependent on the thermal radius of the stored hot water, which is in
its place dependent on water and bulk specific heat capacities, total screen length and the
stored volume. The formula used to obtain the thermal radius can be found in Equation 3.2
(Bloemendal, 2021).

𝑅𝑡ℎ = √
𝑐𝑝,𝑤𝑉
𝑐𝑝,𝑏𝜋𝐿

(3.2)

A rule is applied that states that the well spacing should be 2.2 times the thermal radius of
the wells. In the base case this is also applied, whicht results in a spacing of the wells of 200
meters.

The well diameter would normally be dependent on the flow rate, aquifer hydraulic conductiv-
ity and the screen length. A minimum well diameter is applied to make sure that no sand is
produced during the production stages of the wells. When the conditions require very large
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Table 3.4: Operational and Geological/Subsurface parameters for base case scenario (Bloemendal et al., 2020)
(Baker & Jensen, 2015)

Operating parameter Value Unit
Screen length Aquifer thickness (50m) 𝑚
Injection/production rate 4800 𝑚3

𝑑𝑎𝑦
Injection/production duration 182.5 Days
Total storage volume 876,000 𝑚3
Injection T 80 °C
Return T 50 °C
Number of hot wells 1 -
Number of warm wells 1 -
Well spacing 200 𝑚
Well radius 0.5 𝑚

Geological/Subsurface parameter Value Unit
Permeability I-J directions aquifer 10 Darcy
Permeability K direction aquifer 1 Darcy
Permeability I-J directions conf. layers 0.005 Darcy
Permeability K direction conf. layers 0.0005 Darcy
Porosity 0.30 -
N/G 1 -
Rock compressibility 5.15𝑒−4 kPa−1

Rock specific heat capacity 1000 𝐽
𝑘𝑔⋅𝐾

Bulk thermal conductivity 1.60 𝐽
𝑚⋅𝑠⋅𝐾

Aquifer thickness 50 𝑚
Groundwater flow 0 𝑚

𝑑𝑎𝑦
Top depth 130 𝑚
Ambient T 15 °C
Heterogeneity None -
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well diameters, it can be chosen to drill multiple wells where the hot wells are concentrated
as close to each other as possible . However, since the grid cells in the aquifer near the well
are 8 by 8 meters, the resolution is too low to include these multiple wells and a single well is
used in the simulations.

Economics model
When constructing the business case for the case study in Delft, the costs calculations are
based on the data provided in Table 2.1. This is done to make sure that the model is not only
able to construct a business case for the scenario in Delft but also for other locations. How-
ever, there are some parameters that are specific for this case study, which are provided in
Table 3.5.

Table 3.5: Economic parameters for base case scenario (Bloemendal et al., 2020)

Operating parameter Value Unit
Lifetime 30 Years
𝑟 0.055 -
𝜂𝑝𝑢𝑚𝑝 0.5 -
Gas price 100 EUR/MWh
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3.2.2. Parameter study
In Table 3.6, an overview is given with all different scenarios. One must note that only the
changed parameters are highlighted and that all other values are equal to the ones provided
in Table 3.4.

Table 3.6: 22 different scenarios with different geological or operational aspects

Scenario Parameter Value Unit

1 Inj/Prod rate 1100 𝑚3
𝑑𝑎𝑦

Well spacing 96 𝑚
2 Well spacing 160 𝑚
3 Well spacing 232 𝑚
4 Screen length Upper half -

Well spacing 280 𝑚
5 Injection T 90 °C

Production T 60 °C
6 Injection T 90 °C

Production T 30 °C
7 Injection T 70 °C

Production T 40 °C
8 𝑘𝑖, 𝑘𝑗 aquifer 50 Darcy

𝑘𝑣 aquifer 5 Darcy
9 𝑘𝑖, 𝑘𝑗 aquifer 1 Darcy

𝑘𝑣 aquifer 0.1 Darcy
10 𝜙 0.10 -
11 𝑐𝑟 5.15𝑒−3 𝑘𝑃𝑎−1
12 𝑐𝑝,𝑟 710 𝐽

𝑘𝑔⋅𝐾
13 𝐾 2.10 𝐽

𝑚⋅𝑠⋅𝐾
14 Aquifer thickness 20 𝑚

Well spacing 336 𝑚
15 Aquifer thickness 100 𝑚

Well spacing 152 𝑚
16 Ambient T 40 °C
17 Groundwater flow 0.03 𝑚

𝑑𝑎𝑦
18 One 1m thick clay layer - -
19 Two 1m thick clay layers - -
20 5-spot pattern geometry - -
21 INJ/PROD following demand curve - -
22 5 months loading, 7 months production - -

After these scenarios are simulated, it is further looked into a couple of important parameters
affecting recovery efficiencies, including storage volume, permeability and the temperature
difference between the two wells. The ΔT is changed by adjusting the return temperature, so
the temperature in the warm well. A total of 27 simulations are performed, where for all three
parameters, three values are taken and all combinations are simulated. The values are found
in Table 3.7.
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Table 3.7: Using the values for these three important parameters, a total of 27 simulations were performed

Storage volume [𝑚3] Permeability [Darcy] ΔT [°C]
200,000 10 20
600,000 50 30
1,000,000 100 40

The effect of storage volume is investigated separately as well. There is only one other pa-
rameter that changed as well for these runs, namely the well spacing. The same relationship,
as shown in Equation 3.2, is used to determine the well spacing based on the thermal radius
of the storage in the hot well.

Table 3.8: Values used to further investigate the impact of storage volume

Storage volume [𝑚3] Well spacing [m]
200,000 96
400,000 136
600,000 167
800,000 192
1,000,000 215

Since the prediction is that permeabilities in the aquifer will play an important role in the total
heat recovery, this specific parameter is studied in further depth. At first, some simulations
are performed using different permeability realizations, while keeping the factor between hor-
izontal and vertical permeability constant at 10/1. The smallest values in the range, like 0.1
and 1 Darcy for the 𝑘ℎ, just as the 200 Darcy might not be the most realistic values for HT-
ATES aquifers. However, it is good to include these to give a good overview of the effect of
permeability on the recovery efficiency.

Table 3.9: Values used to further investigate the impact of permeability

Horizontal permeability [Darcy] Vertical permeability [Darcy]
0.1 0.01
1 0.10
10 1.0
25 2.5
50 5.0
100 10
200 20

In the next round of simulations, the ratio between 𝑘ℎ and 𝑘𝑣 is changed. This likely shows
results that can indicate what the decisive direction of permeability is to obtain good recovery
efficiencies. All combinations of the values provided in Table 3.10 are simulated.
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Table 3.10: Values used to further investigate the relationship between vertical and horizontal permeabilities. A
total of 12 simulations are performed using all combinations of the permeabilities shown in this Table.

Horizontal permeability [Darcy] Vertical permeability [Darcy]
1 1
10 5
50 10
100

Not only the geological and operational parameters affect the final business case of the project.
Economic parameters can also highly influence the final decision whether or not to implement
HT-ATES in the network. The economic parameters discount rate, average gas price, HT-
ATES CAPEX, CO2 tax and the average electricity price are all plotted versus the project
LCOH for two scenarios; a heat network in- and excluding high-temperature storage. This is
done to study the impact and therefore the importance of these parameters in the final decision
making.
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Results: Base Case

In this Chapter, all results obtained from this case study are shown and explained.

4.1. Results HT-ATES performance simulator
Well bottom-hole temperatures for both wells are plotted over time in Figure 4.1. The first
period, from May 1st until October 31st 2011 is used for injecting the hot water in the hot well;
water is extracted at the same volumetric rate from the warm well, which is still at the initial
temperature of 15 °C. In the Figure, this is the first part, until the hot-well temperature drops
and the warm-well temperature remains at 50 °C. From November 1st, 2011, the processes
turn around where heat is being produced from the hot well and re-injected at 50 °C in the
warm well. In the Figure, this is the time interval between the hot-well temperature drop and
where it goes up to 80 °C again. 4.5 more cycles are simulated as well in this case.

Figure 4.1: Temperature of produced water for hot and warm well over time

The well bottom-hole temperatures show that in the first couple of cycles, the temperature
profile differs every year. After a total of four cycles the profiles become constant, which is in
line with Figure 2.6 from Section 2.1.1. This is due to the fact that in the first couple of years,
heat is transferred from the fluid into the rock where some of the heat cannot be extracted
anymore. This process holds for both the hot as the warm well, although the effect is more
visible near the hot well, since temperature differences are larger.

27
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In Figure 4.2, the simulated temperature distribution in the underground after exactly three
cycles is plotted, so at the end of hot-water extraction.

Figure 4.2: Vertical cross-section of the temperature profile after three cycles, just before hot-water injection of
fourth cycle. The aquifer is at the 130 - 180 meter interval.

The vertical cross sectional temperature profile shows that there is an area around the wells
that still is warmer than the surroundings; heat that is contained in the grains after extracting
the hot water. The thermal radius around the wells is not homogeneous over the full aquifer
thickness. The vertical permeability was high enough to allow buoyancy flow; hot (less dense)
water transported to the aquifer top. This is the case at both sides; for the hot and warm well.
However, the angle of the plume is higher at the left side; the hot well compared to the warm
well. This can be explained by the fact that the temperature difference, and therefore density
difference, was higher near the hot well. Therefore density-driven forces are higher.

One other element that is obvious from Figure 4.2 is the warm region in the confining clay
formation right below the hot well. At the bottom of the aquifer the cold water has almost
reached the well, however, in the clay layer still some heat is stored. This is because of the
fact that conduction is the main heat transfer process in the clay layer and thus this part takes
longer to cool down compared to the aquifer on top where heat convection also plays a role.
From the simulation outputs is retrieved that a total of 1.3𝑒14 J of energy is stored in the top
confining clay formation at this point. The bottom formation, however, only contains 8.0𝑒13 J
of heat and in the aquifer itself 7.2𝑒14 J is still present. This means that after a total of three
cycles, 14% of the remaining heat is present in the top clay formation, 77% is present in the
aquifer itself and the remaining 9% is in the bottom confining clay layer.

In Figure 4.3, the simulated temperature distribution in the underground is plotted. This il-
lustrates the extend of the hot-water plume right after all heat is stored. This is after exactly
3.5 cycles.
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Figure 4.3: Vertical cross-section of the temperature profile after 3.5 cycles, just after hot-water injection of fourth
cycle. The aquifer is at the 130 - 180 meter interval.

Figure 4.3 shows that the temperature in the system now is much higher compared to after
extraction via the hot well. The hot-water front does stretch more to the right, to the warm
well, compared to other directions. This is due to the pressure difference between the wells
which is higher compared to the pressure difference with the hot well and the aquifer. A larger
pressure difference results in more fluid flow when other influencing parameters such as fluid
mobility and reservoir permeability are kept constant.

The aerial view of the temperature profile at the exact same point in time as Figure 4.3, can
be seen in Figure 4.4.

Figure 4.4: Horizontal cross-section at model top of the temperature profile after 3.5 cycles, just after hot-water
injection of fourth cycle. Located at the top cell interval of the aquifer.

Figure 4.4 shows that the heat is spread out radially, due to homogeneous reservoir conditions
and radial flow from the well. However, due to short-circuit flow with the warm well, the heat
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front propagates further towards the warm well. This is the same effect as seen in Figure 4.3.

Figure 4.5: Hot and warm well bottom hole pressures over time

For both wells, bottom hole pressures over time are given in Figure 4.5. The injection and
production periods are clearly visible; after every 6 months there is a pressure change in both
wells as a result of the change in flow direction. During each injection or production periods,
pressures in both wells are not constant, as is the pressure difference between the two. This
is to make sure the same volumetric flow rate at the surface is maintained, while changes in
temperature in the aquifer change the fluid viscosity. Higher fluid temperatures result in lower
fluid viscosities and therefore higher fluid mobilities. This means that when the system heats
up over time, the pressure difference between the wells can be decreased while maintaining a
constant volumetric flow rate. During the first hot-water injection period, from May to Novem-
ber 2011, the system heats up and the pressure difference decreases over time. In the first
hot-water extraction period, from November 2011 until May 2012 in Figure 4.5, the heat is ex-
tracted so fluid viscosities in the aquifer increase. This results in a larger Δ𝑝 between the wells
to maintain the flow rate. One can see in Figure 4.5, that over time the changes in pressure
decline, because in general the system will heat up in the first couple of cycles.

One can also see in Figure 4.5 that during production periods of the hot well, the pressure
decline is faster compared to the pressure decline in the warm well during extraction. This
also has to do with the fluid mobility, the temperature differences are larger near the hot well
so the pressure adjustments are larger to maintain the constant flow rate.
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4.2. Results Python feasibility assessment tool
Figure 4.6(a) shows the annual demand curve of the TU Delft campus, subdivided for each of
the three heat suppliers. In Figure 4.6(b), an overview is given of how much heat is provided
by each of these three sources.

(a) Annual heat demand and supply per heat source (b) Pie chart of the heat supply per source

Figure 4.6: Heat demand per heat source

In Figure 4.6(a), one can see a decline in power for the HT-ATES over time. The power output
is dependent on the flow rate, fluid density, specific heat and temperature differences between
the wells, as was shown in Equation 2.9. When flow rates, fluid density and specific heat are
assumed to be constant, the only factor of influence on HT-ATES power output is the tempera-
ture difference. The decline in the green curve in Figure therefore is a result of the temperature
decline of the water extracted from the hot well.

In Figure 4.6(b), one can see how much of the total demand is covered by which supplier.
The geothermal doublet is the main heat supplier and it is logical that the heat storage system
cannot supply as much, since it depends on the excess heat from the geothermal system.
However, the part that normally would be covered by a gas boiler, a significant amount of
energy can now be supplied by a green alternative.

In Figure 4.7, the development of the HT-ATES recovery efficiency over the simulation period
is presented. This illustrates the increase in performance like was also identified by (Van Lopik
et al., 2016) over 4 cycles. In year 1 the recovery efficiency is 0.55, whereas in year 4 this
already is 0.75.

Figure 4.7: Recovery efficiency of the base case over time
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The total pumping costs over the four cycles are shown in Figure 4.8(a). In Figure 4.8(b), the
LCOH is plotted for two scenarios; one including and the other excluding the heat storage.
Note that the LCOH is not a function of time, but a single value obtained at the end of the
lifetime of a project. In this case, for the scenario including HT-ATES this will be 52 €/MWh.
However, when only making use of geothermal energy and the gas boiler, the final LCOH
would be 61 €/MWh after 30 years. To plot the LCOH as is done in Figure 4.8(b) still gives
some valuable information about the minimum lifetime of the project.

(a) HT-ATES Pumping costs over first four cycles (b) LCOH for the two scenarios

Figure 4.8: Pumping costs and LCOH over time

In Figure 4.8(a), one can see that there are peaks at every change in flow direction. Also the
general trend goes down, this is due to the heating of the system and therefore the fluid be-
comes less viscous. This increases fluid mobility and therefore a smaller pressure difference
is required to accommodate for the constant flow rate.

In Figure 4.8(b), the levelized costs are higher for the heat storage scenario when project
lifetimes are short, however, the lines cross after 13.6 years. This difference is due to the
relatively high investment costs accompanied with the red scenario (HT-ATES included) and
the lower operational expenses. The lower levelized cost indicates that for lifetimes exceeding
13.6 years this scenario is the preferred one.

The geothermal load factor including the heat used for the HT-ATES is 0.75. This is the load
factor when considering the total energy output of the geothermal doublet combined with the
HT-ATES. When there would be no heat storage system in place, this geothermal load factor
would drop to 0.60. The HT-ATES load factor is 0.57.

These load factors show that HT-ATES implementation significantly improves the total us-
age of the deep geothermal source. However, the HTS ’only’ provides 57% of its maximum
output throughout the year. It would be better to improve this number, but there is also another
side to it. When the portion of heat provided by geothermal energy and the heat storage sys-
tem combined in the total heat demand becomes smaller, the portion of green heat declines
while the load factor increases. A balance should be found where their load factors do not be-
come too small while still supplying a significant amount of green heat to keep CO2 emissions
low. Where this balance is found, is a matter of priorities. Higher load factors result in more
cost-efficient usage of the specific heat providers, but increasing the total portion of heat pro-
vided by the green suppliers (geothermal and HT-ATES) will result in lower total CO2 emission.
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The economics assessment tool also provides information regarding the CO2 emissions of
both scenarios, in- and excluding the HT-ATES. Emissions from the geothermal will remain
constant in both cases when the emitted CO2 from filling the HT-ATES is counted as HT-ATES
CO2 emissions. The annual geothermal emissions will be 37 tons. The total emissions for
the heat storage are 43 tons per year and the gas boiler emits 41 tons when HT-ATES is
implemented. However, without HT-ATES, the boiler would annually emit a total of 138 tons
of CO2. This means the total CO2 savings by the heat storage in this case will be 31%. This
is quite significant, especially considering Figure 4.6(b) where one can see that the largest
heat supplier is geothermal, where nothing changes regarding CO2 emissions between both
scenarios. The heat supply by the gas boiler is reduced from 29.8 to 8.8% which is the driver
for the reduction in emissions.





5
Results: Sensitivity analysis

The results of the sensitivity analysis described in Tables 3.6, 3.7, 3.9 and 3.10 in Section 3.2.2,
are described here, as well as plots showing LCOH as functions of discount rates and gas
prices. Only the interesting results are highlighted in this Chapter, the results of the remaining
scenarios can be found in the Appendix.

5.1. Parameter variation analysis
After running the first 22 scenarios, based on the input parameters from Table 3.6, an overview
of the results is shown in the following Figures.

Figure 5.1 provides a first indication on how the recovery efficiency is affected by specific
parameters. In this Figure, the blue horizontal line represents the recovery efficiency for the
base case (the fourth cycle). Most scenarios are within the same range. The two main outliers
to the negative side are scenarios 1, 9 and 14, which are the small storage volume, low perme-
ability and small aquifer thickness scenarios, respectively. Some of the outliers to the positive
side, scenarios with higher recovery efficiencies compared to the base case, are scenarios 6,
8, 15 and 16.

The smaller storage volume (scenario 1) in general results in more surface area compared to
the total volume; the 𝐴/𝑉 ratio is higher. This enables more heat losses to the surroundings;
either the rest of the aquifer or confining layers, depending mainly on the shape of the stored
hot water.

Scenario 6 is the one where the temperature difference between the wells is higher, the wa-
ter can cool down to 30 °C and initial hot-water injection temperature is at 90 °C. Due to the
lower warm-well injection temperature, the difference between that well and the ambient tem-
perature is lower, resulting in a higher recovery efficiency. The larger temperature difference
dominates over the fact that the hot-water injection temperature is higher compared to the
base case, which has a negative effect on the recovery efficiency, as obtained from scenario
5.

Scenarios 8 and 9 are the high and low permeability scenarios, respectively. Temperature
distributions in the aquifer of these scenarios can be found in Figures 5.2 and 5.3. In Figure
5.2 can be seen that after the fourth time of hot-water injection, the thermal energy stored
is mainly in the region near the top confining layer. The high vertical permeability allows the
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Figure 5.1: Recovery efficiencies for the fourth cycle for all scenarios as provided in Table 3.6

Figure 5.2: I-K temperature profile after exactly 3.5 cycles; right after the fourth hot-water injection period.
Permeability: 𝑘ℎ = 50𝐷, 𝑘𝑣 = 5𝐷. All other parameters are as provided in Table 3.4.
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Figure 5.3: I-K temperature profile after exactly 3.5 cycles; right after the fourth hot-water injection period.
Permeability: 𝑘ℎ = 1𝐷, 𝑘𝑣 = 0.1𝐷. All other parameters are as provided in Table 3.4.

water to flow easily and the buoyancy flow takes place. However, when the permeabilities
are low, as shown in Figure 5.3, the effect of buoyancy flow is extremely small. The hot-water
bulk is still located around the well and over the full aquifer thickness. Near the bottom and top
there is less heat, because in these locations some heat is lost via conduction to the clay layers.

The low permeability scenario in scenario 9 also indicates a lower recovery efficiency com-
pared to the base case. The permeability in both horizontal as in vertical directions are ten
times lower. This lower recovery efficiency can be explained by two phenomena, both influ-
enced by the (lack of) buoyancy flow. Since more heat is stored near the bottom of the aquifer
compared to the high permeability scenario, more heat losses take place into the bottom clay
formation by heat conduction. The low permeability scenario is shown in Figure 5.3.

One other aspect is related to viscous forces along the well. Hot water has a lower viscosity
at equal pressure compared to colder water, therefore higher flow rates can be found at the
hotter intervals of the well. This can also be obtained from Table 5.1, where can be seen that
for the high permeability scenario a large part of the produced water actually comes from the
top intervals of the full aquifer thickness, more than twice as much as the bottom part. In this
Table, both wells are subdivided into ten equally thick sections, according to grid cell dimen-
sions. For all intervals, total flow rates are obtained at the end of the simulations. It is found
that depending on the permeability, the flow rates differ per interval.

Table 5.2 provides proof for the processes just described. For two moments in time, the en-
ergy distribution in the system is provided. The factor of the total energy in the system that is
stored in each specific part of the system is also given. One can see that for both moments in
time, less heat is stored in the top confining layer for the low permeability scenario. However,
more heat is stored in the bottom clay formation compared to the high permeability scenario.

Two scenarios that show different recovery efficiencies compared to the base case as well, are
scenarios 14 and 15. These scenarios include different aquifer geometries, shown in Figures
5.4 and 5.5, the first one with a total thickness of 100 meters and the second being thinner, 20
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Table 5.1: Flow rates per interval in the hot well for scenarios 8 and 9 at the end of the simulations

Flow rates [ 𝑚
3

𝑑𝑎𝑦 ]
Interval High 𝑘ℎ and 𝑘𝑣 scenario (#8) Low 𝑘ℎ and 𝑘𝑣 scenario (#9)
1 (top) 347.79 230.86
2 351.74 248.53
3 326.74 254.18
4 290.51 254.99
5 251.10 254.17
6 215.46 252.57
7 186.88 250.11
8 165.86 245.94
9 151.87 237.46
10 (bottom) 146.10 220.23

Total 2400 2400

Table 5.2: The amount of energy stored in the aquifer and confining layers before and after hot-water injection,
after 3.5 and after 4 cycles.

𝑘ℎ = 1𝐷, 𝑘𝑣 = 0.1𝐷 𝑘ℎ = 50𝐷, 𝑘𝑣 = 5𝐷

Energy [𝑒13 J] Factor [-] Energy [𝑒13 J] Factor [-]

3.5 cycles Overburden 10.7 0.117 11.1 0.126
Aquifer 71.7 0.786 69.0 0.784

Underburden 8.91 0.097 7.90 0.090
Total 91.6 88.0

4 cycles Overburden 11.8 0.101 17.4 0.150
Aquifer 95.0 0.810 91.8 0.793

Underburden 10.4 0.089 6.65 0.057
Total 117 116
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Figure 5.4: I-K temperature profile after exactly 3.5 cycles; right after the fourth hot-water injection period.
Aquifer thickness: ℎ = 100𝑚.

meters. For these scenarios, well spacing is adjusted as well to accommodate for the different
thermal radii. The well spacing in Figure 5.4 is 152m and in Figure 5.5 it is 336m. Keeping the
well spacing equal for the different scenarios would make these less comparable since it can
affect the system such that the hot water is already reproduced via the warm well. Therefore
this approach is chosen.

One can see two very different shapes for the two situations. The thick reservoir results in
a candy cane shaped hot-water plume with a small thermal radius. The top confining layer
shows a significant increase in temperature due to heat conduction, where as the bottom does
not contain much heat compared to the top. This is a result of the buoyancy flow that is clearly
visible in this scenario. Also, it can be seen that the hot-water front stretches out further to-
wards the warm well compared to the opposite direction, something that was also noticed in
the base case in Chapter 4.

The low aquifer thickness in Figure 5.5 results in a pancake-shaped hot-water plume, where
in this situation both wells are further away from each other. There is less contact with the
colder parts of the aquifer due to the low thickness, however, both on top and at the bottom,
more heat is lost to the impermeable confining formations due to conduction. This results in
a lower recovery efficiency compared to the base case. Still it can be seen that the heat is
concentrated near the top of the aquifer, but the buoyancy effect is small compared to the
large thickness scenario.

The last one with a high recovery efficiency is scenario 16, as shown in Figure 5.1, where
an ambient initial temperature of 40 °C is simulated. This decreases the difference between
the stored and ambient temperature and therefore decreases heat losses, resulting in an in-
creased recovery efficiency.

Figures 5.6 and 5.7 both show a situation where the subsurface does not consist of thick,
vertically continuous high-permeable sand layers. These are scenarios 18 and 19 in Table
3.6. These scenarios do not vary significantly from the base case when comparing recovery
efficiencies, however, in real situations these small clay layers are likely to be present in a lot
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Figure 5.5: I-K temperature profile after exactly 3.5 cycles; right after the fourth hot-water injection period.
Aquifer thickness: ℎ = 20𝑚.

of aquifers and therefore they are given some attention as well. In Figure 5.6, one 1 meter
thick clay layer is positioned right in the middle of the sand and in 5.7 there are two thin layers
present. Wells are completed in all permeable sections but not in the clays. One thing to note
is that heat exchange between the different sand sections is still possible; in the form of heat
conduction. However, the low vertical permeability of the clay prevents any heat convection
to take place, whereas in absence of the clay layers the fluids can flow vertically more easily.

Figures 5.6 and 5.7 show that for every section, the buoyancy effect drives the water to create
similar shapes as shown in previous temperature profiles, now stacked on top of each other.
The thin clay layers have adsorbed a significant amount of heat, but over the full area are not
as warm as the surroundings. When looking at the profile after the hot-water extraction, this
is actually reversed; the clay layers contain more heat than the sand formations. This is due
to the lack of convection and therefore the heating and cooling processes are slower than in
the sands.

In Figure 5.8, the total energy output versus LCOH is plotted for all scenarios. Also, an in-
terpreted trendline is drawn that intersects most of the points, indicating that in general there
is a correlation between the two parameters; the higher the energy output the lower the LCOH.
This can be explained by the fact that the variable OPEX of the HT-ATES are significantly lower
than of the gas boiler, so the more heat can be provided by the heat storage system, the lower
the total OPEX. There are however, three clear outliers in this plot.

The first one is scenario 9, the low permeability scenario. This can be explained by the vari-
able OPEX as well. The HT-ATES pumping costs for this scenario are very high, increasing
the total costs per MWh delivered. The second outlier is the scenario where the temperature
difference is larger, 60 °C instead of 30 °C. As can be obtained from Equation 2.9 in Section
2.2, a larger temperature difference results in a higher HT-ATES power and therefore energy
output. The third outlier is the small storage scenario, which has a lower enery output and a
higher LCOH compared to most other scenarios. This can be explained by the low recovery
efficiency as already provided in Figure 5.1.
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Figure 5.6: I-K temperature profile after exactly 3.5 cycles: right after the fourth hot-water injection period. One
clay layer.

Figure 5.7: I-K temperature profile after exactly 3.5 cycles: right after the fourth hot-water injection period. Two
clay layers.
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Figure 5.8: HT-ATES energy output versus LCOH for the scenarios as provided in Table 3.6

5.2. Study on storage volume, permeability and temperature
difference

Figure 5.9 shows the recovery efficiency in year four plotted versus the LCOH. The 27 runs
as provided in Table 3.7 are plotted, where each point also provides information about tem-
perature difference between the wells, horizontal permeability and storage volume.

When having a closer look at the impact of Δ𝑇 (colors in the plot), one can see that higher
temperature differences result in higher recovery efficiencies and a lower LCOH in all scenar-
ios. This means that a higher temperature difference between the wells is always preferred
compared to a lower Δ𝑇.

The storage volume (different sizes in the plot) also shows a clear pattern when comparing
different volumes where the other parameters are kept constant. It shows that a larger storage
volume in all scenarios results in a lower LCOH and higher recovery efficiencies. However, at
large storage volumes the 50 Darcy scenario is the optimal one, while for the smallest storage
volumes the lowest horizontal permeability of 10 Darcy is preferred.

This has to do with the shape of the stored heat in the subsurface, which is dependent on
multiple parameters such as aquifer thickness, permeability, storage volume and injection tem-
perature. When storing a different volume in an aquifer with the same thickness, the shape is
different and therefore the 𝐴/𝑉 ratio differs as well. This can result in deviating recovery effi-
ciencies. From Figure 5.9 there can be retrieved that these different subsurface geometries
also have different optimal horizontal permeabilities.

One can also obtain from the plot that when keeping the storage volume constant, there is
more spreading between the results when the temperature difference between the two wells
is smaller. This is clear especially for the high-volume scenarios and when looking into the
LCOH. The lower temperature difference results in a lower HT-ATES power output and there-
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Figure 5.9: Recovery efficiency in year 4 versus LCOH

fore a larger part of the heat demand is covered by the gas boilers. For every step in Δ𝑇 be-
tween the wells, this fraction of heat supplied by the boiler increases, increasing the spreading
in LCOH.

5.3. Permeability study
In this section, the permeability is studied in further detail. Where for the last section it was
one of three variables in the plot, this time it is the only changed parameter to study the effect
on the LCOH and recovery efficiency without influence from other parameters. In Figure 5.10,
one can see the horizontal permeability plotted versus LCOH, as obtained from simulations
shown in Table 3.9. In these simulations, the 𝑘ℎ/𝑘𝑣 ratio was kept constant at 10/1. The
point size indicates the HT-ATES variable OPEX to see how the permeability affects the total
investment costs. This is not one of the main outputs this research focuses on, however, it is
important to know since this is indicates the minimum total budget to start the project.

One can see that the lowest LCOH is not found either at highest or lowest permeabilities but
rather somewhere in the middle, at 𝑘ℎ = 50 (and 𝑘𝑣 = 5) Darcy. Under these circumstances,
when increasing the aquifer permeability the LCOH increases. This can be explained by the
lower recovery efficiencies; by buoyancy flow there are more heat losses to the top confin-
ing formation. Lower recovery efficiencies are also found at lower permeabilities. As already
explained, this is a result of differences in viscosity along the well screen and throughout the
aquifer and heat losses at the bottom of the aquifer. However, there is one other significant
reason for the higher LCOH, this is the increased OPEX (pumping costs). At lower (horizontal)
permeabilities, more energy is needed to inject and produce with the constant flow rate. This
is also shown in Figure 5.10 when looking at the point sizes.

Figure 5.11 shows results from simulations provided in Table 3.10. A total of 3 different ver-
tical and 4 different horizontal permeabilities have been used and plotted against recovery
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Figure 5.10: Horizontal permeability versus LCOH

efficiencies.

From Figure 5.11, one can see that in general at lower vertical permeabilities, the horizon-
tal permeability has a higher impact on the recovery efficiency compared to higher vertical
permeabilities. The line showing the 𝑘ℎ = 1 Darcy for all three values of 𝑘𝑣, shows lower re-
covery efficiencies. Then the line for 𝑘ℎ = 10 Darcy results in higher recovery efficiencies. But
when comparing the largest horizontal permeabilities to each other, one can see that between
𝑘𝑣 = 1 and 𝑘𝑣 = 5, the two lines intersect. This indicates that for lower 𝑘𝑣 values, the highest
𝑘ℎ is the preferred scenario, while for higher 𝑘𝑣 values (5 and 10 Darcy), a 𝑘ℎ of 50 Darcy is
preferred instead of 100 Darcy.

These different trends are a result of the interplay between buoyancy and viscous forces.
Buoyancy flow is only dependent on the vertical permeability, whereas the fluid viscosity (re-
lated to fluid temperature) can influence fluid flow both in horizontal as vertical directions.
When vertical permeabilities are low, buoyancy flow will not have a big impact on the fluid flow
and therefore the shape of the stored heat. When vertical permeabilities are higher, the flow
is determined both by buoyancy and viscous forces.

To come back to the 𝑘ℎ = 50 and 100 Darcy lines, there is an intersection visible between
𝑘𝑣 = 1 and 5 Darcy. At the left side of the plot in Figure 5.11, vertical permeabilities are
low and viscous forces are dominating. When the vertical permeability increases from 1 to 5
Darcy, the 𝑘ℎ = 50 Darcy scenario becomes more favourable when looking at the recovery
efficiency. This can be explained by the fact that now the hot fluid can travel upwards more
easily. The lower horizontal permeability ensures that when the hot fluid reaches the top of the
aquifer, it is harder to flow to the sides along the boundary between the aquifer and confining
top layer. This results in less heat losses to the clay formation on top. This is highlighted in
Figure 5.12, where the difference in hot-water shapes is shown after 6 months of injection.
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Figure 5.11: Recovery efficiencies for different values of horizontal and vertical permeabilities

(a) 𝑘ℎ = 100 and 𝑘𝑣 = 5 Darcy (b) 𝑘ℎ = 50 and 𝑘𝑣 = 5 Darcy

Figure 5.12: The difference in shape when 𝑘𝑣 changes from 100 to 50 Darcy. Temperature profile after 6 months
of hot-fluid injection.
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Figure 5.13: LCOH plotted versus the projects’ discount rate (𝑟). All other parameters are kept constant as
provided in Tables 3.4 and 3.5.

5.4. Impact of economic parameters on the LCOH
In Figure 5.13, one can find the LCOH of the two scenarios (in- and excluding HT-ATES) at
different project discount rates. One can see that for low discount rates the scenario where
HT-ATES is included in the system of heat suppliers has a lower LCOH than the other sce-
nario. At a discount rate of 18.3%, this switches to the scenario where only geothermal heat
and the gas boiler provide heat to the network. However, this discount rate is not very repre-
sentative since the discount rate as described in Bloemendal et al. (2020) is 0.055. But the
trend is logical as well, this is mainly the result of the higher CAPEX and lower OPEX for the
HT-ATES compared to the gas boiler. The impact of the discount rate increases the further into
the lifetime of the project the costs are made. These costs include all operational expenses:
fixed OPEX, variable OPEX and CO2 taxes.

The LCOH is also plotted versus different gas prices, as can be seen in Figure 5.14. This
Figure shows a linear relationship for both scenarios between the LCOH with a project lifetime
of 30 years. However, the angle is different, because the gas price has a higher impact on
the scenario where more gas is used. One can see that for gas prices below 21 €/MWh the
scenario excluding HT-ATES is the better option. However, when the gas price exceeds this
value, the scenario where HT-ATES is included in the network is the preferred option. This
can be explained by the fact that gas price takes up a big part of the gas boiler OPEX. When
gas prices are low, the difference between gas boiler and HT-ATES OPEX is small and then
the low HT-ATES OPEX does not weight up against its large CAPEX. High gas prices, in this
case average prices exceeding 21 €/MWh, result in a large boiler-HT-ATES OPEX difference
and therefore it is worth to make the HT-ATES investment. Note that the gas price here is the
average pas price over the full project lifetime.

In Figures 5.15, 5.16 and 5.17, the LCOH is plotted against the HT-ATES CAPEX, the CO2 tax
and the average electricity price, respectively. In Figure 5.15 one can find that even though
the CAPEX does impact the absolute value of LCOH for the scenario where HT-ATES is in-
cluded, for all realistic values the LCOH remains below the level of the scenario without high-
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Figure 5.14: LCOH plotted versus the gas price. All other parameters are kept constant as provided in Tables 3.4
and 3.5.

temperature storage.

The CO2 tax does have some impact on both scenarios. The scenario where HT-ATES is
excluded is slightly steeper, since more CO2 is emitted in that scenario. However, its impact
is not decisive. The impact of the electricity price is also relatively small as obtained from
Figure 5.17. This electricity is used to power the pumps for the high-temperature storage
system.
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Figure 5.15: LCOH plotted versus the HT-ATES CAPEX. All other parameters are kept constant as provided in
Tables 3.4 and 3.5.

Figure 5.16: LCOH plotted versus the CO2 tax. All other parameters are kept constant as provided in Tables 3.4
and 3.5.
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Figure 5.17: LCOH plotted versus the electricity price. All other parameters are kept constant as provided in
Tables 3.4 and 3.5.
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Discussion

6.1. Importance of the results
From the output of the HT-ATES performance simulator, one is able to study the impact every
single parameter has on the subsurface fluid flow and final recovery efficiency. Some aquifer
characteristics have a decisive impact whereas others only influence the outcome in a minor
way. Most of the results are in line with the results of previous studies, such as fluid transport
due to buoyancy flow and the fact that not all heat is retrieved during the hot-water production
period. The buoyancy flow effect is an interplay between a lot of different factors, such as
aquifer dimensions, aquifer permeability, ambient and injection temperature, storage volume
and injection and production periods. One aspect that is not included in these simulations is
the salt content of the water and the biochemistry as a result of temperature differences in the
aquifer. Also, it is assumed no heat losses are present during water transport between the
surface and aquifer.

From the results, it is obtained that the amount of buoyancy flow present in the aquifer de-
termines the main heat loss processes. When the stored heat is transported to the top of the
aquifer at a fast rate, a lot of heat is lost via conduction to the top confining layer resulting in
a low recovery efficiency. However, in that same scenario less heat is lost via conduction to
the bottom of the aquifer. When having a closer look into the aquifer permeability, this results
in interesting observations.

To recall the results of the permeability analysis, there is an optimum for the permeabilities
to obtain the best efficiency (𝑘ℎ = 100 and 𝑘𝑣 = 1 Darcy). Higher permeability values result
in more buoyancy flow and therefore more heat losses to the top confining formation. Lower
permeabilities increase heat losses to the bottom of the aquifer. The interplay between vis-
cous and buoyancy forces impact the fluid flow in the reservoir. The role of fluid viscosity
as a function of temperature is highlighted in Table 5.1, where one is able to see the differ-
ence in flow rates from different aquifer intervals at different aquifer permeabilities. There it
is explained that more buoyancy flow results in larger temperature differences between the
different sections along the well and therefore results in larger fluid viscosity differences and
flow rates. The higher the temperature in a specific section compared to the other sections,
the more fluid flows in or out of the well.

One of the assumptions in the CMG GEM model is a homogeneous permeability distribu-
tion in the aquifer. In two scenarios some heterogeneity in the reservoir is simulated using
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either one or two 1m-thick clay layers within the sand formation. However, it is very likely that
also on a smaller scale some form of heterogeneity is present, which is not included in these
simulations. This uncertainty especially holds for the subsurface parameters like porosity, per-
meability, rock specific heat capacity and thermal conductivity. Two of the decisive parameters
are storage volume and temperature difference between the two wells. These variables in the
modelling tool are associated with less uncertainties, since this can precisely be operated from
the surface.

The degree of uncertainty associated with particular parameters includes not only the techni-
cal factors, but also the economic variables. The CAPEX of the specific heat suppliers can
be predicted accurately, especially for the gas boilers but also for the geothermal doublet.
However, the average gas price for the upcoming years is extremely hard, if not impossible, to
predict. So, although the gas price does have an impact on the HT-ATES economic feasibility,
it is hard to draw the conclusions at this point.

6.2. Added value in relation to previous studies
In the Introduction, an overview is given on the current state-of-the-art of HT-ATES. Some
things already discussed there are also found in the simulation results from this research.
Buoyancy flow, for example, is something that is studied in detail in previous studies and
proved to have an effect on the flow within the aquifer in the simulations from this research
as well. The fact that the recovery efficiency is lower in the first couple of cycles is also not a
surprise, this was already mentioned in other literature as well and the results of this project
confirm this. Another important result is the total CO2 emissions savings, which also align
with a previous study on HT-ATES implementation at the TU Delft Campus, performed by
Bloemendal et al. (2020). From both studies, a CO2 emission reduction of 31% is predicted.

However, apart from confirming the results of previous studies performed on HT-ATES, the
goal is to add knowledge to the current SOTA of high-temperature storage. One of the goals
is to not only investigate technical feasibility but also look into the business case of HT-ATES
implementation and to identify the key factors that affect the economic feasibility. From the
obtained results, one can say that the key parameters affecting HT-ATES economic feasibility
are storage volume, aquifer permeability, temperature differences between hot and warm well,
discount rate and average gas price. These key parameters are retrieved not only by assess-
ing the HT-ATES feasibility on its own, but looking into the full heat demand and supply system.

The HT-ATES technical performance simulations are performed in CMGGEM software, some-
thing that is not done before. The proof that this report provides, that simulating HT-ATES in
this software is possible, can bring the traditional oil and gas sector that makes use of this
software and the new technology closer together. This could potentially lead to more projects
in the future, kicking off this promising technique in practice.

The economic feasibility tool created in Python is build up in a way that the economic assess-
ment can be performed for different types of systems. The economic assessment is created
in such a way that when the technical performance (output from CMG GEM) is present, one
can easily obtain the key economic outputs such as LCOH and CO2 emissions.

6.3. Consequences
In the research question, the importance of economic feasibility for HT-ATES implementation
in current heat networks is already highlighted. A lot of previous work focused mainly on tech-
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nical aspects rather than also looking at the finances. When looking at the bigger picture, all
research performed on this technique to enable more green energy in our heating systems is
meant to contribute to more real-life projects in the near future. These projects will only start
when a strong foundation is build that indicates an attractive business case.

This research adds to the foundation in a way that the results show that the LCOH of the
situation at the TU Delft Campus decreases when HT-ATES is implemented compared to the
scenario when only the geothermal doublet and gas boilers provide heat. This helps to not
only support the start of the implementation in Delft, but hopefully also at other locations. The
decisive characteristics that are found in this research can help companies or institutions that
have interest in starting a HT-ATES project, to design the storage system in an optimal way.





7
Conclusions and Recommendations

7.1. Conclusions
The first research question focuses on how to model all relevant parameters to obtain a busi-
ness case for HT-ATES implementation in heat networks. This research introduces a method
that first models the technical process of subsurface heat storage in a 3D equation-of-state
numerical simulator, where both subsurface and operational input parameters are required.
This simulator shows detailed heat propagation profiles over time as well as pressure profiles
and provides all relevant well production data: volumetric flow rates, well-head temperatures
and bottom-hole pressures.

Simulation outputs from this HT-ATES technical performance simulator are used in an as-
sessment tool, that also requires operational and economic input data. The assessment tool
then provides the key data to assess HT-ATES feasibility in the heat network; a costs overview,
the project LCOH, recovery efficiency, load factors and total CO2 emissions.

These tools are then used to assess the economic feasibility of HT-ATES implementation at
the TU Delft Campus. A comparison is made between the heat network where only a geother-
mal doublet and gas boilers provide heat and a network where high-temperature storage is
included as well. Results show that under the conditions provided for HT-ATES implementa-
tion at the TUDelft Campus, the network where HT-ATES is included is the economic scenario,
only if the project lifetime is longer than 13.6 years. For a project lifetime of 30 years, the LCOH
when HT-ATES is included is 52 €/MWh compared to 61 €/MWh when only heat is provided
by the geothermal doublet and gas boilers. Total CO2 savings when using high-temperature
storage are 31% compared to the other scenario.

The second research question states ’What are the decisive characteristics for HT-ATES eco-
nomic feasibility?’. In order to answer this question, the previously mentioned tools are used
to model all relevant parameters in a sensitivity analysis to study the impact of these param-
eters on important outputs: recovery efficiency, LCOH and CO2 emissions. There it is found
that the aquifer permeability has an impact on fluid flow: higher permeabilities increase buoy-
ancy flow as a result of water density differences. The extent of buoyancy flow influences the
shape of the stored hot water in the reservoir and therefore the main heat loss processes.
High vertical permeabilities result in hot-water accumulation near the top of the aquifer and
therefore more heat losses via conduction to the top confining clay formation. At lower perme-
abilities, the heat loss to confining layers is more evenly distributed between top and bottom
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confining layers, because the hot water is more evenly distributed along the well screen length.

The shape of the stored hot water in the aquifer also affects fluid viscosity distributions. The
buoyancy flow effect results in larger temperature and therefore fluid viscosity differences
along the well. Volumetric flow rates from well screen intervals with lower fluid viscosities are
higher compared to intervals at lower temperatures and therefore higher viscosity. The inter-
play between buoyancy and viscous forces results in an optimal permeability of 𝑘ℎ = 50 and
𝑘𝑣 = 5 Darcy under the circumstances provided, which results in a LCOH of 51 €/MWh.

Two operational parameters that showed to be decisive characteristics for HT-ATES economic
feasibility are storage volume and the temperature difference between the wells. Increasing
the storage volume and wells Δ𝑇 both increases the power output and improves recovery ef-
ficiencies. This lowers the projects’ LCOH.

The economic parameters discount rate and gas price also impact the LCOH and affect the
competitiveness of HT-ATES in the heat network. Heat-storage implementation is only the
economic option when the discount rate is below 18% and when the average gas price during
the projects lifetime exceeds 21 €/MWh and all variables remain as stated for the case at the
TU Delft Campus.
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7.2. Recommendations
All performed simulations in this research were focused on the conditions at the TU Delft Cam-
pus with an HT-ATES system in the Maassluis formation. However, it is important to see what
results can be obtained when applying these technical and economic tools to another location
with different subsurface conditions, another geothermal base load and heat demand. This
implies not changing only very few parameters at a time, which was in the sensitivity analysis
in this research, but adjusting both the subsurface model and the operational parameters sig-
nificantly. A good test for the tools discussed in this report would be to apply them to another
project to assess the feasibility.

The permeability was studied in detail in this report. However, the prediction is that reservoir
geometries also could affect the optimal permeability values. A thicker aquifer with a constant
storage volume throughout these scenarios allows for more fluid transport due to buoyancy
forces than a very thin aquifer where the shape of the stored hot water is much flatter. This
must be studied into further detail to reveal the optimal permeabilities at different reservoir
geometries.

Although some simulations were performed that included some reservoir heterogeneity, this
should still be studied in more detail. The layered-cake approach could be refined to include
more vertical heterogeneities. Since the model is build using a Cartesian grid, also some het-
erogeneity in the horizontal directions could be included.

For all scenarios, the assumption was made that there are no heat losses during transport
of the water from and to the surface and aquifer. However, depending on multiple parameters
such as the volumetric flow rate and aquifer depth, there will be some heat losses around
the wells. The significance of these heat losses could be modelled to see whether or not this
process should be taken into account.

Implementing a high-temperature storage system results in large temperature differences in
the aquifer. This could affect the biochemical composition of the water which can result in
problems around the wells such as well clogging. In some areas in The Netherlands, drinking
water is also extracted from the same aquifers as the potential HT-ATES aquifers and there-
fore there it should be looked into the biochemics of the fluids in more detail to ensure the
water quality is maintained.
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Appendices

Appendix I: Study on storage volume
These plots are created to further highlight the relationship between storage volumes, recovery
efficiencies and the LCOH. Using the outputs from the simulations using inputs from Table
3.8, the plot in Figures 1 and 2 are created. The storage volume is plotted against recovery
efficiency in Figure 1 and versus LCOH in Figure 2, where the colors indicate the total HT-ATES
annual energy output. A trend is also indicated.

Figure 1: Storage volume versus recovery efficiency

In Figure 1, one can see a clear linear relationship between the storage volume and the re-
covery efficiency. The trend shows that larger storage volumes result in higher recovery ef-
ficiencies. The color of the points imply the total annual HT-ATES energy outputs, which is
related to these other two parameters as well. The larger the volume, the higher the energy
output simply because more heat is stored.
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Figure 2: Storage volume versus LCOH

The same volumes have also been plotted against the LCOH, as is shown in Figure 2. The
colors indicate the total energy output from the HT-ATES. In this graph, there still is a clear
trend, however, this time it is not linear. The trend confirms the statements about storage
volumes for Figure 5.9, that higher storage volumes results in a lower LCOH. The trendline
also shows that when the storage volume keeps increasing, the decrease in LCOH slows
down. When looking at the whole heating network, this is due to the relationship with the heat
demand. The more energy supplied by the HT-ATES, the more gaps there are in the profile
where there is less or no demand for the heat storage system. So then relatively a smaller
part of the heat can be used effectively.
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Appendix II: Base case temperature profiles
I-K cross sections of the temperature profiles over time. The cross-sections after 3 and 3.5
cycles can be found in Chapter 4.

Figure 3: Vertical cross-section of the temperature profile after 0.5 cycle

Figure 4: Vertical cross-section of the temperature profile after 1 cycle
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Figure 5: Vertical cross-section of the temperature profile after 1.5 cycles

Figure 6: Vertical cross-section of the temperature profile after 2 cycles
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Figure 7: Vertical cross-section of the temperature profile after 2.5 cycles

Figure 8: Vertical cross-section of the temperature profile after 4 cycle
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Figure 9: Vertical cross-section of the temperature profile after 4.5 cycles
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Appendix III: Temperature profiles of the scenarios from parameter
study
I-K cross-sections of the temperature profiles after exactly 3.5 cycles, just after hot-water in-
jection of the fourth cycle. The cross-sections of scenarios 8, 9, 14, 15, 18 and 19 can be
found in Chapter 5.

Figure 10: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 1; small storage volume

Figure 11: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 2; small well spacing
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Figure 12: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 3; large well spacing

Figure 13: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 4; screen length only in
upper half



References 71

Figure 14: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 5; higher temperatures in
the wells

Figure 15: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 6; larger temperature
difference between the wells
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Figure 16: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 7; lower temperatures in
the wells

Figure 17: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 10; lower porosity
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Figure 18: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 11; higher rock
compressibility

Figure 19: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 12; lower rock specific
heat
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Figure 20: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 13; higher rock thermal
conductivity

Figure 21: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 16; higher ambient
temperature
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Figure 22: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 17; groundwater flow

Figure 23: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 20; 5-spot pattern
geometry
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Figure 24: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 21; injection and
production profiles following the demand curve

Figure 25: Vertical cross-section of the temperature profile after 3.5 cycles for scenario 22; loading in 5 months
and produce during 7 months


	List of Figures
	List of Tables
	List of Abbreviations
	Introduction
	Problem Statement
	How does ATES work?
	Previous studies on HT-ATES

	Research Questions
	Approach and thesis outline

	HT-ATES performance and feasibility simulators
	CMG GEM Technical performance simulator
	Reservoir model
	Well model
	Thermal model
	Simulation outputs

	Python feasibility assessment tool
	HT-ATES feasibility assessment criteria
	Data transformation and HT-ATES power output
	Costs
	Levelized cost of heat
	Load factors, CO2 emissions and costs
	Recovery efficiency


	Methodology
	Overview of the parameters affecting HT-ATES feasibility
	Geological parameters
	Operational parameters
	Economic parameters

	Case study Delft and parameter study
	HT-ATES in Delft
	Parameter study


	Results: Base Case
	Results HT-ATES performance simulator
	Results Python feasibility assessment tool

	Results: Sensitivity analysis
	Parameter variation analysis
	Study on storage volume, permeability and temperature difference
	Permeability study
	Impact of economic parameters on the LCOH

	Discussion
	Importance of the results
	Added value in relation to previous studies
	Consequences

	Conclusions and Recommendations
	Conclusions
	Recommendations

	Appendices
	Appendix I: Study on storage volume
	Appendix II: Base case temperature profiles
	Appendix III: Temperature profiles of the scenarios from parameter study


