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Abstract

Ocean Thermal Energy Conversion (OTEC) is a technique to generate electricity by using
the thermal gradient available in the ocean to drive a heat engine. In order for OTEC to
become successful it is important to reduce the levelized cost of electricity. The development
of an effective control system can aid in this endeavour, by making sure that the plant is
always operated at maximum capacity. Theoretically, the optimal control inputs can be de-
termined offline by using models. However, due to modelling assumptions, this method can
result in a suboptimal operation of the plant. Besides, performance of the plant varies over
time as a result wear and tear, fouling, and fluctuating ocean water temperatures. Compa-
rable obstacles are encountered in maximizing the electricity production in wind turbines. A
promising solution in this field is Extremum Seeking Control (ESC). ESC is a model-free
control strategy used for the real-time optimization of an unknown objective function. In this
study, ESC has been implemented on a room-sized OTEC test-setup, called the OTEC-demo.
Single parameter as well as multiparameter ESC algorithms are tested, and are shown to be
successful in automatically finding the set of inputs for which the power output of the plant
is maximized.
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Chapter 1

Introduction

Most renewable energy sources, such as solar and wind energy, are characterized by a relatively
low capacity factor. In other words, these plants can not be operated at their maximum
capacity since there simply is not enough wind or solar energy available at all times. To
match the supply and demand, renewable energy sources like wind turbines and solar panels
have to be backed up by power plants, driven by the combustion of fossil fuels. This is not a
viable solution for small scale power generation in Small Island Development States (SIDS),
due to the high price of imported diesel and oil.

However, in SIDS in tropical regions, there is the potential to generate constant electric power
by harvesting thermal energy stored in the ocean. Ocean Thermal Energy Conversion (OTEC)
is a technique to generate electricity by utilizing the temperature difference between different
depths in the ocean. In this process the warm surface water is used to evaporate a working
fluid. The vapour is then led through a turbine-generator, after which the vapour will be
condensed again using the cold deep ocean water to complete the cycle.

Roughly 70% of the surface of the earth is covered by oceans [1]. Due to the oceans’ low
albedo, or reflectance, the majority of the incoming sunlight is absorbed and converted into
heat, making the oceans the largest solar collector on the planet. The surface layer is warmed
by the sun and mixed by wave activity to a depth of 100m-200m. The deep, colder water
originates from higher latitudes and descends along the seafloor to the equatorial regions due
to thermohaline circulation [40]. The vertical temperature distribution can be represented
by a top- and a bottom layer separated by an interface, also called a thermocline. Figure
1-1 shows the visualization of such a distribution. Assuming a temperature difference ∆T of
20◦C between the warm and cold water, the ideal energy conversion efficiency is roughly 8%
[40]. An actual plant will achieve a thermal efficiency closer to 3% [40].
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2 Introduction

Figure 1-1: Idealized vertical temperature ocean profiles in July and January. Where Figure (A)
shows the profile near the equator, (B) at approximately 45◦ N or S latitude, and (C) near the
poles. Courtesy of Byron Inouye

The regions in the world where the surface water temperature is high enough for OTEC
purposes are shown in Figure 1-2. In tropical regions the surface layer reaches average year-
round temperatures of 28◦C. Here the surface ocean temperature is also found to be relatively
constant, resulting in a constant power output of OTEC plants. As a result, OTEC has the
potential to supply base load power to these regions [9].

Figure 1-2: Global OTEC resource: light orange depicts a surface water temperature of at least
20 ◦C, dark orange corresponds to a surface water temperature higher than 25◦C, Courtesy of
Bluerise B.V.
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One of the most important factors to overcome in the succeeding of OTEC as a renewable
energy source is reducing the Levelized Cost of electricity (LCOE). The levelized cost can
either be reduced by increasing the power output, or by reducing capital and operating
costs of the plant. For this purpose, research is being conducted towards working fluid
selection, heat exchanger design and turbine design [19]. In addition to improving individual
components, entirely new thermodynamic cycles have been developed. At the Delft University
of Technology (TU Delft), OTEC research is being conducted in cooperation with Bluerise
[4]. The company has developed an advanced room-sized OTEC demonstration plant, called
the OTEC-demo.
Besides improving the thermodynamic behaviour of OTEC plants, the development of an
effective control system is an important element to consider. The controlled inputs of the
plants are the flow rates of the deep ocean water and warm surface water. Variable speed
water pumps are used to continuously supply the plant with warm and cold water. Increasing
the water flow rates will increase the power output of the turbine, but increases the power
consumption of the pumps as well. Due to low thermal efficiency of OTEC plants, large water
flows are required. At a ∆T of 20◦C, a warm sea water flow of approximately 5 m3/s and
2.5 m3/s of cold seawater, is needed for every MW of electricity [40]. As a result, the power
consumption of the water pumps is roughly 30% of the total power generated in the turbine
[40]. Literature has shown that optimal flow rates exist where the net generated power is
maximized [47]. In most OTEC plants, as well as in the OTEC-demo, the controllers follow
a fixed reference. To find the optimal inputs, a mapping between the water flow rates and
the power yield can be made offline using a model. Determining the optimal sets of inputs
using this method is not a straightforward task, due to the following reasons:

• Modelling assumptions can possibly lead to an offset to the optimal set of inputs.

• Parameters of the model can be difficult to determine, and they can vary over time as
a result of wear and tear of mechanical components, or for example due to fouling on
the heat exchangers [13].

• Accurate measurements of the ocean water temperature are required [47].

Comparable issues are encountered in maximizing the power yield of wind turbines [6]. A
promising solution in this field is Extremum Seeking Control (ESC). ESC is a control strategy
used for the real-time optimization of an unknown objective function. Besides wind energy,
ESC has also been applied in fields closely related to OTEC, such as Organic Rankine and
vapor compression cycles [34], [8], [45], [10], [20], [12] , [15]. At the time of writing, ESC
has not yet been applied to OTEC. The existing OTEC-demo control system is capable
of regulating the mass flows, and measuring the power output in real-time. Hence, ESC-
algorithms can be implemented and tested on the OTEC-demo. The controller is proved to
be able to optimize the two inputs corresponding to the warm and cold water flow rates, hereby
demonstrating the effectiveness of ESC in OTEC. Due to the relatively simple structure of
ESC, the controller can be implemented in future projects by Bluerise.
This report is organized in the following manner: Section 2 describes the thermodynamic
cycle under study. Section 3 presents the mathematics behind extremum seeking control, and
how the algorithm is implemented in the OTEC-demo. The experimental results are given in
section 4. Finally, concluding remarks and recommendations are given in the last section.
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Chapter 2

System Description

The purpose of OTEC is to convert the energy ’stored’ in the ocean to usable electrical energy.
This is realized by implementing a thermodynamic cycle. A cycle suitable for OTEC is the
so-called Kalina cycle. This advanced cycle is described in the next section. The second
section provides an overview of the inputs, outputs and disturbances of the system. With the
controlled inputs being defined, the third section describes OTEC control techniques found
in the literature. The final section explains how Bluerise has implemented the Kalina cycle
in the OTEC-demo.

2-1 Kalina Cycle

In the 1980’s A.I. Kalina proposed a thermodynamic energy cycle using a working fluid
consisting of a mixture of two components with different boiling points, also known as a
binary working fluid [18]. This cycle was designed to replace the currently used Rankine
Cycle, especially when using low-temperature heat sources. Since then, several adaptations
have been made to the original Kalina cycle, of which an overview is given in the extensive
literature survey by Zhang, He, and Zhang [48]. The different cycles are suitable for different
operating temperatures. The cycle implemented in the OTEC demo is the so-called KCS 34
g cycle, which is most suitable for small scale plants in combination with heat sources up to
121◦C [30]. A schematic overview of the Kalina cycle is shown in Figure 2-1.

The cycle consists of the following processes:

Process 1-2: Pump increases working fluid pressure

Process 2-3: Preheating of the working fluid by the recuperator

Process 3-4: (Partial) evaporation of working fluid in heat exchanger in combination
with warm sea water

Process 4-4r/4w: The separator separates the working fluid in liquid and vapor parts

Master of Science Thesis M.A. Terlouw



6 System Description

Figure 2-1: Advanced OTEC Cycle, courtesy of Bluerise B.V.

Process 4r-5r: Work is produced in the turbine by means of expansion of the working
fluid

Process 4w-5w: The relatively warm liquid preheats the working fluid in the recuperator

Process 5w-6w: Working fluid is expanded through an expansion valve to the same
pressure as the working fluid in 5r

Process 5r/6w-7: The liquid and vapor is mixed in an absorber

Process 7-1: The working fluid is condensed in a heat exchanger fed with cold seawater

2-1-1 Inputs, disturbances and performance

The main actuators in the Kalina cycle are the two water pumps and the working fluid pump.
One water pump is used in Process 3-4 to supply the evaporator with warm surface water, and
the other pump is used in Process 7-1 to supply the condenser with cold deep ocean water.
The working fluid pump, component c in Figure 2-1, is used to circulate the working fluid.
Another important component is the turbine-generator used in Process 4r-5r. In this study,
the performance of the plant is expressed by the net generated power. The net generated
power in the cycle equals the power generated in the turbine, minus the power consumed by
the pumps. As a result of the small temperature difference between the surface water and
deep ocean water, OTEC plants inherently suffer from a low thermal efficiency [40]. Due to
this low thermal efficiency, the required water flows are significant. Both hot and cold flows
are in the order of 5 m3/s for every MW of generated electricity. As a result, the power
consumption of the pumps accounts for roughly 30% of the total power output [41].

M.A. Terlouw Master of Science Thesis



2-1 Kalina Cycle 7

The net power is given by:

Wnet = WT urb −
∑

WP ump (2-1)

Here, the power consumption of auxiliaries such as the control system itself, is neglected.

Vapour expands through the turbine, hereby causing the turbine blades to rotate. The shaft
work of the turbine is then converted to electrical energy by means of a generator. The power
converted by the turbine-generator system is given by:

WT urb = ṁt ηt (ht,i − ht,o) (2-2)

Where ṁt corresponds to the mass flow of the working fluid through the turbine, ηt the
isentropic efficiency of the turbine and generator. ht,i and ht,o are the working fluid enthalpies
at the in-and outlet of the turbine, respectively.

The power consumption of a pump is given by:

WP ump = ṁp g ∆Pws

ηws
(2-3)

Where ṁp is the mass flow rate, g the gravitational constant, ∆Pws is the pressure difference
encountered in the pipe and ηws describes the isentropic efficiency of the pumps.

2-1-2 Control-oriented Schematic

The inputs, disturbances and output of the system are visualized in Figure 2-2. The inputs
u1 and u2 are the control signals of the warm and cold water pumps. Where increasing the
control signal u1 will increase the warm water flow rate ṁw, an increase in u2 results in
an increased cold water flow rate ṁc. In this study, the working fluid pump speed is kept
constant, this choice is further motivation in Appendix A-2. The disturbances Th and Tc are
the temperature of the warm surface water and deep ocean water. The literature investigates
the influence of other disturbances, such as wave activity influencing the inlet pressure at the
warm water pipe [33]. These disturbances are difficult to simulate in the OTEC-demo, and
are thus not analysed in this report. The performance of the plant corresponds to the net
generated power Wn, as calculated in Equation 2-1.

Figure 2-2: Control-oriented schematic of the OTEC process

Master of Science Thesis M.A. Terlouw



8 System Description

2-1-3 Control in OTEC

The first available publication on control of OTEC plants dates back to 1982 [33]. In this
work, the use of variable seawater pumps to control the output power is suggested. Owens sug-
gests that the optimal power output and corresponding mass flow rates can be determined by
measuring seawater temperatures, heat exchanger fouling, line losses and equipment efficien-
cies. However, details on this optimization process are not given. Comparable optimization
procedures that are only based on measurements of the ocean water temperatures, are found
throughout literature [35], [38], [43]. These methods do not take time the varying behaviour
of fouling and equipment efficiencies into account.

Goto et al. used system identification techniques based on step-responses of an OTEC plant
to obtain a model between water flow rates and the output power. The nonlinear separation
controller built using this model is shown in Figure 2-3. The upper control system is used to
map Wref to flow rates of warm water, cold water and working fluid. These flow rates are
then regulated by the lower level control system, consisting of PI controllers. The tracking
performance of this control strategy depends on the quality of the nonlinear separation model.

In a more recent study, Matsuda et al. demonstrated that PI-controllers are also capable of
tracking a reference output power of a model OTEC plant [29]. Disturbances were considered
in the form of fluctuations in the warm water temperature. Figure 2-4 shows that the offset
to Wref is directly used as input of the PI controllers, and that no mapping between Wref is
needed to gain adequate tracking performance.

It is important to note that these control systems have been tested using simulations, and
are yet to be implemented in actual plants. At the time of writing, only a few OTEC plants
are operational worldwide and details on their control systems are scarce. Apak et al. briefly
describes the control system of Mini-OTEC, a test plant that was built at the end of the 1970’s
[2]. The control system was capable of tracking manually determined references corresponding
to the water flow rates. In Húsavík, Iceland, a geothermal power plant is built based on the
Kalina cycle. The control strategy of this plant is also used to track flow rates, in this case
of the hot brine [16].

2-1-4 Optimal Performance

As mentioned, the maximum attainable power output of an OTEC plant is limited by the
available temperature difference between the warm and cold ocean water. For a given tem-
perature difference, the output power of an OTEC plant can be controlled by regulating the
water flow rates. In literature, static models are used to investigate the performance of OTEC
plants [47], [43], [36], [44]. Based on such a model, Yeh, Su, and Yang demonstrate that there
exists an optimal cold water flow rate that maximizes the net power production of a 1MW
ORC-based plant [47].

M.A. Terlouw Master of Science Thesis



2-1 Kalina Cycle 9

Figure 2-3: Nonlinear separation controller [11]

Figure 2-4: Reference tracking using PI-controllers [29]
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10 System Description

As shown in Figure 2-5a, the power output of the turbine increases by increasing the cold
water flow rate, albeit at a decreasing rate. At the same time, the power consumption of
the cold water pump increases at an accelerating rate. As a result, the net generated power
assumes a parabolic shape, with an optimal net power output of roughly 250kW for a cold
water flow rate of approximately 3000 tons/hr.

Figure 2-5b shows that the optimal flow rate depends on the deep ocean water temperature.
A 1 ◦C increase in the cold water temperature results in a decrease in the net power output of
roughly 20%. Even more if the cold water flow rate would not be adjusted accordingly. Thus,
to operate an OTEC plant at maximum capacity, accurate measurements of the ocean water
temperature are needed. Figure 2-6 shows that the water temperatures vary considerably, even
within the timespan of an hour. The temperature fluctuations are measured in the vicinity
of a 210kW experimental OTEC plant [39]. The effect of the varying water temperatures on
the power output of this plant is also visualized in Figure 2-6.

(a) Power generation and consumption for
different flow rates of cold water

(b) Net Power production as a function of cold water
flow rates for different DOW temperatures

Figure 2-5: Dependence of Wn on flow rates and temperatures [47]

(a) Deep Ocean Water temperature fluctuations (b) Surface water temperature fluctuations

Figure 2-6: Water temperature and power output of a 210kW OTEC plant [40]

M.A. Terlouw Master of Science Thesis



2-2 OTEC-demo 11

2-2 OTEC-demo

In cooperation with the Delft University of Technology, Bluerise has developed an advanced
OTEC test-setup [14]. The so-called OTEC-demo is used to investigate the effect of different
water temperatures and flow rates, working fluid compositions, and since recently also dif-
ferent heat exchangers configurations [7], [24]. The working fluid composition expresses the
ratio between water and ammonia. During this study the working fluid in the OTEC-demo
consisted of 100% ammonia. Figure 2-7 shows the test-setup in its current state of develop-
ment. The red numbers indicate the most important components: Number 1,2 and 3 indicate
the pumps for warm water, cold water and working fluid. 4 shows the location of the turbine.
Numbers 5,6 and 7 indicate the evaporator, condenser and recuperator.

Figure 2-7: The OTEC demo test-setup, courtesy of Bluerise B.V.

2-2-1 Inputs

In the test setup, the flow rates of working fluid and water can be adjusted in either a closed-
loop or open-loop fashion. Using the closed-loop method, a mass flow rate is tracked using
PI-controllers. In the open-loop method, the pumps are operated at a fixed control input.
The control signals of the warm and cold water pump, indicated by u1 and u2 in Figure 2-2,
are expressed in percentages of the maximum pump frequency. The pumps can be operated
in a range between 20Hz and 50Hz, hence 1% in the control signal corresponds to 0.3Hz. Due
to the boundedness of the control signal, the operating range of the water pumps lies between
0.1 and 1.0 L/s.
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12 System Description

2-2-2 Performance

At the time of writing, the demo is not fitted with an actual turbine. Hence, there is no
electricity being generated during operation of the system. However, the functioning of a
turbine is simulated by means of an orifice. The hypothetical power generated over this
orifice, would it be replaced with a turbine, can be estimated [24]. The hypothetical turbine
power is given by:

WT urb = ηis ṁt cpTin

(
1− Pturb,out

Pturb,in

) γ−1
γ

(2-4)

Note that Equation 2-4 corresponds to mechanical power, and not to electrical power. The
quantities in Equation 2-4 can be measured directly, and do not require the real-time evalu-
ation of working fluid properties, as would have been the case when Equation 2-2 would be
used. The efficiency ηis is assumed to be equal to 1. Pturb,in and Pturb,out are the pressures
at the inlet and outlet of the turbine, and Tin is the inlet temperature. The working fluid
properties cp and γ are considered as constants, and are determined using a temperature of
25 ◦C.

The power consumption of the water pumps is calculated using Equation 2-3, assuming a
fixed efficiency of 0.4. Measurements showed that the output of one of the pressure sensors
in the warm water pipe suffered from significant amounts of noise. In Appendix A is shown
how a third order polynomial is fitted that directly relates the power consumption of the two
water pumps to their control signal u1 and u2. The power consumption of the water pumps is
now determined without requiring measurements of the pressure drop. As a result, Equation
2-3 is reduced to:

WP = f(un) (2-5)

Note that this only holds for the power consumption of the water pumps. The power con-
sumption of the working fluid pump can not be considered to be independent from the water
flow rates. Hence, the working fluid pump power consumption will still be evaluated using
Equation 2-3.

As stated in Equation 2-1, the net power can be calculated by subtracting the power con-
sumption of the pumps from the power generated in the turbine. The net mechanical power
in the OTEC-demo is obtained by subtracting Equation 2-5 and Equation 2-3 from Equation
2-4, resulting in the following function:

Wn = ηis ṁt cp Tin

(
1− Pturb,out

Pturb,in

) γ−1
γ

− mp g ∆Pwf

ηws
− f(u1)− f(u2) (2-6)

As a result, the performance of the OTEC-demo depends on the following measured states:

x = [ṁT , ṁP , Tin, Pturb,in, Pturb,out, Pwf,in, Pwf,out, u1, u2] (2-7)
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2-3 Discussion 13

Where the mass flows are expressed in kg/s, temperature in ◦K, pressures in Pa and control
signals in %. The subscripts 1 and 2 of the control signals correspond to the warm water
pump and the cold water pump, respectively.

2-2-3 Disturbances

In contrast to actual OTEC power plants, the OTEC-demo allows the water temperatures to
be controlled. Previous experiments by Bluerise students and employees have been performed
at Tc = 5◦C and Th = 27◦C. For comparability purposes, these temperatures are also used
during the experiments in this study.

2-3 Discussion

The energy stored in the ocean can be converted by means of a thermodynamic cycle. The
controlled variables of such a system are the flow rates of the warm and cold ocean water.
These flow rates can be varied by using variable speed pumps. The net output power is
considered an important measure of performance for OTEC systems. The net generated
power is calculated by subtracting the power consumption of the pumps from the power
generated by the turbine.

Examples from literature demonstrate that the net output power can be controlled by regulat-
ing water flow rates of the system. Using simulation studies, model-based controllers as well
as PI controllers are found to be suitable for tracking a reference power output. Literature
shows that there exists an optimal cold water flow for which the net power is optimized. The
optimal water flow rate and corresponding net power output depend on the deep ocean water
temperature. The ocean water temperatures are shown to vary in time. As a result, continu-
ous optimal plant operation would require accurate measurements of the water temperature,
and a mapping between the water flow rate, measured temperature and power output.

The discussed control systems have been developed using simulation studies, but are yet to
be implemented in actual OTEC plants. The OTEC-demo allows control over the flow rates
and temperatures, and is fitted with numerous sensors to evaluate the performance for all
these different inputs. Hence, the OTEC-demo is an excellent tool to develop more advanced
control systems than that are currently in use in OTEC.

Master of Science Thesis M.A. Terlouw



14 System Description

M.A. Terlouw Master of Science Thesis



Chapter 3

Extremum Seeking Control

The introduction emphasized that for OTEC power plants to become commercially attractive,
it is necessary to decrease the price of electricity they generate. An effective control system
can contribute to this goal by enabling the plant to always be operated at maximum capacity.
Chapter 2 demonstrated that there exists an optimal cold water flow, for which the net
output power of an OTEC power plant is optimized. Theoretically, the optimal water flow
rates can be determined using a model of the plant. However, the OTEC process is difficult to
model, especially when an advanced cycle such as the Kalina Cycle is used. Additionally, the
characteristics of the plant can also change over time, for example due to wear and tear of the
water pumps and fouling on the heat exchangers [1]. It was also found that the optimal water
flow rate depends on the cold water temperature, and that this temperature varies throughout
the day [47], [40]. Thus, continuous accurate measurements of the water temperatures would
be required to keep the plant operating optimally.

Comparable challenges are encountered in optimizing the energy capture of wind turbines
[6]. Here, the energy capture can be maximized by controlling the pitch and rotor speed [17].
As with OTEC, a power map between the two controlled inputs and the power output can
be made using models. The aerodynamic interactions between the wind and the blades of
the turbine are again difficult to model accurately, and often do not take into account time-
varying characteristics of the turbine [6]. And where the optimal operation of an OTEC plant
requires the water temperatures to be measured, this wind turbine control method requires
a measurement of the wind speed [23].

A solution that omits the need of a power map and measurements of the disturbances, is found
in a control strategy called Extremum Seeking Control (ESC). Recently, ESC has succesfully
been applied in the optimization of electricity production in variable speed wind turbines and
wind farms, by automatically finding the optimal set of inputs [34], [8], [45], [10], [6].
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16 Extremum Seeking Control

Labar, Garone, and Kinnaert provide the following definition of extremum seeking:

’Non model-based extremum seeking is a well known control strategy to steer a
system to optimize the steady state cost, without requiring the knowledge of the
cost function or the system dynamics.’ [25]

In OTEC, the cost function is the power map between the water flow rates and the net gener-
ated power. And indeed, due to the obstacles encountered in modelling and the cumbersome
activity of manually determining the power map on the plant itself, the cost function and
plant dynamics can be considered unknown. What is important however, is that the value of
the cost function can be measured for different inputs. That this is indeed the case for the
OTEC-demo is discussed in section 2-2-2, where the net output power of the OTEC-demo is
expressed in measurable quantities. Additionaly, for ESC to function properly, it is important
that the cost function is concave [32]. This is demonstrated in section 2-1-3, by showing the
parabolic relation between the cold water flow rate and the output power of an OTEC plant.
For the analysis in this chapter, it is assumed that such an optimum also exists for the warm
water flow rate. The existence of an optimal warm water flow will also be demonstrated
experimentally in chapter 4.

The next section provides an overview of possible applications of ESC found in literature.
The second section explains the mathematics behind the basic ESC scheme. As a proof of
concept, ESC is used to find the set of inputs that optimize the output of a paraboloid. In
the last section is discusses how ESC can be implemented in LabVIEW.

3-1 Literature Review

ESC-algorithms are divided into two different categories [32]:

• So called probe & observe methods, that add a perturbation signal to the controlled
inputs [21].

• Methods that do not require an external probing signal, such as sliding mode ESC, and
relay-ESC [32].

The most commonly used algorithms belong to the first category. While the first publications
regarding ESC date from the 1920’s, the method only recently gained in popularity as a result
of a proof of stability by Krstić [21], [26]. To this day, this remains one of the leading works in
the field of ESC. While Krstić focuses on sinusoidal perturbation signals, several other signals
can be used, such as square and triangular waves, or even Gaussian distributed stochastic
signals [37], [28].

Since ESC is aimed at optimization, the control strategy is suitable for Maximum Power Point
Tracking (MPPT) in (renewable) energy conversion systems. So has ESC been used to opti-
mize the power output of solar panels by finding the optimal settings for the power converter
[46] [27]. Recently, ESC has succesfully been applied in the optimization of electricity produc-
tion in variable speed wind turbines and wind farms [34], [8], [45], [10]. Here, the controller
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3-2 The Basic perturbation based ESC-scheme 17

is responsible for determining the optimal control torque and pitch angle. ESC has also been
succesfully been applied to energy conversion systems more closely related to OTEC, such as
vapor compression cycles [20], [12] and the control of Organic Rankine Cycles Organic Rank-
ine Cycle (ORC) [15]. In vapour compression cycles, ESC is used to autonomously discover
the optimal inputs that minimize the power consumption, while in the case of ORC control
ESC is used to maximize power production.

3-2 The Basic perturbation based ESC-scheme

This section covers the theory behind extremum seeking. The basic algorithm, such as the
one covered by Krstić is adapted to OTEC. In short, the goal of ESC is to find a parameter
u ∈ R, such that the performance index f(u, t) reaches an optimal value, or

u∗ = argmax
u

f(u, t)

Here, u is the control input, and f(·) : Rn × R1 → R1 is assumed to have a unique global
maximum.

Figure 3-1: Control-oriented schematic of the OTEC process

When applied to the schematic OTEC process, shown in Figure 3-1, ESC is responsible for
finding the optimal inputs u∗

n, such that the output power is maximized, or Wmax = Wn(u∗
n).

The classic multivariable ESC scheme, adapted to OTEC, is shown in Figure 3-2. In this
scheme the nonlinear plant is given by:

ẋ = f(x, u, t) (3-1)
Wn = h(x, u) (3-2)

Where the cost function Wn is equal to the net power output, u is equal to the input signals,
and x is a vector that consists of all the relevant internal states of the plant.
The input of the plant is perturbed by a sinusoidal excitation signal a sin(ωt), also called
dither. The perturbed input is given by u = û+ a sin(ωt), with corresponding output Wn =
f(û + a sin(ωt)). This expression can be approximated with a Taylor expansion around the
estimated gradient û, resulting in:

Wn ≈ f(û) + df(u)
du
|u=û a sin(ωt) + ...
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18 Extremum Seeking Control

Figure 3-2: Multi variable ESC in OTEC

The output is fed through the high-pass filter. The purpose of this filter is to eliminate the
DC-component of the map f(u∗) Assuming a properly chosen cut-off frequency, the filtered
output is equal to:

yhp = df(u)
du
|u=û a sin(ωt)

The high-pass filter and the multiplication with the demodulation both serve the purpose of
removing the DC-component. Multiplying yhp with the demodulation signal, and using the
trigonometric identity sin2(ωt) = 1− cos(2ωt), results in:

yhp ∗M(t) = df(u)
du
|u=û (1− 2 cos(2ωt))

For an appropiate cut-off frequency, the low-pass filter removes the cos(2ωt) component from
the signal, resulting in a signal proportional to the gradient. The loop is closed with the
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3-3 Proof of Concept 19

scaled integrator, which serves the purpose of driving the gradient to zero. The speed at
which this takes is place is influenced by the adaptation gain k. The MA block is a moving
average filter, which is used to deal with measurement noise.

The performance of the basic ESC-algorithm depicted in Figure 3-2 depends on the tuning
of five parameters, namely the adaptation gain k, the amplitude a and frequency ω of the
dither, and the cut-off frequencies of the low-pass and high-pass filters. Guidelines for tuning
of the controller parameters can be found in literature [3]. The guidelines are summarized as
follows:

• The dither frequency ω should be slower than the open-loop dynamics of the plant [15].
ω should not be chosen equal to any frequency component present in the measurement
noise n. In the case of multivariable ESC, the dither frequencies belonging to different
actuators should be distinct [42]. Increasing ω allows the adaptation gain k to be
increased proportionally.

• The dither amplitude a is to be chosen small enough that the oscillations in the steady-
state output are of acceptable amplitude. The smaller a, the smaller the offset to the
optimum is. However, decreasing a will also reduce the quality of the estimated gradient,
and hereby reducing the signal-to-noise ratio of the measured cost function [31].

• Increasing the adaptation gain k will increase the speed of adaptation [22]. Increasing
k also increases the influence of noise present in the output of the low-pass filter, which
introduces an upper limit to the value of k.

• Typically, the cut-off frequencies can be chosen equal to the dither frequency [20].

3-3 Proof of Concept

For demonstration purposes, ESC is used to find the inputs that maximize the output of the
following paraboloid:

y = −0.02(u1 − 35)2 − 0.07(u2 − 45)2 + 250 (3-3)

3-3-1 Single Parameter ESC

The cost function y reaches a maximum value of 250 for u1 = 35 and u2 = 45. To test the
algorithm for a single parameter, u2 is fixed at 45. The cut-off frequencies off the filters are
set equal to the dither frequency ω. Figure 3-3a shows the control signal and corresponding
value of the cost function y. The figure shows that the trajectory converges in roughly 400s.
The speed of adaptation is found to be very sensitive to the adaptation gain k. In Figure 3-4a
is shown that merely changing k from 0.0029 to 0.0025 and 0.0034 increases the convergence
time to more than 25000s.
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(a) ESC for fixed u2, a = 1, ω = 0.01, k = 0.0029
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(b) ESC for fixed u2, a = 1, ω = 0.1, k = 0.029

Figure 3-3: Influence of dither frequency on the speed of convergence
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(a) Single Parameter ESC for fixed u2, a = 1,
ω = 0.01
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(b) Single Parameter ESC for fixed u2, a = 1,
ω = 0.1, k = 0.037

Figure 3-4: Influence of dither frequency on the speed of convergence

The speed of of convergence also depends on the dither frequency ω. Increasing w allows the
adaptation gain k to be increased proportionally. Increasing ω to 0.1 and k to 0.029 results
in the response shown in Figure 3-3b. Increasing w and k by a factor ten has reduced the
time until convergence to roughly 50s.

The single parameter algorithm has also been used to find the optimal value of u2 when u1
is fixed at 35. The response is shown in Figure 3-4b. For k = 0.037 the controller converges
to the optimum in approximately 100s.

3-3-2 Multivariable ESC

ESC can also be applied to optimize u1 and u2 simultaneously. Figure 3-5 shows how both
inputs converge to their optimal values in approximately 500s. The adaptation gains needed
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3-4 LabVIEW Implementation 21

to be tuned again to obtain the desired response. Note how both dither signals have distinct
frequencies. The trajectories of u1 and u2 can also be visualized in a contour plot, as shown in
Figure 3-6. Here, the contour is described by the paraboloid from Equation 3-3. The red line
indicates the trajectories of both inputs. Starting from point (0,0) the input signals converge
to a region around the optimum (35,45).
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Figure 3-5: Multivariable ESC with a1,2 = 1, ω1 = 0.093, ω2 = 0.011, k1 = 0.0028, k2 = 0.0074

3-4 LabVIEW Implementation

The OTEC-demo is equipped with an advanced operating system based on LabVIEW. The
operating system interacts with National Instruments CompactRIO (cRIO) controller with
additional I/O modules [14]. The ESC-algorithm is added as an additional Virtual Instrument
(VI). The control system is designed so that the different tuning parameters can be changed
easily. The filters can be switched on and off individually, and the operator can switch
quickly between the different actuators, making the system suitable for single variable, as
well as multivariable ESC. Appendix A shows how a useful measurement of the cost function
is obtained in the OTEC-demo.
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Figure 3-6: Trajectories of multivariable ESC

3-5 Discussion

In the first two chapters was emphasized how the net output power of an OTEC plant can
be optimized by finding an optimal water flow rate. The exact mapping between the flow
rates and the power output is difficult to obtain, due to the complex thermodynamic cycle
used in OTEC. A comparable challenge is faced when maximizing the power output of wind
turbines. In this field, ESC was found to be a promising solution. Due to the concave relation
between the cold water flow rate and the power output in OTEC, ESC is also expected to be
applicable in this field.

As a proof of concept, a multivariable ESC-algorithm is used to determine the set of inputs
that maximize the output of a paraboloid function. By fixing one of the input signals,
single parameter ESC is tested. By using two ESC loops, both inputs can be optimized
simultaneously. Based on the simulation study can be concluded that the ESC-algorithm is
successful in finding the optimal inputs. The controller is found to be very sensitive to the
values of the adaptation gain and dither frequency.

By step-by-step increasing the water flow rates in the OTEC-demo, the optimal inputs and
corresponding outputs can be evaluated. The ESC-algorithm can be considered effective
when it is able to automatically find the same optimal inputs. Extremum seeking controllers
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consist of simple building blocks, such as low-pass filters, high-pass filters, and an integrator.
As a result, the controllers can easily be implemented in the LabVIEW control system of the
OTEC-demo, or in the control system of a full-scale plant.

Measurement noise and dynamics of the system were not taken into account in the proof of
concept. As a result, the adaptation gain and dither frequency can be increased indefinitely.
The speed of adaptation in the OTEC-demo will be limited by the signal-to-noise ratio of the
measured cost function. How the signal-to-noise ratio of is improved, is discussed in Appendix
A.
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Chapter 4

Results

This chapter provides an overview of the experimental results. In section 2-1-3 is shown how
the power output of an OTEC power plant is optimized for a specific flow rate of cold water.
During the first experiment is investigated whether such an optimum also exists for the warm
water flow rate in the OTEC-demo. In the second experiment, a power map between the two
flow rates and the output power is constructed. Using the power map, optimal control signals
and corresponding power outputs are estimated. Then, single parameter and multivariable
ESC are tested. The algorithm is validated by comparing the steady-state values from the
ESC experiments with the estimated optimal values.

To recap, the two control signals, u1 and u2, control the pumping speed of the warm water
pump and cold water pump, respectively. The performance of the OTEC-demo, expressed by
the net mechanical power output Wn, is calculated using Equation 2-6. The trajectory of this
cost function depends, among other things, on the temperature of the hot and cold water, or
Th and Tc. These temperatures are controlled in the OTEC-demo, and set to 27 ◦C and 5 ◦

C. The power ’generated’ in the orifice is calculated using Equation 2-4.

4-1 Step-Response

The control signal of u1 is increased in increments of 5%. By increasing the flow rate of warm
water, more energy is transferred to the working fluid. In turn, this will lead to an increase in
the amount of vapour passing through the orifice, and thus an increase in power output. On
the other hand, increasing the warm water flow rate also increases the power consumption
of the corresponding water pump. This first experiment serves two purposes; second-order
models can be fitted to the step-response, these are then used to approximate the bandwidth
of the system and finally to determine a suitable dither frequency ω. By increasing the mass
flow rate step-by-step, the optimal value of the control signal and corresponding net power
generation can be estimated manually. This data can then be used to verify whether the
ESC-algorithm is indeed converging to the global optimum.
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4-1-1 Step-Response u1

As a first experiment, the control signal u2 is kept constant at 10%, while the control signal
u1 is increased in steps of 5%, until an input of 50% is reached. A step is observed until
Wn has appeared to reach a steady-state, based on inspection of the real-time data feed.
Judging by the results shown in Figure 4-1, it is clear that Wn reaches a maximum value
of roughly 180W around the 550s mark, for a control signal u1 between 20% and 25%. The
turbine power keeps increasing over the entire range of the input, albeit it at a decreasing
rate. This first experiment demonstrates that there indeed exists a unique warm water flow
rate and corresponding control signal u1 that maximizes Wn of the OTEC-demo. In the next
experiment, u2 is also varied, in order to investigate whether such an optimum also exists for
different combinations of inputs and to construct a three dimensional power map.
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Figure 4-1: Response to step-wise increments on u1 for fixed u2

4-1-2 Step-Response u1 and u2

Both the control signals u1 and u2 are now varied in steps of 5%. Figure 4-2 shows how
the performance of the plant varies due to these step-inputs. Using the steady-state values, a
power map between u1, u2 andWn is obtained. The power map in Figure 4-4 shows that there
exists a specific combination of u1 and u2 that optimizes Wn. By analysing cross sections
of the power map, Wn can be evaluated for a single input. The cross sections are shown in
Figure 4-3. In Figure 4-3a, the power curve Wn is obtained for a fixed value u2 = 10%. In
this situation, the maximum output Wn ≈ 156W is obtained for a control signal of u1 ≈ 20%.
In Figure 4-3b the maximum output at u1 = 20% is approximately 164W, for a control signal
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u2 ≈ 15%. These cross sections are used to test single parameter ESC, as discussed in the
next section.
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Figure 4-2: Response to steps on both u1 and u2
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4-2 Single Parameter ESC

4-2-1 ESC for u1

In this experiment, single parameter ESC will be used to automatically find the optimal
values that were estimated using the cross sections of the power map. Figure 4-3a showed
that Wn reaches an optimum of approximately 156W, for a control signal u1 of roughly 20%,
when u2 is kept constant at 10%. In section 3-2 is mentioned that is important to select the
dither frequency ω within the bandwidth of the plant. Based on the step-responses from the
previous experiment, ω is set to 0.01Hz. Figure 4-3a shows that Wn varies only slightly for
u1 between 15% and 25%. Hence, a small dither amplitude of 1% is selected. Different values
of the adaptation gain k are investigated, varying between 0.01 and 0.03. The responses of
this single parameter experiment are shown in Figure 4-5.

It was found that adaptation gains of k > 0.03 resulted in significant overshoot, while values of
k < 0.01 resulted in a slow response. For k = 0.015, 0.02, and 0.03 the response converges to
an optimum close to the expected values, with no significant changes in speed of adaptation.
The sensitivity to the adaptation gain confirms the findings from the simulation study. Figure
4-6 shows how the response can be improved further by reducing the dither amplitude to
0.5%. Compared to the situation with a = 1%, the response with a = 0.5% displays a
reduced undershoot. As expected, the perturbations are also less visible in Wn when the
smaller dither amplitude is used.
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Figure 4-5: ESC applied to u1 with different adaptation gains
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Figure 4-6: ESC for u1, ω = 0.01, k = 0.02

4-2-2 ESC for u2

Here, ESC is used to optimize u2, for a fixed value of u1. Observing the cross section in
Figure 4-3b, it is expected that an optimal power output of 164W is reached for an input
of approximately 15%. The results are shown in Figure 4-7. Contrary to the results from
section 4-2-1, the control signal does not seem to converge to the expected value. However,
Wnet does actually converge to the estimated optimum. This can be caused by the ’flatness’
of the curve around the optimal inputs, indicated by the power map in Figure 4-4. Due to
the shape of the curve, a wide range of inputs results in roughly the same power output. The
response also shows a significant overshoot in the control signal, compared to the estimated
optimum. This can be caused by a high adaptation gain, as was shown in Figure 4-5. It is
recommended to repeat this experiment with a lower adaptation gain.
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Figure 4-7: ESC for u1, a = 1, ω = 0.01, k = 0.01
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4-3 Multivariable ESC

Multivariable ESC is used to optimize u1 and u2 simultaneously. As discussed in Section 3,
it is important that the two dithers have distinct frequencies. The time responses of this
experiment are shown in Figure 4-8. It is clear how u1 and u2 converge to distinct values.
The value ofWn appears to approach that of the global optimum visualized in the power map
in Figure 4-4. The trajectories are also visualized in Figure 4-9.
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Figure 4-8: Multivariable ESC, a1 = 0.4, a2 = 0.5, ω1 = 0.011, ω2 = 0.0083 k1 = 0.025,
k2 = 0.015

4-4 Discussion

A measurement of the cost function is obtained that has a sufficiently high signal to noise
ratio to observe the trajectory around the optimum. The optimal inputs and corresponding
performance are estimated by step-by-step increasing both control signals. By observing cross
sections of the power map, the optimal inputs are estimated for fixed values of one the control
signals. This information is used to verify the effectiveness of single parameter ESC. In the
case of u1, ESC is able to find the estsimated optimal value in roughly 250 seconds. The
experiment for u2 should be repeated for different tuning parameters. Multivariable ESC
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Figure 4-9: Trajectory of multivariable ESC

has been shown to be successful in optimizing both control signals simultaneously. It is also
possible to reach the global optimum by optimizing the control signals individually, as can
be seen by comparing the power output between the single parameter ESC and multivariable
ESC.

Master of Science Thesis M.A. Terlouw



34 Results

M.A. Terlouw Master of Science Thesis



Chapter 5

Conclusion & Recommendations

5-1 Conclusion

For OTEC to become commercially attractive, it is imperative to reduce the cost of electricity.
The development of an effective control system can aid in this endeavor by making sure that
the plant is operated at maximum capacity. The power generated in the turbine depends on
the flow rates of warm and cold water, which can be controlled by varying the pump speed.
However, the power consumption of the pumps will increase drastically when the flow rates
are increased, resulting in a decreased net power output. Literature shows that the net power
output of an OTEC power plant can be optimized by finding an optimal cold water flow rate.

Theoretically, the plant would operate at maximum capacity when an optimal cold water
flow rate is used. However, due to modelling assumptions, this method can lead to subopti-
mal performance of the plant. Besides, performance of the plant varies over time as a result
wear and tear, leakage of working fluid, and fluctuating ocean water temperatures. Compa-
rable obstacles are encountered in maximizing the electricity production in wind turbines. A
promising solution in this field is ESC.

For ESC to function properly, the mapping between the water flows and the net generated
power should be concave. In literature, this is already shown to be the case for a model
of a large scale plant. It has been demonstrated experimentally that such an optimum also
exists for the OTEC-demo. The experiments have demonstrated that a similar optimum also
exists for the warm water flow rate. By evaluating different combinations of the two control
signals, a power map between the two control signals and the performance of the plant is
constructed. By analysing cross sections of the power map, optimal values are estimated that
are subsequently used to test the effectiveness of single parameter ESC.

First, single parameter ESC is tested by regulating the control signal u1 of the warm water
pump while the cold water flow is kept constant. It is shown that the system converges to the
proximity of the optimal values that were estimated manually. The closed-loop performance
is very sensitive to the adaptation gain, confirming the findings from the simulation. The
controller was less successful in optimizing u2. A downward trend could be observed in the
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control signal. However, the output power converged to the expected value. The sensitivity
to the adaptation gain k could be the culprit. It is recommended that this experiment is also
repeated with different adaptation gains and dither frequencies.

To conclude, ESC is shown to be effective in automatically finding the set of inputs that
optimize the power output of the OTEC-demo. On a more critical note, the tuning of the
controller parameters was a very time-consuming task. So time-consuming that there is
no direct time gain by using ESC, versus finding the optimal inputs manually. After each
experiment the temperatures of the water reservoirs had to be warmed or cooled to their
initial temperatures. This will of course not be the case in an actual plant. Besides, during
the experiments the control signals started from an initial value equal to zero. It is expected
that the speed of adaptation can be increased by setting the initial control signals closer to
the expected optima. These can be obtained using models of the plant, or from operational
data.

5-2 Recommendations

This study has focused on the implementation of the basic ESC-algorithm to both the water
pumps. The current LabVIEW implementation is also ready to be used to optimize the
working fluid flow rate. This is not done during this study, because of the intricate interaction
between the working fluid pump frequency and the working fluid flow rate, as explained in
Appendix A.

When the OTEC-demo is fitted with a turbine, it would be interesting to optimize for electrical
power, instead of the mechanical power output. Speculating on future improvements of the
OTEC-demo, the ammonia concentration could also be used as a control input.

It would be interesting to investigate how the algorithm performs when subjected to fluctua-
tions in the water temperature, as will be the case in actual power plants.

Since ESC uses standard elements like low-pass filters and high-pass filters, the algorithm
can easily be extended to a plant of industrial scale. Also on a larger plant, the tuning
parameters can be selected based on step-response data. In a larger plant, the cost function
can be measured by directly measuring the electric power generated in the turbine, and the
electric power consumed by the pumps.

ESC could also be of worth to other Bluerise projects. For example, the yield of the Ocean
Thermal Water Production (OTWP) plant can be optimized by using ESC to regulate the
air flows and water flows.
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Appendix A

Details on the implementation

A-1 Measuring the cost function

The net mechanical power generated in the OTEC-demo is given by Equation 2-6. Here, Wn

depends on the measurements given by 2-7. This signal should have a sufficiently high signal-
to-noise ratio, such that small changes in the control signal can be observed in the output.
That this is not the case for the unprocessed signal, is shown in Figure A-1a. Figure A-1b
shows how the signal improves when a moving average filter is used to filter the measurements.
As expected, the filter is capable of removing the majority of the noise. However, the quality
of the signal is still too low to investigate the behaviour around the optimum.
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(a) Unprocessed cost function
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(b) MA-filtered output (20 samples)

Figure A-1: Results of implementing a moving average filter on the cost function

Besides filtering the output, the signal quality can also be improved by addressing the source
of the noise. The mechanical power of the water pumps depends on the water flow rate and
the pressure at the inlet and outlet of the pump. The power consumption of the water pumps
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is shown in Figure A-4a. The signal belonging to the warm water pump is noisy compared to
the signal of the cold water pump. According to Equation 2-3, the power consumption of the
water pumps depends on the pressure difference between the inlet and outlet. The pressures
at the inlets and the outlets of the pumps are inspected individually, as shown in Figure A-4b.
It becomes clear that the signal originating from sensor PI-22, measuring the inlet pressure
of the warm water pump, is the culprit.
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Figure A-2: adfadf

The so-called pump affinity laws state that the power consumption of the pumps is propor-
tional to the third power of the mass flow rate, and the mass flow rate is proportional to
the velocity of the pump [5]. Due to the linear input-output relation of variable frequency
drives, there exists a linear relationship between the control signal and the pump velocity.
The control signal of the water pumps varies between 0 and 100 %, corresponding to a ve-
locity between 20 and 50Hz. To prevent the noisy measurements of the power consumption
from interfering with the evaluation of the performance index, a function is determined that
directly relates the control signal of the water pumps to their power consumption. Figure A-5
clearly illustrates how the power consumption of the water pump is proportional to the third
power of the control signal. Figure A-4a and Figure A-4b demonstrate how the estimated
power consumption compares to the measured power consumption. The improvement is es-
pecially clear in Figure A-4a. Relating the mechanical power consumption directly to the
control signal was required to deal with the noise levels in the pressure sensor.

M.A. Terlouw Master of Science Thesis



A-1 Measuring the cost function 39

0 10 20 30 40 50 60 70

Control Signal [%]

0

100

200

300

400

500

600

P
o
w

e
r 

C
o
n
s
u
m

p
ti
o
n
 [
W

]

Warm Water Pump

Cold Water Pump

Figure A-3: Power consumptions of water pumps for different water flows
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(a) P2 estimated power consumption
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(b) P3 estimated power consumption
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A-2 Process noise

Besides dealing with measurement noise, there is also a source of noise in the process itself. As
shown in Figure A-5 , the working fluid flow rate at the exit of the pump displays an oscillatory
character, caused by the reciprocating action of the diaphragm pump. The oscillations can
be reduced by properly adjusting the damper. Initally, the valve is fully opened. The valve is
then gruadually closed, while observing the real-time data feed. It is clear how this improves
the flow rate around the 700s and 1000s mark. The amplitude of the oscillations is drastically
reduced, but the periodic behavior is still clearly visible. The damper appears to be working
better for increased flow rates, judging by the improvements following the increased control
signal around the 1600s mark. Due to the fact that the amount of oscillations in the working
fluid is so dependent on the working fluid pump speed, the working fluid pump speed is kept
constant during this study, and thus not used as input for the ESC experiments.
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Figure A-5: Effects of valve-opening and control signal
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A-3 Performance Improvement

To summarize, three improvements are made to the measurement of the cost function. The
signal is filtered by using a moving average filter, the power consumption is now estimated
by using a polynomial function of the control signal, and the oscillations in the turbine power
can be reduced by properly tuning the damper and adjusting the working fluid pump speed
accordingly. The results of these improvements are shown in Figure A-6. The influence of
the control signal is now clearly visible in the output.
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(b) Processed cost function

Figure A-6: Results of addressing the noise sources
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List of Acronyms

OTEC Ocean Thermal Energy Conversion

SIDS Small Island Development States

TU Delft Delft University of Technology

ORC Organic Rankine Cycle

LCOE Levelized Cost of electricity

ESC Extremum Seeking Control

MPPT Maximum Power Point Tracking

VI Virtual Instrument

OTWP Ocean Thermal Water Production
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