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General Introduction
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1.1 Immunity: Why do bacteria need it?

As has become very apparent in the world recently, immunity against viruses is
important to survival. Just like humans many bacteria face the chance of infection
by viruses known as bacteriophages (from here on phages). In this introductory
chapter we will briefly review the ever-evolving bacterial immune system
repertoire, zooming in on CRISPR and in particular the type I-E system central
to the research covered here. Additionally, we will introduce the molecular
genetics and microscopy techniques that have been used to study CRISPR
defense in both populations and single cells thus far, and are further built upon
in this thesis.

The basis of animmune system relies on the ability of the host cell to discriminate
‘host’ from ‘non-host’ or foreign invaders. The ability to do so then allows specific
targeting of the threat and its clearance from the cell. This distinction may be
particularly challenging for bacteria as, unlike in eukaryotic cells where DNA is
located in the nucleus ', initially there is often no separation between the injected
phage DNA and the bacterial chromosome. In addition, phages have been
estimated to outnumber their bacterial hosts by 10-fold, contributing to at least
20 % of the daily bacterial mortality 2. As a result of this constant peril, bacteria
have evolved many sophisticated mechanisms to provide immunity 34
Unsurprisingly, in response phages have developed a plethora of ways to ensure
successful replication 58, describing what we refer to as a never ending co-
evolutionary arms-race. Such evolution is driven by the rapid adaptation of
phages to selective pressures, such as host defense barriers, and has resulted
in bacteria equipped to survive a wide range of threats and competitive
environments 47.

Much like the human immune system bacteria can initiate both innate and
adaptive immune responses against invaders. Innate immunity is non-specific,
resulting in an immediate but generic response to an incoming threat. A wide
arsenal of innate mechanisms can be put in play to target all phases of the viral
lifecycle including: preventing phage adsorption to the cells through loss or
modification of surface receptors or production of an extracellular matrix &°;
prevention of DNA entry via superinfection exclusion (Sie) systems 12
restraining replication through bacteriophage exclusion BREX '3; destruction of
the phage genome through restriction-modification (R-M) systems '4; and
premature or programmed cell death to limit phage propagation via toxin-
antitoxin (TA) systems and abortive infection (Abi) systems respectively 57,
While innate immunity provides a strong first line of defense, it can lack the
specificity and adaptability to combat certain invaders. Previously, it was thought
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that adaptive immunity existed only in eukaryotes, however in recent years

adaptive immunity has also been found in prokaryotes (bacteria and archaea)
4,18

1.2 A more specific example: CRISPR-Cas

The first known example of an adaptive immune system in prokaryotes is
CRISPR-Cas, a system which has become well known for its potential in genome
editing 192, The system was first discovered as a number of interspaced
genomic repeat sequences during sequencing of the iap gene in Escherichia coli
21, In 2002 these repeat regions interspaced with short sequences were aptly
named CRISPR (Clustered Regularly Interspaced Short Palindromic Repeats)
arrays and identified to reside nearby a cas (CRISPR associated) gene locus.
However, it was not until in 2005 that the sequences interspacing the repeats
were linked to viral genomes 2224, and a role in cell immunity was proposed.
Following this, the first experimental evidence of adaptive immunity was
published in 2007 25, resulting in a new, exciting and quickly advancing field of
research to uncover the mechanistic nature bacterial adaptive immunity.

The CRISPR-Cas system is unique in its capacity to provide both specific and
adaptive immunity to the bacterial cell. In short CRISPR defense can be defined
in three phases (Fig. 1.1). The first stage, adaptation, involves the acquisition of
a short sequence (termed spacer) from the invader and its storage in the
CRISPR array for future defense 2325, The second stage involves expression of
the cas genes, and processing of the array transcript into short guide sequences
known as CRISPR RNAs (crRNAs) 6. These crRNAs associate with the Cas
proteins forming surveillance complexes that in the third stage, known as
interference, are able to scan the cell, locate the invader and facilitate their
degradation 27-2°,

Since its initial discovery in depth computational work has revealed a huge
diversity of CRISPR-Cas variants, that have now been divided into two distinct
classes, six types and several subtypes * (Fig. 1.2a). While Class 1 systems
are characterized by the formation of a large multi-subunit effector complexes, in
contrast, Class 2 systems require a only a single crRNA-surveillance subunit with
multiple domains *'. The types are then further divided based on the presence
of certain signature Cas proteins, such as the Cas3 nuclease, which is conserved
in all Type | systems %233 (Fig. 1.2a). Finally, sub-types are determined based on
the composition of the effector complexes and operon organization 3'. In this
thesis we focus on the DNA targeting type I-E CRISPR-Cas system (Fig. 1.2b),
which is the most commonly found system in bacteria 3 and is often found in
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Enterobacteriaceae *° making it a convenient model organism for investigating
CRISPR-Cas immunity 3.

Step 1:
Adaptation

Spacer insertion
Spacer capture
by Casi1-2
Spacer Repeat

cas genes CRISPR array
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Figure 1.1: CRISPR-Cas adaptive immunity consists of three main steps. Step 1 Adaptation;
Upon infection a small fragment if the invaders DNA is captured and inserted into the CRISPR
array by the Cas1-2 complex. Step 2 Expression; Expression of the cas genes and transcription
and processing of the CRISPR arrays into crRNAs enables assembly of effector complexes
which in Step 3 Interference; find and degrade the invading DNA.
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Figure 1.2: Classification of Class 1 and Class 2 CRISPR-Cas systems. a, CRISPR-Cas
systems can be divided into two classes based on the presence of a multi-subunit effector
complex (Class 1) or a single effector protein (Class 2). Further division into types is then based
on the presence of signature genes. b, The type I-E CRISPR-Cas system consists of two
CRISPR arrays and cas gene cluster encoding the Cascade effector complex (light green), the
Cas3 nuclease-helicase (dark green) and the Cas1-2 adaptation module (light blue).

1.3 The type I-E system

In recent years, thorough investigations into the type I-E CRISPR-Cas system
have made important progress in identifying the sequence of steps of defense
26,27.3637 the kinetics of molecular interactions 383°, and their structural basis 4%~
4 In E. coli K12 the CRISPR system consists of two CRISPR arrays
supplemented by a cas gene cluster which encodes proteins for the 11 subunit
Cascade effector complex, the Cas1-2 adaptation complex and the Cas3
nuclease-helicase fusion protein 4546 (Fig. 1.2b). Native expression levels of the
cas genes in this system are too low to provide defense against invading mobile
genetic elements 4748, consequently, in vivo studies have had to manipulate or
engineer strains to allow further investigation and the wealth of knowledge that
is now available 26:37:4548-52,
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1.4 CRISPR interference

While acquisition of a specific spacer is first required before a specific CRISPR
response against an invader can be carried out (details below), once the spacer
has been stored in the CRISPR array the cell is able to mount an immediate
response, termed direct interference, upon re-infection. During direct
interference one of the main challenges faced by the I-E CRISPR system is the
requirement to quickly locate the target amid all DNA in the cell within a limited
time window. Interference is a tug-of-war between invader replication rates and
CRISPR target search and degradation rates 5354, If the Cascade complexes
locate the target too slowly, the invader will have the chance to replicate to a
level that either exceeds the degradation rates (e.g. plasmid establishment at
100 copies) % or in the case of a phage induce cell death by lysis facilitating the
release of progeny into the population +%. Fast, low-fidelity target location could
however result in accidental targeting of complementary sequences in the cells
own genome. Fortunately, Cascade is able to differentiate between self and non-
self through a small 3 nt sequence 5-CTT termed the PAM (Protospacer
Adjacent Motif). This sequence is present only on the invader, adjacent to the
target, and not in the CRISPR array 5.

In addition, a number of studies have shown that Cascades uses the PAM to
scan the cellular DNA faster, checking crRNA complementarity with the DNA
only when a PAM is recognized 4546064 (Fig. 1.3a,b). This unwinding
subsequently allows for examination of the PAM adjacent DNA, known as the
seed region %, for complementarity to the crRNA guide (Fig. 1.3a,c). The base
pairing between a complementary crRNA and target sequence displaces the
non-target strand of DNA and ultimately results in the formation of an R-loop 42,
expanding from the PAM proximal (or seed) region to the PAM distal region
84(Fig. 1.3c). The directional formation of the R-loop allows Cascade to proofread
the target sequence and often rapidly dissociate when a mismatch or off-target
is present %867 (Fig. 1.3d). Full formation of the R-loop is considered to result in
a conformational change in Cascade to a “locked” state and subsequently the
recruitment of Cas3 helicase-nuclease to the target site (Fig. 1.3c) %4285, Once
at the target site Cas3 proceeds to unwind the DNA and cleave the resulting

ssDNA, ultimately degrading the invader and thus clearing it from the cell 2768~
70

Though Cascade complexes in E. coli have been observed to have a wide-
ranging specificity for PAMs 41495 plasmids and phages with mutations in the
PAM and seed region were able to escape CRISPR interference %95, Though it
has been shown that the invader can often still be degraded despite mutations
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in the PAM, seed or target sequence *%%, the reduced binding affinity of the
Cascade complex 7' and in some cases reduced Cas3 degradation rates 3852
leads to a reduced target degradation rate, that will often not be able to overcome

the invader replication rate to eliminate all invader copies from the cell in time 1
51,53

a b
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\
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PEL L0 e
5’ AGG CTGACGAC CGGGTCTCCGCAAGTGGCACTTTT 3’

PAM scanning
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[
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\\
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o @
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Figure 1.3: Directional formation of the R-loop by Cascade. a, Schematic of the sequence
elements required for full R-loop formation. The PAM (red) is adjacent to the protospacer
(highlighted in blue and purple) on the target. The first 8 nt of the protospacer is known as the
seed sequence (blue). b, The Cascade complex uses the PAM to scan the target DNA efficiently,
initiating unwinding upon PAM recognition. ¢, The R-loop is formed directionally from the PAM
proximal to PAM distal region. The partial R-loop is in an unlocked state and allowing
proofreading of the target sequence (left). Upon full R-loop formation Cascade undergoes a
conformational change to a locked state (right). d, If a mismatch or off-target is detected during
R-loop formation Cascade can rapidly dissociate.

1.5 CRISPR adaptation

The acquisition of a new spacer in the type I-E system can happen via two
pathways, naive adaptation or primed adaptation 7>74. Naive adaptation occurs
from a previously unencountered invader and requires only the well conserved
Cas1 and Cas2 proteins which form the adaptation complex . Primed
adaptation can occur for example when an escape target (i.e. PAM or seed
mutation) is partially recognised by a pre-existing spacer promoting the
acquisition of new spacers %. It has been shown that primed adaptation occurs
1000 times more frequently than naive acquisition, suggesting this is the main
pathway of acquiring new spacers in the type I-E system 7°. Regardless of which
pathway is taken adaptation is comprised of a series of subsequent steps
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including pre-spacer generation, selection for a consensus PAM and further
processing by Cas1-2, followed by insertion of this fragment into the CRISPR
array at the leader proximal end 37437677,

Primed adaptation followed by interference with the new spacer (together called
priming) is present in class | systems, and considered to be feedback loop in
which mismatched or mutated targets are able to stimulate rapid spacer
acquisition when the cell is under threat %7374, Two models of pre-spacer
generation interference-dependent, or -independent, have been proposed and
investigated experimentally . The interference-dependent model describes pre-
spacer production through low-level CRISPR interference. In this case despite
the lowered binding affinity for a mutant target Cascade is still able to bind and
initiate degradation at a slower rate 4°%"78, Further, a number of studies have
provided evidence linking these CRISPR interference products and adaptation
through the characterization of pre-spacer substrates produced by Cas3
51527980 Kunne et al 2016 demonstrated that Cas3 cuts fragments both between
30 — 100 nt in length and enriched for thymine stretches at the 3’ end, thus
enhancing the chance of selection and insertion of a spacer with a 5-CTT
consensus PAM into the CRISPR array %2.

The interference-independent pathway on the other hand, suggests that upon
binding a mutant target Cas3 is recruited by Cascade in a Cas1, Cas2 dependant
manner. This results in the formation of a primed acquisition complex (PAC)
coupling pre-spacer production and capture by Cas1-2 for integration 383961,
Recently pre-spacers were shown to be associated simultaneously with both
Cas1 (assumed to be in complex with Cas2) and Cas3 in vivo, further supporting
the formation of a PAC complex 8. While a large number of groups have
investigated both the interference-dependant and -independent pathways of
adaptation in type I-E CRISPR-Cas system, the maijority of studies have only
been able to consider a small selection of the 64 possible PAM sequences, often
making a direct comparison of results difficult and leaving many details to be
further elucidated.

1.6 Bacterial population studies

Due to the ease of access to the techniques, equipment required and the ability
to rapidly screen a large number of cells, numerous population-based studies of
CRISPR defense have been carried out. Direct interference has been
investigated using techniques such as patch plating assays, conjugation assays
and plaque assays allowing us to determine the conditions, for example the PAM
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and CRISPR components, under which cells are able to successfully clear an
invader 2526.29.82_ Adaptation on the other hand, due to its low frequency in some
systems is more difficult to study on a population level. Classical polymerase
chain reaction (PCR) screening methods require acquisition to have occurred in
at least 1% of the cells in the population in order to successfully detect an effect
using gel electrophoresis ¥. Nevertheless, initial studies screening single
colonies with this technique, were able to determine the protein and sequence
requirements for spacer selection and insertion 377483, Further, sequencing of
the PCR expanded arrays allowed mapping of spacers back to the invader,
determining where they were selected from, leading to the first proposed
mechanistic models for primed adaptation 737484, Since then, a number of
methods have been developed to improve the sensitivity of detection, including
but not limited to; PCR methods involving extra selection steps 88, more
specific primers binding only new spacers 3788587 frameshift systems for
identification of cells that have acquired a spacer 82° and deep sequencing of
arrays from cells that successfully eliminate the invader 50869091 The constant
advance of methods to study CRISPR at the population level will allow further
advancement in our understanding of both well characterized systems and new
previously inaccessible systems. However, population studies in general are
limited in their resolution and unable to provide insight on the individual stages
of the CRISPR processes and their timing in single cells.

1.7 Single molecule studies

In addition to the population assays described above, advancements in
fluorescence and forced based microscopy techniques %2 have enabled high
resolution information to be obtained about individual molecules and their
kinetics during CRISPR defense. Force based microscopy techniques involving
magnetic tweezers, optical tweezers have shed light on details such as target
recognition, R-loop formation and target cleavage %-°3-%, Furthermore, a number
of fluorescence based microscopy techniques such as single particle tracking
54.96.97 - single-molecule fluorescence resonance energy transfer (smFRET)
39707698 and DNA curtains in combination with total internal fluorescence
microscopy (TIRF) 3881.99 have shed light on the details of target search, the
molecular interactions that occur at the target site and the mechanisms of the
adaptation machinery. Single molecule studies however, occur on short time
scales (seconds to hours) and are limited to the study of only a few components
in the cell due to the advanced set up required for multi fluorophore imaging.
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1.8 Time-lapse microscopy

Time-lapse microscopy describes the ability to image cells frequently for long
periods of time monitoring changes in cell features of interest perhaps through
cell morphology, for example cell length, or fluorescent labelling. Originally, time-
lapse experiments were carried out on gel pads soaked in a medium of interest
100-102 however, this set up allowed imaging of only a few generations due to
possible desiccation of the cells or the formation of multiple cells layers,
preventing further imaging.

Technology such as microfluidic flow cells have enabled researchers to cross
this barrier, allowing long-term imaging due to a constant supply of media,
dimensions designed to maintain a single layer of cells, and the removal of
excess cells by flow %3-105_ The ability to image and follow individual cells within
a dynamic population has enabled the characterization of many biological
processes and the variation that exists within them 101.106-110,

Heterogeneity of the CRISPR response in individual cells is likely to play a role
in the overall protection of a population against an invader. Moreover, when
measuring population survival in bulk it can be difficult to establish whether
protection is determined by a resistant sub-population or the majority of cells
undergoing successful defense. Recent work has challenged the view of
CRISPR-Cas as a single cell defense mechanism %11 exhibiting the need for
further elucidation of the single cell dynamics of CRISPR defense. In this thesis
we introduce time-lapse microscopy in combination with microfluidics to
investigate CRISPR interference and adaptation on the single cell level. Further
investigation of single cells, and development of these imaging techniques in the
field will be critical to obtaining an overall picture of population survival
mechanisms in particular in native settings where populations are likely more
complex.

1.9 Thesis Outline

The goal of this thesis was to develop new methods and further elucidate the
dynamics of the CRISPR interference and adaptation processes in the type I-E
CRISPR-Cas system of Escherichia coli.

Chapter 2 CRISPR-Cas: Adapting to change |
This chapter focuses on CRISPR adaptation; the detailed process in which cells
hosting a CRISPR system can insert small pieces of foreign DNA into their



Introduction | 17

CRISPR array to be stored for future defense. The process of adaptation requires
several mechanistic steps and is crucial for ensuring protection of both the
population and host. Here, we review the current mechanistic understanding of
the adaptation process and the role of the well conserved Cas1-Cas2 protein
complex.

Chapter 3 Using CAPTURE to detect spacer acquisition in native CRISPR
arrays |

Acquisition of spacers, to allow specific defense against certain invaders by the
host CRISPR-Cas system, is a tightly controlled and low frequency process. In
Chapter 3 building on previous techniques, we present a new method developed
to detect rare spacer acquisition events in native settings. The method harnesses
PCR amplification in combination with size extraction and specific primer design
to allow detection of spacer acquisition in just 1 in 10° cells.

Chapter 4 Direct visualization of native CRISPR target search in live
bacteria reveals Cascade DNA surveillance mechanism |

In this chapter we focus on the target search process of Cascade, the crRNA
guided surveillance complex of the type I-E CRISPR-Cas system in Escherichia
coli. Using single-molecule tracking we visualize Cascade abundance and DNA
probing kinetics in live cells. We observe that Cascade scans DNA through both
PAM-dependent and -independent reactions, spending approximately 50% of its
time bound to DNA. In addition, we investigate the relationship between Cascade
copy number and interference levels finding more than 20 copies of Cascade are
required for clearance in the majority of cells. Finally, we identify that the copy
number dependence of Cascade follows a model where there is a tug-of-war
between target replication and target search time upon invasion.

Chapter 5 Single cell variability in CRISPR-Cas adaptation and
interference|

In this chapter we develop a time-lapse microscopy approach that in combination
with microfluidics and fluorescent reporters allows monitoring of the CRISPR
response against a foreign plasmid. We show that while the priming process is
highly variable, direct interference is comparatively deterministic, clearing the
plasmid from all cells in a number of hours. Moreover, by comparing the kinetics
of direct interference and primed interference we are able to define spacer
acquisition as the origin of the variation in the priming process. Further, we
experimentally identify a number of cellular factors such as growth rate,
interdivision time and Cascade concentration that effect the efficiency of the cells
response to foreign DNA. Finally, we develop a minimal agent-based model that
can accurately reproduce our experimental data. This allows us to further probe
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important additional factors of the primed adaptation process, giving insight into
the influence of target copy number and Cascade variation within the population.
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Abstract

Bacteria and archaea are engaged in a constant arms race to defend against
the ever-present threats of viruses and invasion by mobile genetic elements.
The most flexible weapons in the prokaryotic defense arsenal are the
CRISPR-Cas adaptive immune systems. These systems are capable of
selective identification and neutralization of foreign DNA and or RNA.
CRISPR-Cas systems rely on stored genetic memories to facilitate target
recognition. Thus, to keep pace with a changing pool of hostile invaders, the
CRISPR memory banks must be regularly updated by the addition of new
information, through a process termed CRISPR adaptation. In this review,
we outline the recent advances in our understanding of the molecular
mechanisms governing CRISPR adaptation. Specifically, the conserved
protein machinery, Cas1-Cas2, provides the cornerstone of adaptive
immunity in a range of diverse CRISPR-Cas systems.
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2.1 Introduction

Bacteria and archaea are constantly threatened by phage infection and
invasion by mobile genetic elements (MGEs) through conjugation and
transformation. In response, a defense arsenal has evolved, including
various ‘innate’ mechanisms and the CRISPR-Cas adaptive immune
systems 3. CRISPR-Cas systems are widely distributed, occurring in 50%
and 87% of complete bacterial and archaeal genomes, respectively. These
systems function as RNA-guided nucleases that provide sequence-specific
defense against invading MGEs 5. The repurposing of these sequence-
specific Cas nucleases, particularly Cas9, has stimulated a biotechnological
revolution in genome editing that has resulted in breakthroughs across many
biological fields ©. In native hosts, the advantage conferred by CRISPR-Cas
systems over innate defenses lies in the ability to update their resistance
repertoire in response to infection (termed CRISPR adaptation). CRISPR
adaptation is achieved by incorporating short DNA fragments from MGEs
into CRISPR arrays to form memory units termed spacers. Early
bioinformatic studies showed many spacers were of foreign origin, hinting
that CRISPR loci may act as a form of memory for a prokaryotic immune
system 70, Subsequent confirmation of the link between spacers and
resistance to phage and MGEs was gained experimentally 4%, An overview
of CRISPR-Cas-mediated defense and CRISPR adaptation is provided in
Figure 2.1.

2.1.1 Red Queen CRISPR adaptation

The ability to keep defenses up to date, by acquiring new spacers, is central
to the success of CRISPR-Cas systems. Typically, new spacers are inserted
at a specific end of the CRISPR array, adjacent to a ‘leader’ region that
contains conserved sequence motifs 4214, The leader usually also contains
the promoter driving CRISPR transcription and it has been demonstrated
that integration of new spacers at the leader end enhances defense against
phages and MGEs encountered recently 5. This ‘polarized’ addition of
spacers into CRISPR loci produces a chronological account of the
encounters between phages and bacteria that can provide insights into
phage-host co-occurrences, evolution and ecology '®'”. However, phage
and MGE variants with genetic mutations can avoid detection by existing
CRISPR spacers — these evaders are termed ‘escape mutants’. Additionally,
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spacers can be lost from CRISPR arrays by recombination between the
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Figure 2.1: A roadmap of CRISPR-Cas adaptation and defense. In the example
illustrated, a bacterial cell is infected by a bacteriophage. The first stage of CRISPR-Cas
defense is CRISPR adaptation. This involves the incorporation of small fragments of DNA
from the invader into the host CRISPR array. This forms a genetic “memory” of the infection.
The memories are stored as spacers (colored squares) between repeat sequences (R) and
new spacers are added at the leader-proximal (L) end of the array. The Cas1 and Cas2
proteins, encoded within the cas gene operon, form a Cas1-Cas2 complex (blue) — the
‘workhorse’ of CRISPR adaptation. In this example, the Cas1-Cas2 complex catalyzes the
addition of a spacer from the phage genome (purple) into the CRISPR array. The second
stage of CRISPR-Cas defense involves transcription of the CRISPR array and subsequent
processing of the precursor transcript to generate CRISPR RNAs (crRNAs). Each crRNA
contains a single spacer unit that is typically flanked by parts of the adjoining repeat
sequences (grey). Individual crRNAs assemble with Cas effector proteins (green) to form
crRNA-effector complexes. The crRNA-effector complexes catalyze the sequence-specific
recognition and destruction of foreign DNA and / or RNA elements. This process is known
as interference.
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Thus, maintenance of CRISPR-Cas defense is reliant on the addition of new
spacers into CRISPR arrays '°2°. The continuous competition between host
CRISPR adaptation and MGE escape, akin to Red Queen dynamics, have
been exposed in several recent metagenome studies 2?2 Individual cells
within a prokaryotic community acquire different, and often multiple spacers
during CRISPR adaptation 2324, The diversity of CRISPR loci within cell
populations optimizes defense by limiting the reproductive success of
mutants that escape the CRISPR-Cas defenses of individual cells 25.
Furthermore, the resulting polymorphisms in CRISPR loci enable fast and
accurate differentiation of species subtypes, which may prove to have
economic and clinical benefits - for example, enabling tracing of pathogens
during outbreaks 726,

2.1.2 Origins of CRISPR adaptation

According to their constituent Cas proteins, CRISPR-Cas systems are
classified into two major classes consisting of six types and nineteen
subtypes (Fig 2.2) 27?8, Comparative genomics indicate that all known
CRISPR-Cas systems evolved from a single ancestor 27?8, The more
compact class 2 CRISPR-Cas systems likely evolved from class 1 ancestors,
through acquisition of genes encoding new single-subunit effector proteins
and loss of additional cas genes 28. However, despite the divergence of
CRISPR-Cas systems into several types, the proteins primarily responsible
for catalyzing spacer acquisition, namely Cas1 and Cas2, remain relatively
conserved, and the genes encoding these proteins are associated with
nearly all CRISPR-Cas systems ?’. Indeed, as long as spacers can be
acquired from MGEs, unique effector machineries capable of utilizing the
information stored in CRISPRs are likely to arise. Knowledge of the structure
and function of CRISPR-Cas effector complexes has advanced rapidly in
recent years 22°, In addition, significant progress has been made lately
toward elucidating the molecular basis of how, when and why CRISPR
adaptation occurs. Here, we review these recent findings and highlight the
insights they shed on the function of different CRISPR adaptation
mechanisms employed by diverse CRISPR-Cas systems.
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Figure 2.2: Target interactions and the PAMs of diverse CRISPR-Cas types.
Recognition of the invading DNA target by the crRNA-Cas effector complexes of types |, Il
and V, results in the formation of an RNA-DNA hybrid in which the non-target DNA strand
is displaced. The target strand contains the protospacer (red), which is complementary to
the spacer sequence (crRNA, orange). The protospacer adjacent motif (PAM, blue) is
located at either the 3’ end of the protospacer (type | and type V) or the 5’ end (type ).
Type lll and VI recognize RNA targets, with type Ill exhibiting additional transcription-
dependent DNA targeting. Some type Ill systems require an RNA-based PAM (rPAM). Type
VI systems exhibit specificity for a protospacer flanking sequence (PFS) motif, which is
analogous to a PAM.

2.2 The molecular basis of CRISPR adaptation

CRISPR adaptation requires the integration of new spacers into CRISPR loci
and duplication of the associated repeat sequences. The Cas1 and Cas2
proteins, which form a Cas14-Cas2, complex 303! (hereafter Cas1-Cas2)
constitute the ‘workhorse’ of spacer integration. Spacers added to CRISPR
arrays must be compatible with the diverse range of type-specific effector
complex machinery (Fig. 2.2). Thus, despite being near-ubiquitous amongst
CRISPR-Cas types, Cas1-Cas2 homologues meet the varied requirements
for the acquisition of appropriate spacer sequences in different systems. For
example, the effector complexes of several CRISPR-Cas types only
recognize targets containing a specific sequence adjacent to where the
crRNA basepairs with the target-strand of a MGE (Fig. 2.2) 32. The crRNA-
paired target sequence is termed the protospacer and the adjacent target-
recognition motif is called a protospacer adjacent motif (PAM) 33, PAM-based
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target discrimination prevents the unintentional recognition and self-
destruction of the CRISPR-locus by the crRNA-effector complex, yet
canonical PAM sequences vary between, and sometimes even within
systems.

Much of what we know about the Cas1-Cas2 molecular structure and
function has been gained from studies in the Escherichia coli type I-E
system. Within the Cas14-Cas22 complex the Cas1 subunits form two dimers
that are bridged by a central Cas2 dimer (Fig. 2.3a) 303435 Cas1-Cas2-
mediated spacer integration prefers dsDNA substrates and proceeds via a
mechanism resembling retroviral integration 3637, In addition to Cas1-Cas2,
at least one CRISPR repeat, part of the leader sequence 2131538 gnd
several host factors for repair of the insertion sites (e.g., DNA polymerase)
are required 3°. Spacer acquisition involves three main processes: substrate
capture, recognition of the CRISPR locus and integration within the array.

2.2.1 Cas1-Cas2 substrate capture

During substrate capture, Cas1-Cas2 is loaded with an integration-
compatible pre-spacer, which is thought to be partially duplexed dsDNA 3¢,
For type | systems, the presence of a canonical PAM within the pre-spacer
substrate increases the affinity for Cas1-Cas2 binding, yet is not requisite 34.
Details of how pre-spacer substrates are produced from foreign DNA is
discussed later. For the E. coli type |-E Cas1-Cas2:pre-spacer complex, the
ends of the dsDNA pre-spacer are splayed by tyrosine wedges in each Cas1
dimer, which lock open the DNA branch points while fixing in place a core 23
bp dsDNA region. The 3’ single-stranded ends of the pre-spacer extend into
active subunits of each corresponding Cas1 dimer (Fig. 2.3a-c) **35. The
length of new spacers is governed by the fixed distances between the two
Cas1 wedges and from the branch points to the integrase sites. Many
CRISPR-Cas systems display highly consistent, yet system-specific, spacer
lengths and it is likely that analogous wedge-based Cas1-Cas2 ‘molecular
rulers’ exist in these systems to control pre-spacer length 343, However, in
some systems, such as type Ill, the length of spacers found within CRISPR
arrays appears more variable and studies of Cas1-Cas2 structure and
function for these systems are currently lacking.
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Figure 2.3: Cas1-Cas2-mediated spacer acquisition. a, The Cas1-Cas2 protein complex
loaded with a pre-spacer substrate (E. coli type I-E structure shown; PDB 5DQZ). b, The
Cas1 protospacer adjacent motif (PAM) sensing site shows the canonical type I-E PAM
(CTT, yellow), residue-specific interactions (a residue from the non-catalytic Cas1 monomer
is annotated with *) and the site of PAM processing (scissors). €, A schematic representation
of the substrate loaded Cas1-Cas2 protein complex with the active PAM sensing site
highlighted (light purple) and a partially duplexed DNA pre-spacer substrate (strands are
purple and pink). The ruler mechanism determining spacer length for the E. coli type I-E
system uses two conserved tyrosine residues (i.e. the “Cas1 wedge”, grey hexagons). d,
Spacer integration proceeds as follows: 1) the Cas1-Cas2:pre-spacer complex binds to the
leader (green) and first repeat (black). For type | and type Il systems, respectively, Cas1-
Cas?2 docking to the leader is assisted by integration host factor (IHF) or recognition of the
leader adjacent sequence (LAS). 2) The first nucleophilic attack most likely occurs at the
leader-repeat junction and gives rise to a half-site intermediate. 3) The second nucleophilic
attack occurs at the repeat-spacer (orange) boundary, resulting in full site integration. 4)
Host DNA repair enzymes fill the integration site. (E) The type I-E repeat is magnified (lower
left) to indicate the inverted repeats within its sequence and highlight the anchoring sites of
the molecular rulers that determine the point of integration.
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2.2.1 Cas1-Cas2 substrate capture

During substrate capture, Cas1-Cas2 is loaded with an integration-
compatible pre-spacer, which is thought to be partially duplexed dsDNA 3.
For type | systems, the presence of a canonical PAM within the pre-spacer
substrate increases the affinity for Cas1-Cas?2 binding, yet is not requisite 4.
Details of how pre-spacer substrates are produced from foreign DNA is
discussed later. For the E. coli type |-E Cas1-Cas2:pre-spacer complex, the
ends of the dsDNA pre-spacer are splayed by tyrosine wedges in each Cas1
dimer, which lock open the DNA branch points while fixing in place a core 23
bp dsDNA region. The 3’ single-stranded ends of the pre-spacer extend into
active subunits of each corresponding Cas1 dimer (Fig. 2.3a-c) 33%. The
length of new spacers is governed by the fixed distances between the two
Cas1 wedges and from the branch points to the integrase sites. Many
CRISPR-Cas systems display highly consistent, yet system-specific, spacer
lengths and it is likely that analogous wedge-based Cas1-Cas2 ‘molecular
rulers’ exist in these systems to control pre-spacer length 343, However, in
some systems, such as type lll, the length of spacers found within CRISPR
arrays appears more variable and studies of Cas1-Cas2 structure and
function for these systems are currently lacking.

2.2.2 Recognition of the CRISPR array

Prior to integration, the substrate-bound Cas1-Cas2 complex must locate the
CRISPR leader-repeat sequence. Specific sequences upstream of CRISPR
arrays direct leader-polarized spacer integration, both via direct Cas1-Cas2
recognition and assisted by host proteins. The Cas1-Cas2 complexes of
several systems display intrinsic affinity for the leader-repeat region in vitro
36,40 yet this is not always wholly sufficient to provide the specificity observed
in vivo. It was recently discovered that for the type I-E system, leader-repeat
recognition is assisted by the integration host factor (IHF) heterodimer 4'.
IHF binds the CRISPR leader in a sequence-specific manner and induces
~120° DNA bending, providing a cue to accurately localize Cas1-Cas2 to the
leader-repeat junction 4142, A conserved sequence motif upstream of the IHF
pivot is proposed to stabilize the Cas1-Cas2-leader-repeat interaction and
increase adaptation efficiency, supporting binding of the adaptation complex
to DNA sites either side of bound IHF 2,
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IHF is absent in many prokaryotes, including archaea, suggesting other
leader-proximal integration mechanisms exist. Indeed, type II-A Cas1-Cas2
from Streptococcus pyogenes catalyzed leader-proximal integration in vitro,
at a level of precision comparable to the type I-E system with IHF 4041 |n
type Il systems, a short leader-anchoring site (LAS) adjacent to the first
repeat and <6 bp of this repeat are essential for adaptation >3840 and are
conserved in systems with similar repeats. Placement of an additional LAS
in front of a non-leader repeat resulted in adaptation at both sites %, whereas
LAS deletion caused ectopic integration at a downstream repeat adjacent to
a spacer containing a LAS-like sequence '°. Hence, in contrast to type I-E,
type II-A systems appear to rely solely on intrinsic sequence specificity for
the leader-repeat.

2.2.3 Integration into the CRISPR array

For CRISPR-Cas types that are reliant on PAM sequences for recognition of
targets, the acquisition of interference-proficient spacers requires processing
of the pre-spacer substrate at a specific position relative to the PAM. Each
of the four Cas1 monomers in the Cas1-Cas2 complex contains a PAM
sensing domain. The presence of a PAM in the active site of just one of the
Cas1 monomers is sufficient to appropriately position the substrate and PAM
relative to the cleavage site (Fig. 2.3b) 3435, Furthermore, the presence of a
PAM within the pre-spacer substrate ensures integration into the CRISPR in
the correct orientation 234345 This directional fidelity is critical because
otherwise the PAM in the MGE target would lie at the wrong end of the crRNA
target binding site, thus abrogating target recognition (Fig. 2.2). To avoid
premature loss of the PAM directional cue, processing of the pre-spacer
likely occurs after Cas1-Cas2 orients and docks at the leader-repeat (Fig.
2.3d). Cas1-mediated processing of the pre-spacer creates two 3'OH ends
required for nucleophilic attack on each strand of the leader-proximal repeat
36,3746 The initial nucleophilic attack most likely occurs at the leader-repeat
junction and forms a half-site intermediate, then a second attack at the
existing repeat-spacer junction generates the full-site integration product
(Fig. 2.3d). The precise order of the pre-spacer processing and integration
steps remains to be fully determined, yet considerable progress toward
elucidating the reaction mechanisms has been made.

Following the first nucleophilic attack, the intrinsic sequence-specificity of the
Cas1-Cas2 complex defines the site of the second attack and ensures
accurate repeat duplication. CRISPR repeats are often semi-palindromic,
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containing two short inverted repeat (IR) elements, but the location of these
can vary #’. In type I-B and I-E systems, the IRs occur close to the center of
the repeat (Fig. 2.3e) and are important for spacer acquisition 4849, In the
type I-E system, both IRs act as anchors for the Cas1-Cas2 complex, which
contains two ‘molecular rulers’ to position the Cas1 active site for the second
nucleophilic attack at the repeat-spacer boundary “6. However, in the type I-
B system from Haloarcula hispanica, only the first IR is essential for
integration and a single molecular ruler, directed by an anchor between the
IRs, has been proposed “°. In the type II-A systems of Streptococcus
thermophilus and S. pyogenes the IRs are located distally within the repeats,
suggesting these short sequences may directly position the nucleophilic
attacks without a need for molecular rulers 340 Although these recent
findings suggest that leader-repeat regions at the beginning of CRISPR
arrays contain sequences to ensure appropriate Cas1-Cas2 localization,
further work is required to determine how the spacer integration events are
specifically orchestrated in the diverse range of CRISPR-Cas types.

2.3 Production of pre-spacers from foreign DNA

Despite the elegance of memory-directed defense, CRISPR adaptation is
not without complications. For example, the inadvertent acquisition of
spacers from host DNA must be avoided because this will result in cytotoxic
self-targeting — akin to autoimmunity in eukaryotic adaptive immune systems
50,51 Therefore, production of pre-spacer substrates from MGEs should
outweigh production from host DNA. In the following sections, we outline the
routes to pre-spacer generation in different CRISPR-Cas systems.

2.3.1 Naive CRISPR adaptation

Acquisition of spacers from MGEs that are not already catalogued in host
CRISPRs is termed naive CRISPR adaptation (Fig. 2.4) %2. To facilitate
naive CRISPR adaptation, pre-spacer substrates are generated from foreign
material and loaded onto Cas1-Cas2. Currently, the main known source of
these precursors is the host RecBCD complex %3. Stalled replication forks
that occur during DNA replication can result in double strand breaks (DSBs),
which are repaired via RecBCD-mediated unwinding and degradation of the
dsDNA ends back to the nearest Chi sites °*. During this repair
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process, RecBCD produces ssDNA fragments, which have been proposed
to subsequently anneal to form partially duplexed pre-spacer substrates for
Cas1-Cas2 %3. The greater number of active origins of replication and the
paucity of Chi sites on MGEs, compared with the host chromosome, biases
naive adaptation toward foreign DNA. Furthermore, RecBCD recognizes the
unprotected dsDNA ends that are commonly present in phage genomes
upon injection or prior to packaging, which theoretically provides an
additional phage-specific source of naive pre-spacer substrates 3.

Despite the role of RecBCD in substrate generation, naive CRISPR
adaptation can occur in its absence, albeit with reduced bias towards foreign
DNA %3, Thus, events other than DSBs might also stimulate naive CRISPR
adaptation, such as R-loops that prime plasmid replication, lagging ends of
incoming conjugative elements %, and even CRISPR-Cas-mediated spacer
integration events themselves 2353, Furthermore, we do not know whether all
CRISPR-Cas systems display an intrinsic bias towards production of pre-
spacers from foreign DNA. In high throughput studies of native systems, the
frequency of acquisition of spacers from host genomes is likely to be
underestimated, because the autoimmunity resulting from self-targeting
spacers means these genotypes are typically lethal 23505156 For example,
in the S. thermophilus type 1I-A system, spacer acquisition appears biased
toward MGEs, yet nuclease-deficient Cas9 (dCas9) fails to discriminate
between host and foreign DNA %6, It is unknown whether CRISPR adaptation
in type Il systems is reliant on DNA break repair. Further studies in a range
of host systems are required to clarify how diverse CRISPR-Cas systems
balance the requirement for naive production of pre-spacers from MGEs
against the risk of acquiring spacers from host DNA.

2.3.2 crRNA-directed CRISPR adaptation (Priming)

Mutations in the target PAM or protospacer sequences can abrogate
immunity, allowing MGEs to escape CRISPR-Cas defenses 5759,
Furthermore, the protection conferred by individual spacers varies: often
several MGE-specific spacers are required to mount an effective defense
2480 and to prevent proliferation of escape mutants '72%, Thus, CRISPR-Cas
systems need to undergo CRISPR adaptation faster than MGEs can evade
targeting. Indeed, type | systems have evolved a mechanism known as
primed CRISPR adaptation (priming) to facilitate rapid spacer acquisition
4561 even against highly divergent invaders %° (Fig. 2.4). Priming utilizes
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MGE target recognition that is facilitated by pre-existing spacers to trigger
the acquisition of additional spacers from previously-encountered elements.
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Stalled replication fork Restriction endonuclease Type | priming Cas9
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Figure 2.4: Casi1-Cas2 substrate production pathways. a, Naive generation of
substrates by RecBCD activity on DNA ends resulting from DSBs that occur as a result of
stalled replication forks, innate defenses such as restriction endonuclease activity, or from
the ends of phage genomes (not shown). b, Primed pre-spacer production in type | systems,
which requires Cas3 helicase and nuclease activity. ¢, Cas9-dependent spacer selection in
type Il systems, which for some subtypes is dependent on the activity of accessory proteins,
such as Csn2 or Cas4. The PAM specificity of the Cas9 protein determines the selection of
PAMs in pre-spacer substrates.

Thus, priming is advantageous when MGE replication within the host cell
exceeds current defense capabilities. This can occur when cells are infected
by MGE escape mutants, or when the levels of CRISPR-Cas activity are
insufficient to provide complete immunity using only the existing spacers —
even in the absence of MGE escape mutations 4559.61-64,

Priming begins with target recognition by crRNA-effector complexes.
Therefore, factors that influence target recognition (i.e. the formation and
stability of the crRNA-DNA hybrid — see Fig. 2.2), including PAM sensing
and crRNA:target complementarity, affect the efficiency of primed adaptation
59606570 Fyrthermore, these same factors can induce conformational
rearrangements in the target-bound crRNA-effector complex that result in
favoring of either the interference or priming pathways %6871 In type I-E
systems, the Cas8e (Cse1) subunit of Cascade can adopt one of two
conformational modes 87!, which may promote either direct or Cas1-Cas2-
stimulated recruitment of the effector Cas3 nuclease 66771,
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Cas3, found in all type | systems, exhibits 3' to 5’ helicase and endonuclease
activity that nicks, unwinds and degrades target DNA 7274, In vitro activity of
the type I-E Cas3 produces ssDNA fragments of ~30-100 nucleotides that
are enriched for PAMs in their 3' ends and that anneal to provide partially
duplexed pre-spacer substrates 2. The spatial positioning of Cas1-Cas2
during primed substrate generation has not been clearly established,
although Cas1-Cas2-facilitated recruitment of Cas3 would imply the CRISPR
adaptation machinery is localized close to the site of pre-spacer production
8671 In type I-F systems Cas3 is fused to the C-terminus of Cas2 and forms
a Cas1-Cas2-3 complex 3! that couples the CRISPR adaptation machinery
directly to the source of pre-spacer generation during primed adaptation 2375

Despite different target recognition modes favoring distinct Cas3 recruitment
routes, primed CRISPR adaptation can be provoked by MGE escape
mutants and non-escape (interference-proficient) targets 23456176 However,
when the intracellular copy-number influences of the MGE are excluded,
interference-proficient targets promote greater spacer acquisition than
escape mutants 2376, This forms a positive feedback loop, reinforcing
immunity against recurrent threats even in the absence of escapees 234°. If
the copy-number of the MGE within the host cell is factored in, then escape
mutants actually trigger more spacer acquisition. This is because
interference rapidly clears targeted MGEs from the cell, whereas escape
mutants that evade immediate clearance by existing CRISPR-Cas immunity
persist for longer. Over time, the prolonged presence of the escape MGE,
combined with the priming-centric CRISPR-Cas target recognition mode,
results in higher net production of pre-spacer substrates and spacer
integration 23646576,

Because priming is initiated by site-specific target recognition (i.e. targeting
a ‘priming’ protospacer), Cas1-Cas2 compatible pre-spacers are
subsequently produced from MGEs with locational biases (Fig. 2.5).
Mapping the MGE sequence positions, and strands targeted by newly
acquired spacers (i.e. their corresponding protospacers), has revealed
subtype-specific patterns and has provided much of our insight into the
mechanisms of primed CRISPR adaptation 234445617577.78 |n type I-E
systems, new protospacers typically map to the same strand “445 as the
priming protospacer (Fig. 2.5). For type I-B priming, Cas3 is predicted to load
onto either strand at the priming protospacer, resulting in a bidirectional
distribution of new protospacers 7. For type I-F priming, the first new
protospacer typically maps to the strand opposite the priming protospacer,
in a direction consistent with Cas3 loading and 3' to 5’ helicase activity on
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the non-target strand. Furthermore, once the first spacer is acquired, two
protospacer targets in the MGE will be recognized and pre-spacer production
can be driven from both locations 2275 (Fig. 2.5). However, priming is
stimulated more strongly from the interference-proficient protospacer than
from the original ‘priming’ protospacer. Thus, subsequent spacers (i.e.
second and following) result from targeting by the first new spacer and are
typically located back towards the original priming protospacer 22 (Fig. 2.5).
The dominance of the first new spacer also holds true for type I-E 4576 and
likely all other systems that display priming. However, these are generalized
models and many questions remain unresolved, such as the mechanisms
resulting in strand selection and why some spacer sequences are more
highly acquired from MGEs than others. Further analyses of priming in
different systems, particularly the order of new spacers acquired, will greatly
inform our understanding of primed Cas1-Cas2 substrate production.

2.3.3 Cas protein-assisted production of spacers

Given the apparent advantages conferred by priming in type | systems,
analogous mechanisms to stimulate ‘primed-like’ CRISPR adaptation, are
likely to exist in other CRISPR-Cas types. For example, DNA breaks induced
by interference activity of class 2 CRISPR-Cas effector complexes could
trigger host DNA repair mechanisms (e.g. RecBCD), thereby providing
substrates for Cas1-Cas2. In agreement with a model for DNA break-
stimulated enhancement of CRISPR adaptation, restriction enzyme activity
can stimulate RecBCD-facilitated production of pre-spacer substrates 3.
RecBCD activity may also partially account for the enhanced CRISPR
adaptation observed during phage infection of a host possessing an innate
defense restriction-modification system 7°. Whether in this example, the
enhanced CRISPR adaptation was RecBCD-dependent is unknown. In a
CRISPR-Cas-induced DNA break model, the production of pre-spacer
substrates is preceded by sequence-specific target recognition, hence this
could be considered related to ‘priming’ 8. Although direct evidence to
support this concept is lacking, CRISPR adaptation in type II-A systems
requires Cas1-Cas2, Cas9, as well as a trans-activating crRNA (tracrRNA; a
cofactor for crRNA processing and interference in type Il systems) and Csn2
5680 The PAM-sensing domain of Cas9 enhances the acquisition of spacers
with interference-proficient PAMs &. However, Cas9 nuclease activity is
dispensable % and existing spacers are not strictly necessary &, suggesting
that the PAM interactions of Cas9 could be sufficient to select appropriate
new spacers. Some Cas9 variants can also function with non-CRISPR RNAs
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and tracrRNA &', This raises the possibility that host or MGE-derived RNAs
might direct promiscuous Cas9 activity, resulting in DNA breaks, or
replication fork stalling that could potentially result in pre-spacer generation.
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Figure 2.5: Primed CRISPR adaptation from a multi-copy MGE by type I-E and I-F
CRISPR-Cas systems. a, An existing spacer (purple) with homology to an MGE sequence
that has escaped interference (the ‘priming’ protospacer denoted with an asterisk) directs
target recognition. The PAM adjacent to the protospacer is shown in black. The crRNA-
effector complex recruits Cas3 (or Cas1-Cas2-3 for type I-F) and the 3’ to 5 helicase activity
(illustrated by the red arrow) results in the acquisition of a new spacer from a site distal to
the initial priming location. The new spacer maps to an interference-proficient protospacer
(orange). Spacer acquisition in the type I-E system requires the Cas1-Cas2 complex and
spacer acquisition in the type I-F system uses a Cas1-Cas2-3 complex. b, The new spacer
(orange) perfectly matches the MGE sequence at the orange protospacer location and
facilitates targeting of the MGE and recruitment of Cas3. Hence, subsequent spacers
(mapping to blue protospacers) typically originate from Cas3 activity (red arrows) beginning
at this location.

2.4 Roles of accessory Cas proteins in CRISPR adaptation

Although Cas1 and Cas2 play a central role in adaptation, type-specific
variations in cas gene clusters occur. In many systems, Cas1-Cas2 is
assisted by accessory Cas proteins, which are often mutually exclusive and
type-specific ?’. For example, in the S. thermophilus type Il-A system,
deletion of csn2 impaired the acquisition of spacers from invading phages “.
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Direct interaction between Cas1 and Csn2 also suggests a role for Csn2 in
conjunction with the spacer acquisition machinery 8. Csn2 multimers
cooperatively bind to the free ends of linear dsDNA and can translocate by
rotation-coupled movement 8384 Given that substrate-loaded type II-A Cas1-
Cas2 is capable of full-site spacer integration in vitro 4°, Csn2 may be
required for pre-spacer substrate production, selection or processing.
Potentially, Csn2 binding to the free ends of dsDNA provides a cue for
nucleases to assist in pre-spacer generation 83,

Cas4, another ring-forming accessory protein, is found in type I, II-B and V
systems ?7. Confirming its role in CRISPR adaptation, Cas4 is necessary for
type I-B priming in H. hispanica ’" and interacts with a Cas1-2 fusion protein
in the Thermoproteus tenax type I-A system 8. Fusions between Cas4 and
Cas1 are found in several systems, which indicates a functional association
with the spacer acquisition machinery. Cas4 contains a RecB-like domain
and four conserved cysteine residues, which are presumably involved in the
coordination of an iron-sulfur cluster 8. However, Cas4 proteins appear to
be functionally diverse with some possessing uni- or bi-directional
exonuclease activity, while others exhibit ssDNA endonuclease activity and
unwinding activity on dsDNA 837 Due to its nuclease activity, Cas4 is
hypothesized to be involved in pre-spacer generation.

In type Il systems, spacers complementary to RNA transcribed from MGEs
are required to provide immunity (Fig. 2.2) 88, Some bacterial type Il
systems contain fusions of Cas1 with reverse transcriptase domains (RTs)
that provide a mechanism to integrate spacers from RNA substrates %. The
RT-Cas1 fusion from M. mediterranea can integrate RNA precursors into an
array, which are subsequently reverse transcribed to generate DNA spacers
9. However, integration of DNA-derived spacers also occurs, indicating that
the RNA derived-spacer route is not exclusive . Hence, the combined
integrase and reverse transcriptase activity of RT-Cas1-Cas2 enhances
CRISPR adaptation against highly transcribed DNA MGEs and potentially
from RNA-based invaders.

Other host proteins may also be necessary for pre-spacer substrate
production. For example, RecG is required for efficient primed adaptation in
both type I-E and I-F systems, but its precise role remains speculative 3%°1.
Additionally, it remains enigmatic why some CRISPR-Cas systems require
accessory proteins, while closely related types do not. For example, type II-
C systems lack cas4 or csn2 that assist CRISPR adaptation in type II-A and
[I-B systems, respectively. These type-specific differences exemplify the
diversity that has arisen during the evolution of CRISPR-Cas systems.
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2.5 The genesis of adaptive immunity in prokaryotes

Expanding knowledge of the molecular mechanisms underlying CRISPR
adaptation has led to a promising theory for the evolutionary origin of
CRISPR-Cas systems %2. Casposons are transposon-like elements typified
by the presence of Cas1 homologs, casposases, which catalyze site-specific
DNA integration and result in the duplication of repeat sites analogous to
spacer acquisition %%, It is possible that ancestral innate defenses gained
DNA integration functionality from casposases, thus seeding the genesis of
prokaryotic adaptive immunity . The innate ancestor remains unidentified,
but is likely to be a nuclease-based system. Co-occurrence of casposon-
derived terminal inverted repeats and casposases in the absence of full
casposons might represent an intermediate of the CRISPR signature repeat-
spacer-repeat structures %. However, the evolutionary journey from the
innate immunity-casposase hybrid to full adaptive immunity remains unclear.
Evolution of diverse CRISPR-Cas types would have required stringent co-
evolution of the Cas1-Cas2 spacer acquisition machinery, PAM and leader-
repeat sequences, crRNA processing mechanisms and effector complexes.

In some systems, mechanisms to enhance the production of Cas1-Cas2
compatible pre-spacers from MGEs, such as priming, might have arisen
because naive CRISPR adaptation is an inefficient process with a high
probability of acquiring spacers from host DNA. However, it was recently
revealed that promiscuous binding of crRNA-effector complexes to the host
genome results in a basal level of lethal ‘self-priming’ in a type I-F system 22,
Host cas gene regulation mechanisms might have arisen to balance the
likelihood of self-acquisition events against the requirement to adapt to new
threats — for example, when the risk of phage infection or horizontal gene
transfer is high %, Alternatively, it has been proposed that selective
acquisition of self-targeting spacers could provide benefits such as invoking
altruistic cell death %, rapid genome evolution ®', regulation of host
processes 90191 or even preventing the uptake of other CRISPR-Cas
systems 192,

2.6 Outlook

The past four years has seen rapid progress in understanding mechanisms
of CRISPR adaptation. Despite this progress, many facets of CRISPR
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adaptation need more work. Synergy between innate defense systems and
adaptation is relatively unexplored, but two aspects may be interrelated.
First, DNA breaks % could stimulate generation of substrates for spacer
acquisition (Fig. 2.4) and second, the stalling of infection could ‘buy time’ for
CRISPR adaptation 79103104 Analogously, it remains to be determined
whether interference by CRISPR-Cas systems other than type | can also
stimulate primed CRISPR adaptation. If not, the benefits of priming might
provide an explanation for why type | systems are the most prevalent and
diverse CRISPR-Cas type.

It is also unclear why many CRISPR-Cas systems have more than one
CRISPR array that is used by a single set of Cas proteins. Given that Cas1-
Cas2 is directed to leader-repeat junctions during integration, multiple arrays
might provide additional integration sites, increasing CRISPR adaptation
efficiency. In addition, parallel CRISPR arrays should increase crRNA
production from spacers that were acquired recently (i.e. due to the polarized
insertion of new spacers next to the promoter-containing CRISPR leaders)
5. Whereas some strains have multiple CRISPR arrays belonging to the
same type, other hosts have several different types of CRISPR-Cas systems
simultaneously. The benefits of harboring multiple CRISPR-Cas systems are
not entirely clear, but can result in CRISPRs being shared by different
systems to extend targeting to both RNA and DNA %5, From a CRISPR
adaptation perspective, multiple systems might also enable a wider PAM
repertoire to be sampled during spacer selection. Additional systems in a
single host could also be a result of phage- and MGE-encoded anti-CRISPR
proteins, which can inhibit both interference and primed CRISPR adaptation
106-108  Alternatively, additional systems may allow some systems to function
in defense, while others perform non-canonical roles 10",

While Cas effector nucleases, such as Cas9, have been harnessed for many
biotechnological applications, the use of repurposed CRISPR-Cas
adaptation machinery has yet to be widely exploited. The sequence-specific
integrase activity of Cas1-Cas2 holds promise in synthetic biology, such as
for the insertion of specific sequences (or barcodes) to mark and track cells
in a population. In E. coli the feasibility of such an approach is evident 3, but
transition to eukaryotic systems will provide the greatest utility where lineage
tracking and cell fate could be followed. A similar approach has been
demonstrated by exploiting Cas9 nuclease activity '%°. The elements
required for leader-specific integration must be carefully considered for the
introduction of CRISPR-Cas spacer acquisition machinery into eukaryotic
cells, as unintended ectopic integrations could be problematic given the
larger eukaryotic sequence space. Ultimately, our understanding of CRISPR
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adaptation in prokaryotes may lead to applications where entire CRISPR
systems are transplanted into eukaryotic cells to prevent viral invaders. As
we begin to comprehend CRISPR adaptation in more detail the opportunities
to repurpose other parts of these remarkable prokaryotic immune systems is
increasingly becoming reality.
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Abstract

CRISPR-Cas systems are able to acquire immunological memories
(spacers) from bacteriophages and plasmids in order to survive infection,
however this often occurs at low frequency within a population making it
difficult to detect. Here we have developed CAPTURE (CRISPR Adaptation
PCR Technique Using Re-amplification and Electrophoresis) a versatile and
adaptable protocol to detect spacer acquisition events by electrophoresis
imaging, with a sensitivity that can identify spacer acquisition in 1 in 105 cells.
Our method harnesses two simple PCR steps, separated by automated
electrophoresis and extraction of size-selected DNA amplicons, allowing the
removal of unexpanded arrays from the sample pool, and enabling a 1000
times more sensitive detection of new spacers than existing PCR protocols.
CAPTURE is a straightforward method requiring only one day to enable
detection of spacer acquisition in all native CRISPR systems and facilitate
studies aimed both at unravelling the mechanism of spacer integration and
more sensitive tracing of integration events in natural ecosystems.
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3.1 Introduction

Microbes have the unique capacity to acquire resistance against
bacteriophage and plasmids by the incorporation of small DNA fragments
(spacers), derived from these invaders, into the genome of the infected
cell'2. Cells that successfully incorporate these spacers in their CRISPR
array become immunized against further infection by this specific invader!?.
The inserted spacers are expressed and processed into CRISPR RNAs
(crRNAs) and act as guides for Cas protein effector complexes which help
find, bind and cleave matching invader nucleic acid sequences, resulting in
invader elimination and host survival®3.

To date a number of evolutionarily diverse CRISPR-Cas systems have been
identified and classified into 2 main classes (I and Il) and six main types (I —
V1) based on their cas gene repertoire*. Due to the rarity of spacer acquisition
events, which are estimated to occur in 1 in 107 cells in some CRISPR-Cas
systems®8, adaptation remains hard to observe. Spacer acquisition was first
shown in the type II-A system of Streptococcus thermophilus' and
subsequently in a number of type | systems”® including the well
characterized type I-E system®''. Some type Ill systems were shown to
acquire spacers by converting RNA into DNA through a reverse transcriptase
mechanism'? but spacer acquisition in type Il systems seems to be very
rare.

3.2 Comparison to Existing Approaches

Current methods to detect CRISPR spacer acquisition utilize the conserved
aspects of CRISPR array structure and the spacer acquisition mechanism.
CRISPR loci are generally comprised of repeat-spacer arrays preceded by
an AT-rich leader sequence, which acts as the transcriptional promoter and
binding site for factors assisting with spacer acquisition'. Spacers are
typically between 30 and 40 base pairs, and are inserted at the leader
proximal end of the array duplicating the first repeat in the process?. The
insertion of a spacer results in an increase in CRISPR array size which can
be assessed by PCR and harnessed as an indicator for acquisition
events®”%-11 In addition to these conventional PCR approaches, reporter
systems have been developed that give a detectable signal upon spacer
insertion due to a frameshift'*'>. While these reporter systems provide a
quantifiable and sensitive method of detection, their reliance upon a
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frameshift requires strain engineering and limits the number of CRISPR
types and systems this technique is applicable to'+'®. Conventional array
amplifying PCR methods are simple and user friendly but often lack the
sensitivity that is required to study many aspects of CRISPR adaptation.

Advances in the study of adaptation were made in parallel with the increasing
availability of deep sequencing allowing detection of spacer acquisition in
minor fractions of the bacteria present in the population’. However, massive
sequencing efforts suffer from high levels of non-informative PCR amplicons,
representing unexpanded CRIPSR arrays from cells that did not acquire new
spacers. Recently published work, showed the development of a method,
SENECA, to eliminate such unexpanded arrays from sequencing samples.
This method requires the presence of an engineered restriction
endonuclease site flanking the first repeat, which can be harnessed to
prevent PCR amplification of non-expanded CRISPR arrays in a second
PCR round'. Here we present a general strategy termed CAPTURE
(CRISPR Adaptation PCR Technique Using Re-Amplification and
Electrophoresis), which can be adapted to any native CRISPR array. The
method has been applied in recently published work from our lab "7 and
builds on, combines and improves existing tricks to selectively amplify
expanded CRISPR arrays 579", Our method harnesses two PCR steps,
separated by automated electrophoresis and extraction of size-selected
DNA amplicons, allowing the removal of unexpanded arrays from the sample
pool (Fig. 3.1). Following this, PCR re-amplification of the captured DNA pool
with spacer acquisition specific primers allows visible detection of spacer
acquisition within just 1 in 10° cells (0.01%) of the population, and potentially
up to 1in 108 cells after deep sequencing. With this method we enable the
direct study of CRISPR-Cas systems with low acquisition rates, which
appears to be a common feature of a large number of bacteria and
archaea®®.
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Steps 1-4

Step 5

Steps 6-7

Steps 8-14

Steps 15-16

Steps 17

Steps 18-19

Steps 20-31

PCR 1: Amplification of the CRISPR
array

Visualization of PCR product

PCR CleanUp  [:----

Size Selection and Extraction

Visualization of PCR product

PCR 2: Re-Amplification with more
specific primers

Gel Electrophoresis Visualization
(Detection)

Deep Sequencing %
(Spacer population analysis)| <«

Figure 3.1: Overview of the CAPTURE protocol. Outline of the major steps required in
order to detect spacer acquisition in a population of cells with high sensitivity. Dashed lines
indicate steps where choices have to be made before proceeding to the next step.
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3.3 Potential Applications

The study of CRISPR adaptation reveals the physical interactions of hosts
with their invaders, and can be utilized in computational methods to couple
viral invaders to unknown hosts and to track spacer acquisition events over
time, in sequenced strains'®'°. Because each bacterial strain has a different
history, differences in spacer content can be used to distinguish closely
related pathogenic strains, such as Mycobacterium and Yersinia species?.
Typically only a small fraction of spacers can be mapped back to known
invaders suggesting a vast amount of unexplored invader diversity in
nature'®.

Aside from strain typing, the sequence of new spacers provides mechanistic
information for example helping to identify the protospacer adjacent motif
(PAM), a critical sequence motif in the DNA that authenticates DNA for
cleavage by Cas proteins in type I, Il and V CRISPR systems and prevents
self-targeting of the CRISPR array’""-17. Here, we aimed to develop a highly
sensitive, simple and generally applicable method that could be used to
detect the occurrence of such rare spacer acquisition events and unravel
further mechanistic details of uncharacterized CRISPR systems. The use of
CAPTURE can provide a wealth of information of both uncharacterized,
newly discovered and well known CRISPR systems. The method helps to
elucidate the role of Cas proteins, the identity of the PAM, the preferred
spacer substrates of Cas1-Cas2, and the minimal requirements for both
adaptation and defense as exemplified by Kieper et al. where the role of the
Cas4 protein in adaptation was recently uncovered'’.

3.4 Limitations

The use of CAPTURE includes the requirement of a gel extraction machine
or more laborious manual extraction methods’. In order to increase both the
utility of this protocol as a tool for the detection of spacer acquisition and to
remove non-expanded CRISPR arrays, multiple PCR amplification steps are
required. Re-amplification in PCR 2 with primer sets 2, 3 or 4 may introduce
PCR bias, which prohibits using absolute abundance levels of new spacers
with high confidence. Typically, only unique spacer sequences are used for
downstream analysis (Table 3.1). It is therefore important that all users take
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this into consideration when analysing sequencing results. The removal of
duplicates during the processing of sequencing reads is recommended and
ensures that re-amplification bias does not influence the prevalence of
certain spacer sequences in the population. We advise users to consider
using biological triplicates and to compare the results obtained from all
unique and non-unique spacers. If the degenerate primers are used, it is
possible to carry out normalization to correct for the bias introduced by the
fixed 3’ nucleotides of the primer?'. This allows the user to draw accurate
conclusions about the prevalence of certain spacers in the population.

3.5 Experimental Design

This protocol contains a series of steps involving size selection and
extraction in combination with two PCR amplifications, PCR 1 and PCR 2.
The options provided for these steps can be used in various combinations
both to detect if the CRISPR adaptation module in your strain is active, as
well as to aid the preparation of a deep sequencing sample containing a
majority of arrays that have acquired spacers. Not all steps of the protocol
need to be completed if the desired outcome can be reached at an earlier
step (Fig. 3.1 and 3.2). Prior to use of this protocol, primer design and re-
amplification options should be carefully considered, as these will differ
depending on both the CRISPR array of the strain used and further actions
to be taken with the final sample (Fig. 3.2, Supplementary Fig. 3.1 and
Supplementary Table 3.1).
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Table 3.1: Primer sets and their limitations

sequences. The
primers designed need
to bind in opposite
directions specifically
within the repeat
sequence.
Subsequently these
primers may be very
short and if the repeat
region for a system is
AT-rich it may be
difficult to design
primers with an
appropriate annealing
temperature.

Step in | Primer Set | Desired Limitations Solution
protocol Outcome
for Sample
4 Set 1, Initial | Detection Does not select Try size selection and
Primers specifically for re-amplification
expanded arrays. Can
only detect expanded
arrays when
adaptation occurs in at
least 10% of the entire
bacterial population
17(A) Set 2, Detection Does not specifically Try primer set 3 or 4
Internal bind expanded arrays | for more specific
Primers and thus does not binding of expanded
provide an extra level arrays
of detection
17(A) Set 2, Sequencing | Creates a PCR bias in | Remove duplicate
Internal deep sequencing sequences during
Primers results and could analysis. Use
strongly influence the biological replicates
prevalence of certain to confirm observed
spacer sequences trends
17(B) Set 3, Sequencing | Creates a PCR bias Complete a
Degenerate due to both stronger G- | normalization during
Primers C annealing at the 3’ analysis that
end and exclusion of accounts for the bias
the primer ending with | introduced by
the same 3’ nucleotide | omitting a primer
as the existing leader containing the same
proximal spacer 3’ nucleotide as the
first spacer2!.
17(C) Set 4, Sequencing | Cannot be used for all | Try Set 3, degenerate
Repeat systems due to the primers
Primers differing repeats
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3.5.1 PCR 1, Amplifying CRISPR arrays from a population (Step 4)

The described protocol is designed with the assumption some sequence
knowledge or metagenomics data has previously been obtained for the
bacterial strain or population of interest. Exact sequence information of the
CRISPR array to be studied is required for the primer design step. Primers
for PCR 1, the initial array amplification, must be specifically designed for
each strain to bind within the leader sequence and where possible within the
closest known spacer to the leader, as the sequence of both binding sites
can differ greatly between species and subtypes of the CRISPR system.
Careful design of primer Set 1 allows amplification of all expanded arrays
present within the population and enables elimination of all repeats
downstream from spacer 1 (Fig. 3.3). Elimination of excess repeats is
important for later steps of the protocol because if a second re-amplification
is required, the primer set may bind the repeats specifically, resulting in
amplification only when a new spacer is inserted and two repeats are
present. For an example of the primers that can be designed, here for the
Type I|-E CRISPR system of Escherichia coli BW25113, see
(Supplementary Fig. 3.1 and Supplementary Table 3.1).

R

Unexpanded
2

Expanded

Figure 3.3: Primer design for amplifying the CRISPR arrays within a population.
Schematic of the CRISPR array consisting of a leader sequence (L) and repeats (R)
interspaced by short DNA sequences termed spacers (coloured squares). When acquisition
occurs an additional spacer (+1) is added at the leader proximal end (orange) of the array.
Primers indicated by black arrows (numbered 1 and 2) are designed to allow PCR
amplification of both expanded and unexpanded arrays within the population.
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3.5.2 Size Selection and Extraction Parameters (Steps 8-14)

In addition to considering which part of the CRISPR array is amplified it is
also important to consider the amplified array product size in relation to the
following size selection and extraction steps. Smaller bands will allow a
higher degree of size separation during use of the Blue Pippin cassette. The
highest percentage of agarose available in a Blue Pippin cassette is 3% and
allows selection within the range of 100 — 250 bp. This equally applies to
users completing the size selection and extraction manually from an agarose
gel. For manual extraction we recommend use of a 3% agarose gel to
increase expanded and non-expanded array separation. Following this the
expanded array band must be excised from the gel, extracted and purified.
For optimal selection of only the expanded arrays we suggest both the gel
electrophoresis separation and subsequent DNA extraction to be completed
twice’.

3.5.3 Controls (All Steps)

We recommend the use of an unexpanded (native) array control sample
throughout the entire procedure to allow assessment of size extraction
success and proportion of unexpanded arrays in the final DNA sample. The
control should be the same as the CRISPR array of the strain of interest, in
which the reverse primer (for example primer 2) will bind in the most leader
proximal spacer (Supplementary Fig. 3.1 and Supplementary Table 3.1).
Either the parental strain with no new spacers or a synthetic DNA construct
with the sequence of the unexpanded array could be used as controls
throughout this protocol. Use of the original strain of interest as a control can
begin at Step 1 with the samples to be tested. A synthetic DNA control should
be added as a separate sample during size extraction (Steps 8 -15). Such a
control determines the carryover of the non-expanded arrays in the size
selection and extraction step and allows optimization of the parameters for
both use of the blue pippin and manual extraction (Fig. 3.4). The control also
aids in the identification of PCR amplification artefacts that can arise due to
unspecific annealing temperatures for primer binding or, internal binding of
the repeats creating larger PCR amplicons. These artefacts can appear as
expanded arrays in the control after size selection and can be removed with
small optimizations (see Table 3.2)
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Cc 10" 102 C 10" 1072

ot ~—t— e
1

Before size selection After size selection

Figure 3.4: Gel Electrophoresis images of CRISPR arrays before (Step 5) and after
(Step 15) size selection. The proportion of expanded CRISPR arrays (indicated by the
black arrow labelled +1) in the sample (10-) is greatly increased after size selection (right)
compared to the control (C).

3.5.4 PCR 2, Re-Amplification after Size Selection (Step 17)

Re-amplification is an important additional step to this protocol as often the
initial amplification (PCR 1) is not sensitive enough to detect acquisition
occurring at a low frequency in the population (Fig. 3.4). In addition, when
high frequency spacer acquisition can be detected in the PCR 1 there is often
still a large amount of non-expanded arrays present in the sample, these
non-expanded arrays can act as a mask to low frequency acquisition events
which are revealed after size selection and re-amplification (Fig. 3.5). In this
protocol through size selection and re-amplification we aim to maximise both
the detection limit and the number of expanded array sequences obtained
from deep sequencing. There are three options, Step 17 A, B or C, using
primer sets 2, 3 or 4 respectively, for the second amplification step (PCR 2)
of this method. The three primer sets we refer to as; (Set2) internal primers
(Set 3) degenerate primers and (Set 4) repeat primers, should be carefully
designed based on the desired output, subsequent plans for the sample pool
and sequence analyses (Fig. 3.2 and 3.5, Supplementary Fig. 3.1 and
Supplementary Table 3.1). The internal primers (Set 2) allow re-
amplification of the expanded arrays enabling confirmation of successful
spacer acquisition taking place in just 1 in 103 cells in the population of
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interest (Fig. 3.6a). The degenerate primers (Set 3) allow extremely sensitive
detection of acquisition at an occurrence of just 1 in 105 cells (Fig. 3.6b).
This amplification is based on the use of 3 forward primers, these primers
anneal their 3’ nucleotide only with new spacers beginning with a nucleotide
different from the original spacer® (Fig. 3.5, Supplementary Fig. 3.1). The
repeat primer (Set 4) strategy ensures that the short 60 bp array products
can only be amplified in the presence of 2 repeats (i.e. an expanded array),
this process relies on the removal of a repeat during the first PCR
amplification but allows high sensitivity detection of acquisition occurring in
just 1in 10° cells and a final sample population ready for further sequencing
(Fig 3.5 and 3.6c¢).

Internal Degenerate Repeat
3. DE, [N
Unexpanded -(;;9.
2 8

L\l

3, bR OF
Expanded
~2 2 8

Figure 3.5: Primer design options for re-amplification of expanded CRISPR arrays.
Schematic of the three possible primer options for the second PCR amplification step. The
internal primers (left) bind in spacer 1 (primer #2) and the leader sequence (#3) internally of
primer #1 used in the first PCR step before size selection. The degenerate primers (middle)
consist of 3 forward primers (DP) that anneal their 3’ nucleotide only with new spacers
(orange) starting with a nucleotide different from the original spacer (blue), in combination
with #2. The repeat primers (right) bind within the repeat (#7 and #8) orientated such that a
product is only amplified when two repeats are present i.e. the array is expanded.

3.5.5 Sequencing (Steps 20-31)

A user may choose to sequence new spacers to determine spacer length
distribution (can be consistent or variable), spacer source (bacteriophage
genome, plasmid or host genome), or to retrieve the PAM of the newly
acquired spacers. Deep sequencing may be used to increase the sensitivity
at which new spacers are detected to enable discovery of rare spacer
acquisition events. When deep sequencing is carried out it is advisable to re-



66 | Chapter 3

amplify expanded PCR amplicons using the CAPTURE method to minimize
the presence of non-expanded CRISPR array amplicons. A user may choose
not to sequence new spacers, by following the protocol up to and including
step 15, when only general spacer acquisition activity is monitored over time,
or for example when trying to answer questions about the general effect of
cas gene mutants on the spacer acquisition activity.

a Internal Primers (Set 2)
Figure 3.6. Anticipated

Detection Results after Re-

10" 102 10° 10* 10° 10°

amplification. Populations
containing between 1:10 (107)
and 1:108 (10%)

expanded:unexpanded CRISPR
arrays plus an unexpanded
control (0) were compared and
visualized on a 2% agarose gel
after completion of Step 15, Re-
amplification after size selection.
102 10° 104 10° 10° a, Re-amplification using internal
e = = N — primers option A, b, re-
amplification with degenerate
primers option B, ¢, re-
amplification with repeat binding
primers option C. The black arrow
labelled +1 indicates the
expected fragments size when
the array has expanded. Here it is
c Repeat Primers (Set 4) shown that while the internal
primers (a) have a low sensitivity
to detect acquisition, occurring in
at least 1% of the entire bacterial
population, CAPTURE with the
more specific degenerate primers
(b) and repeat primers (c) is able
to detect acquisition events that
‘+_1 occurred in just 0.01% of the
population.

b Degenrate Primers (Set 3)

10* 102 10®* 10* 10° 10°
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3.6 Materials

3.6.1 Biological Materials

CAUTION Use gloves and a lab coat when working with biological samples.

- Escherichia coli K12 BW25113 (Parental strain KEIO Collection,
National BioResource Project (NBRP) E. coli Strain)?2.

- E. coli PIM5, a variant of the KEIO strain E. coli K12 JW12252 (ref.
10, Brouns lab collection). CRITICAL: The protocol described below
permits the use of any bacterial strain in which sequence information
of the CRISPR array is known or is suspected to be similar to a
known array to allow the primer design.

3.6.2 Reagents

Lysogeny Broth (LB) Medium (Sigma Aldrich, cat. no. L3022)

GeneJET Genomic DNA Extraction Kit (Thermo Fisher Scientific, cat. no.
K0721)

CAUTION Components of the kit are dangerous if swallowed and harmful to
aquatic life if released into the environment.

OneTaq® Quick-Load® 2X Master Mix with Standard Buffer (Bioké, cat. no.
M0486S)

Agarose (Promega, cat no. V3125)

40X TAE buffer stock (Promega, cat no. V4281)

SYBR Safe (Thermo Fisher Scientific ,cat no. S33102)

SYBR Gold (Thermo Fisher Scientific, cat no. S11494)

SmartLadder SF (Eurogentec, cat no. MW-1800-04)

Quick-Load® Purple Low Molecular Weight DNA Ladder (NEB, cat no.
N0557S)

Primer sets (Figure 3, Figure 5, Supplementary Figure 1 and Supplementary
Table 1.) (Integrated DNA Technologies)

Gibco Distilled Water (Thermo Fisher Scientific, cat. No. 10977035)
Absolute Ethanol (Sigma Aldrich, cat. no. 46139) CAUTION Flammable, so
keep away from heat sources.

GeneJET PCR Purification Kit (Thermo Fisher Scientific, cat. no. KO701)
CAUTION Components of the kit are dangerous if swallowed and harmful to
aquatic life if released to the environment.

Isopropanol (Sigma Aldrich, cat no. 33539)

Qubit™ dsDNA HS Assay Kit (Thermo Fisher Scientific, cat no. Q32854)
Blue Pippin Cassette kit 3% agarose, including TAE Buffer and Internal
Marker Q3 (Sopachem, cat. no. BDF3010)
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CRITICAL Cassettes must be stored at room temperature (~20°C). The TAE
buffer and marker should be stored separately at 4°C.

CRITICAL If the Blue Pippin machine is not available for this protocol the
selection and extraction step can be carried out manually, additionally
requiring:

GeneJET Gel Extraction Kit (Thermo Fisher Scientific, cat. no. K0691)

Next Generation Sequencing library preparation requires:

NEBNext® Ultra™ [l DNA Library Prep Kit for lllumina® (Bioke, cat no.
E7645S)

NEBNext® Multiplex Oligos for lllumina (Index Primers Set 1) (Bioke, cat no.
E7335S)

Agencourt AMPure XP Magnetic Beads 5 mL (Thermo Fisher Scientific, cat
no. NC9959336)

2100 Bioanalyzer Instrument (Agilent Technologies, cat no. G2939BA)

3.6.3 Equipment

PCR tubes (Sarstedt, cat no. 72.991.002)

Implen NanoPhotometer NP80

Incubators (New Brunswick, cat. no. M1335-0002)

Microcentrifuge tubes (Eppendorf, cat. no. Z606901)

Pipette tips (Thermo Fisher Scientific, cat. no. 7325)

Pipettes (Thermo Fisher Scientific, cat. no. 4642080)

Biometra TOne Thermocycler

Centrifuge

BioRad Gel Doc XR+

VortexBlue Pippin (Sopachem, cat. no. BLU0001)

CRITICAL If you do not have the blue pippin machine on offer in your facility,
gel extraction of the expanded arrays can be done manually by first
concentrating the DNA samples for each condition. This is followed by
manual gel extraction; the entire sample including 1 pl loading dye per 6 pl
of sample should be loaded in a 3% agarose gel and run at 100 V for ~ 1 hr
to maximise band separation, the expanded array (larger) band should be
excised from the gel as accurately as possible and DNA extracted using the
GeneJET Gel Extraction Kit. The manual gel extraction can be repeated a
second time to further remove remaining non-expanded arrays.

Qubit™ 4 Fluorometer (Thermo Fisher Scientific, cat no. Q33226)

Qubit™ Assay Tubes (Thermo Fisher Scientific, cat no. Q32856)
DynaMag™-96 Bottom Magnet (Magnetic Stand) (Thermo Fisher Scientific,
cat no. 12332D)
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3.6.4 Reagent set up

Fresh Lysogeny Broth (LB) Medium

To produce 1L of media weigh 5g/L yeast extract, 10g/L NaCl, 10g/L
tryptone and mix well with 800 mL distilled H2O. After mixing thoroughly add
the final 200mL of distiled H20. The media must then be sterilized by
autoclaving at 121°C for 20 mins and can be stored short term at room
temperature.

Degenerate Primer Master Mix

To create the degenerate primer master mix used in Step 16, mix the three
forward degenerate primers containing differing 3’ nucleotides that do not
match the existing spacer in your system (See Experimental Design and
Supplementary Table 1) equally to give a final concentration of ~3.3 uM of
each primer and total concentration of 10 uM. The primer master mix can be
stored in the — 20°C freezer indefinitely.

1X TAE Buffer

Dilute a 40X TAE Buffer stock using MilliQ H20. 1X TAE buffer can be stored
at room temperature for a recommended maximum of 3 years.

Agarose Gels

Make fresh when needed by combining agarose and 1X TAE buffer wt/vol.
The most commonly used gels in this protocol are 2% i.e. 1 g agarose and
50 mL 1X TAE. Mix and heat these components for ~ 1 min. Then add 5 pL
of Sybr safe (10,000X) to allow visualization of the DNA and pour into a gel
mold with a comb. Leave to set for at least 10 mins.

3.7 Procedure

3.7.1 Preparation of samples for use as PCR template

TIMING ~12 hrs + 1 hr

1| Set up an overnight culture of your strain of interest at the optimal
temperature for growth (here, 37°C, 180 rpm).

2| (Optional) Extract the genomic DNA of your sample using the GeneJET
Genomic DNA Extraction Kit (ThermoFisher Scientific) following the supplied
protocol. Elute the DNA in 200 pl of molecular biology grade H>O or less
where a low concentration is expected.

CRITICAL STEP If your sample is acquired from the environment or a
different source, there may be a more appropriate kit to complete this step.
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CRITICAL STEP Genomic extraction is recommended when your sample
has a low cell density or may contain contaminants that will affect
subsequent PCR reactions.

3] (Optional) Measure the DNA concentration in ng/ul with a
NanoPhotometer.

PAUSE POINT Can be stored at 4°C overnight or frozen at -20°C for long
term storage.

3.7.2 Amplification of CRISPR arrays present in sample population

TIMING ~3 hrs

4| Using either the overnight culture from Step 1 directly, or the sample
prepared in optional Steps 2 and 3 as a template, prepare a PCR reaction
as follows:

Reagent Volume Added Final
Concentration

OneTag®  Quick-Load®  2X 25 pl 1X

Master Mix with Standard Buffer

FWD Primer Set 1 (10uM) 2 ul 0.4 uM

REV Primer Set 1 (10uM) 2 ul 0.4 uM

Template DNA or Overnight xpl ~100 ng

Culture of your strain of interest

Molecular biology grade H20 Up to 50 pl

Then perform a PCR amplification under the following conditions:

Cycles Denature Anneal Elongate Extend
35 94°C for 30 s 58°C* for 30 68°C for 30 68°C 2 min
S s*

* Conditions must be adapted to your specific primers and or product length
CRITICAL STEP If you are using an overnight culture as template for the
initial PCR increasing your denaturation time to 5 mins at 98 °C can help aid
cell lysis making more genomic DNA available as a template in PCR the
reaction tube.

5| Run the PCR products (5-10 pl) on a 2% (wt/vol) agarose gel containing
SYBR safe (1 pl/ 10 ml) at 100 V for ~30min to check for the presence of a
single band of your desired size (gel extraction or PCR optimization is
needed if more bands are present).
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CRITICAL STEP The gel percentage can be adapted for your expected
fragment size. A higher percentage of agarose allows larger separation of
smaller bands.

? See Troubleshooting (3.7.5)

6| Clean and concentrate the PCR(s) using the ThermoFisher Scientific
GeneJET PCR Purification kit, following the manufacturer’s instructions.
Elute in 30 ul molecular biology grade H2O.

CRITICAL STEP Add isopropanol in equal proportion to the DNA binding
buffer when purifying fragments smaller than 500 bp.

CRITICAL STEP The PCR reaction must be purified and H.O must be used
during the elution of samples from kits, as salts in the PCR reaction or elution
buffer can interfere in future steps using the Blue Pippin Machine.

7| Measure the concentration of DNA (ng/pl) on the NanoPhotometer. In the
next steps large quantities of DNA can be lost so a concentration of at least
30 ng/ul in 30 pl is advised; run additional PCRs and pool if more DNA is
needed.

CRITICAL STEP Between 20 and 50% of the DNA sample can be lost during
the Blue Pippin process so it is better to load as much as possible without
exceeding the maximum of 5 ug of DNA

PAUSE POINT DNA can be stored at 4°C overnight or frozen at -20°C for
long term storage.

Size Selection and Extraction of Expanded Arrays

TIMING ~2 hrs 45 mins

CRITICAL In the absence of the Blue Pippin, manually extracting the
expanded arrays from a gel will take ~ 4 hrs

8| Based on the size (or sizes if multiple spacers were acquired) of your
arrays visualized in Step 5 choose an appropriate Blue Pippin Cassette. For
arrays between 100 — 250 bp the 3% Gel Cassette with Internal Standards
Marker Q3 (Cat. no. BDF3010) is advised.

9| Calibrate the Blue Pippin machine as described in the Sage Science Blue
Pippin Operations Manual.

10| Load your cassette of choice into the machine, exchange the elution
buffer and check buffer levels as described in the Sage Science Blue Pippin
Operations Manual.

CRITICAL STEP The loading buffer must be at room temperature (~20°C)
before use in the Blue Pippin gel cassette
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11| Prepare your samples for loading into the Blue Pippin (final volume 40
pl) by adding 10 pl of assigned marker or loading solution. CRITICAL STEP:
This step is cassette dependant.

CRITICAL STEP Samples should be vortexed well and spun down before
loading. The loading solution contains a densifying agent that will allow the
sample to sink below the electrophoresis buffer layer in the well, increasing
the size selection accuracy.

CRITICAL STEP The fluorescein labels (on the DNA marker) will degrade at
room temperature, minimize time spent on the bench or keep on ice.

12| Program the selection range as outlined in the Sage Science Blue Pippin
Operations Manual to collect the size range in which all expanded arrays are
included.

CRITICAL STEP Programming a wider selection range can improve DNA
yield (For example ~20 bp either side of your desired fragment size).

13| Load samples slowly into appropriate lanes and run the program as
described in the Sage Science Blue Pippin Operations manual.

14| Collect the DNA extracted for the defined size range from the elution
chamber.

15| (Optional) Visualize DNA by gel electrophoresis (Figure 4). Run the
extracted DNA products (5-10 pl) on a 2% (wt/vol) agarose gel containing
SYBR safe (1 pl / 10 ml) at 100 V for ~30 min and image to check for the
presence of expanded arrays.

CRITICAL STEP This step should be carried out if the user simply desires
to check if their CRISPR system actively incorporates new spacers or not.
Visualization of the extracted products allows confirmation of the ability to
acquire spacers, and can be followed by optional deep sequencing.
CRITICAL STEP If the user desires to carry out deep sequencing without
further re-amplification this step should be carried out. Visualization of the
extracted products allows assessment of the success of the extraction and
verification of the presence of expanded arrays in the sample before
sequencing.

? See Troubleshooting (3.7.5)

16| Measure the concentration of DNA from Step 14 using the
Nanophotometer to assess which step needs to be taken next (See Figure 2
and Experimental Design).

? See Troubleshooting (3.7.5)
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PAUSE POINT DNA can be stored at 4°C overnight or frozen at -20°C for
long term storage.

CRITICAL STEP If your DNA concentration is high enough immediately after
this step to be used as input DNA for next generation sequencing library
preparation with your kit of choice it is possible to proceed directly to
sequencing (Step 20). However, it is important to note that higher starting
concentrations are often recommended for library preparation kits as DNA
can be lost when using magnetic beads.

3.7.3 Re-Ampilification of the size selected arrays to increase
detection sensitivity

TIMING ~2 hrs

17| Use the size selected DNA fragments as template DNA for a PCR
amplification with one of the primer sets outlined in the Experimental Design
section ‘Re-Amplification after Size Selection’ (Figure 5, Supplementary
Figure 1 and Supplementary Table 1). Follow option A for re-amplification
with internal primers, option B for re-amplification with degenerate primers,
or option C for re-amplification with repeat primers. Option A should be used
when a high acquisition rate is observed for your strain (Figure 6a). Options
B and C (degenerate and repeat primers respectively) are capable of
detecting rare events, enabling sensitive detection on gel, further detection
through deep sequencing and removing the unexpanded background
(Figure 6b and c). However, only the option C maintains full spacer diversity
(Table 1).

CRITICAL STEP Primer set must be system specific and chosen carefully
see details in Experimental Design and recommendations below.

(A) Re-Ampilification with Internal Primers
(i) Prepare a PCR reaction as follows, using the fragments collected in Step
14 as a template:

Reagent Volume Added  Final
Concentration

OneTag®  Quick-Load® 2X 25 pl 1X

Master Mix with Standard Buffer

FWD Internal Primer Set 2 2pl 0.4 uyM

(10uM)

REV Internal Primer Set 2 (10uM) 2 pl 0.4 uM

Size Extracted Template DNA X Ml
Molecular Biology Grade H20 Up to 50 pl
Perform PCR amplification under the following conditions:
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Cycles Denature Anneal Elongate Extend
25 94°C for 30 s 62°C* for 30 68°C for 30 68°C 2 min
] s*

* Conditions must be adapted to your specific primers and or product length

(B) Re-Ampilification with Degenerate Primers
(i) Prepare a PCR reaction as follows, using the fragments collected in Step
14 as a template:

Reagent Volume Added Final
Concentration

OneTaqg®  Quick-Load® 2X 25 pl 1X

Master Mix with Standard Buffer

FWD Degenerate Primer Master 2 ul 0.4 uM

Mix, Set 3 (10uM)

REV Degenerate Primer Set 3 2 pl 0.4 uM

(10uM)

Size Extracted Template DNA X Ml

Molecular biology grade H20 Up to 50 pl

Perform PCR amplification under the following conditions:

Cycles Denature Anneal Elongate Extend
25 94°C for 30 s 62°C* for 30 68°C for 30 68°C 2 min
S s*

* Conditions must be adapted to your specific primers and or product length

(C) Re-Ampilification with Repeat Primers
(i) Prepare a PCR reaction as follows, using the fragments collected in Step
14 as a template:

Reagent Volume Added Final
Concentration

OneTag® Quick-Load® 2X 25yl 1X

Master Mix with Standard Buffer

FWD Repeat Primer Set 4 1yl 0.2 uM

(10uM)

REV Repeat Primer Set 4(10uM) 1 pl 0.2 uM

DMSO 1.5 3%

Size Extracted Template DNA 0.5 pl

Molecular biology grade H20 Up to 50 ul

Perform PCR amplification under the following conditions:
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Cycles Denature Anneal Elongate Extend
20 94°C for 15 s 58°C* for 30 68°C for 20 68°C 2 min
s s*

* Conditions must be adapted to your specific primers and or product length

3.7.4 Visualizing spacer acquisition by Gel Electrophoresis

TIMING ~45mins

18| Run the PCR products (5-10 pl) on a 2% (wt/vol) agarose gel containing
SYBR safe (1 pl/ 10 ml) at 100 V for ~30 min to check for the presence of a
single band of your desired size (gel extraction or PCR optimization is
needed if more bands are present).

? See Troubleshooting (3.7.5)

19| Assess whether adaptation has occurred (presence of a band with the
expected size) and when next generation sequencing is planned assess if
your sample pool has a greater proportion of expanded arrays compared to
the unexpanded control array (Figure 6).

Next generation sequencing to investigate spacer content (Optional)
TIMING ~ 1 day sample library preparation, 1-2 days sequencing
CRITICAL: Sequencing of samples with a next generation sequencing
(NGS) platform allows even greater detection and more importantly
sequence specific information for the spacers acquired within the population.
There are many kits and sequencing platforms that could be used to
sequence expanded array PCR amplicons, below we provide the
preferences from our lab.

20| Measure the concentration of DNA (ng/pl) in your samples from Step 17
using the Flurometric Qubit machine for higher accuracy. Prepare samples
with the dsDNA HS kit (10 pg/uL to 100 ng/uL) in a thin walled tube to allow
accurate measurement.

21| Choose the appropriate library preparation kit for your samples input
concentrations and barcoding required. Here we use the NEBNext® Ultra™
[ DNA Library Prep Kit for lllumina® in combination with NEBNext® Multiplex
Oligos for lllumina.

22| Prepare your samples with the chosen kit to add flow cell binding
adapters and where applicable individual barcodes to each sample. This
involves end preparation (A-tailing), adaptor ligation, size selection using
magnetic beads, PCR amplification to add barcodes and a final clean up with
magnetic beads, following the manufacturer’s instructions.
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CRITICAL STEP Beads need to be at room temperature before use.
Remove from 4 °C 30 mins before use.

23| Assess the quality of your sample using the Qubit (DNA concentration in
ng/ul) and where available Bioanalyzer (fragment size and molar
concentration).

24| If you will be sequencing your sample in house: Based on the guidelines
for your sequencing instrument (here Miseq) pool all barcoded sample
libraries at the desired proportions to the recommended final concentration
here (2 nM). Denature your sample with an equal amount of freshly diluted
0.2 N NaOH and dilute to the appropriate loading concentration and volume
for the flow cell following the lllumina guidelines for the specific platform.
CRITICAL: The entire sample is not required for sequencing and it is
therefore recommended to store a portion of your sample library before
dilution and denaturation at -20 °C for long term storage.

CRITICAL STEP Use equimolar amounts of all barcoded libraries to
maintain equal depth among all samples sequenced.

CRITICAL STEP The recommended loading concentration will differ for
each sequencing machine. The recommended concentration for the MiSeq
is 6 — 10 pM, here we use 4 pM, as we load very small fragments that cluster
more efficiently than the recommended minimum 250 bp fragments.
PAUSE POINT Prepared sample library can be stored long term at 20 °C
until sequencing will be carried out.

25| Following the specific instructions for the sequencing instrument load the
appropriately diluted sample into the reagent cartridge. Next clean and load
the flow cell into the machine, check for any additional solutions required and
start the run. Alternatively, frozen libraries prepared above can be sent for
custom sequencing.

26| In order to analyse sequencing data for each sample, the sequences
must first be quality assessed, normalized, merged where necessary and de-
multiplexed (separated by unique barcodes into samples). This can be
carried out at a basic level by the sequencing instrument itself, or a software
package or more detailed pipeline can be used” 72",

27| Once de-multiplexed, for each sample all spacer-containing sequences
can be extracted by identifying conserved CRISPR array regions such as the
3’ end of the degenerate primer and the 5’ end of the repeat. The sequences
flanked by these regions can be extracted as spacer sequences®.
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28| In order to assess spacer content extracted sequences are aligned to
potential spacer sources such as the host genome, other known factors in
the cell such as plasmids or when the potential sources are unknown,
sequences can be screened using BLAST (Basic Local Alignment Search
Tool) or other sequence databases?*.

29| After extraction of all spacer sequences duplicate spacers should be
removed to determine the number of unique spacers acquired and to remove
the duplication bias created by PCR amplification. In addition, normalization
should be applied to the sequences if any form of degenerate primer was
used for re-amplification in PCR 2 (See Table 1)?'.

30| The orientation of the extracted spacers then needs to be determined to
enable extraction of the PAM containing nucleotides adjacent to the target
sequence’'"25, Web tools such as WebLogo can then be used to further aid

determination of the strongest PAM sequence for the system of interest®2.

31| Finally, spacer content (nucleotide sequence) and length of the extracted
sequences can be analysed and compared between conditions'”.

3.7.5 Troubleshooting

Table 3.2. Troubleshooting

selection

be lost during the
extraction procedure

Step | Problem Possible Reason Solution
5 Multiple bands seen after | Primers are binding to Annealing temperature
PCR amplification multiple regions of primers must be
adjusted (increased) to
be as specific as
possible
5 No PCR products Primers were not Consider a gradient
optimized to specific PCR or decreased
conditions annealing temperature
16 Low DNA vyield after size | Up to 50% of DNA can A Blue Pippin cassette

in which your DNA
fragment size is in the
middle of the selection
range should be chosen

Programming a wider
selection range should
also increase your yield

Increase the
concentration of DNA
loaded into the blue
pippin cassette by
pooling multiple PCRs
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15 A large proportion of Selection range was too | Increase the size of the
unexpanded arrays are close to the unexpanded | collection starting point
present in the extracted | array fragment size to as close to the
sample expanded array size as

possible

To widen the overall
range and increase the
yield as mentioned
previously you can
instead increase the end
collection size

18 A large proportion of The acquisition rate may | Try using the
unexpanded arrays are be very low degenerate or repeat
present after internal primers to re-amplify the
primer re-amplification extracted fragment pool

18 No PCR product can be | Low DNA yield from the | Run the extracted
visualized after re- extraction step fragment pool directly on
amplification of size a gel to ensure product
extracted fragments was extracted

18 No or low PCR yield Not enough template The template DNA

used for PCR concentration as
indicated in the protocol
can be increased
Primers were not Consider a gradient
optimized to specific PCR or lower annealing
conditions temperature

18 High levels of the There may be carryover | Increase the annealing
expanded band can be of longer products temperature to increase
seen in the control after | amplified in PCR 1 from | the primer binding
re-amplification the entire array. specificity in PCR 1

There could be a Increase the annealing

contamination or an temperature in PCR 2

amplification artefact,

caused by repeats Lower the number of

binding to each other, cycles and template

present in the sample used for the re-
amplification PCR and
check control levels

18 High levels of the| A large proportion of | Lower the number of

unexpanded array band
can be seen in the control
after re-amplification

unexpanded or control
arrays are still present
after size extraction

cycles and template
used for the re-
amplification PCR and
check control levels

Increase the annealing
temperature to increase
the  primer  binding
specificity
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Consider changing
primer set for the re-
amplification

If this does not work
repeat the size extraction
using the previously
extracted sample pool

Or alternatively use the

size extracted DNA
directly for deep
sequencing

18 Bands are not clearly | Gel was not run long | Increase the percentage
distinguishable enough | enough or DNA vyield is | of your gel and run the
on the agarose gel to | low and hard to visualize | products for longer
determine expanded:
unexpanded array ratio If this does not work

consider staining with
SYBR Gold for clearer
bands

3.7.6 Timing

Step 1, Overnight growth ~12 hrs

Steps 2 and 3 (optional), Genomic DNA extraction 1 hr

Step 4, PCR amplification 1 2 hrs

Steps 5-7, Gel electrophoresis and purification of sample 1 hr

Steps 8-14, Extraction of expanded arrays 2 hrs

Step 15 (optional), Visualization of extracted DNA 45 mins

Steps 16, Determination of DNA concentration 10 mins

Step 17, PCR amplification 2 ~2 hrs

Steps 18 and 19, Gel electrophoresis to visualize expanded arrays and
determine if sequencing is necessary 45 mins

Steps 20-24 (optional), Sample preparation for next generation sequencing
~1 day

Step 25-31 (optional), Next generation sequencing sequencing and analysis
of prepared sample ~1-2 days
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3.8 Anticipated Results

The outlined protocol provides a method enabling detection of spacer
acquired by active CRISPR systems even at extremely low levels. To test
the sensitivity of CAPTURE we mimicked a population in which only a small
fraction of the cells had acquired one new spacer. To achieve this we used
both the wild type strain Escherichia coli K12 BW25113 containing a type |-
E CRISPR system?’ and a variant of this strain, known to contain an extra
32 bp spacer'®, referred to as unexpanded and expanded respectively
(Figure. 3). The low prevalence of acquisition was simulated by the serial
dilution of genomic DNA extracted from the expanded strain to 10-% in DNA
extracted from the unexpanded strain. Such a dilution series allowed us to
test the true sensitivity of our method by simulating acquisition rates as low
as 1in 10° expanded arrays (0.0001% of the population) with an upper limit
of 1in 10 expanded arrays (10% of the population) acquiring a spacer (Fig.
3.6). In our experience if all steps are followed this procedure can detect
spacers acquired in just 1 in 10° cells of a population (Fig. 3.6), a sensitivity
which can be increased even further with the subsequent use of deep
sequencing on the prepared sample'’.
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3.10 Supplementary Information

Supplementary Table 3.1:

Oligonucleotide sets used for this protoco

Primer Set

Step
Primers
are
used in

Primer
name (in
this
protocol)

Sequence 5’ — 3’

Description

Set 1
(Initial
Primers)

4

1

GGATGTGTTGTTTGTGTGATAC

FWD
Anneals in
the leader
sequence of
CRISPR2.3

ACGCCTTTTTGCGATTGC

REV Anneals
in Spacer 1
of CRISPR
2.3

Set 2
(Internal
Primers)

17 (A)

GTTGGTAGATTGTGACTGGC

FWD
Anneals in
the leader
sequence of
CRISPR2.3
(Internal)

ACGCCTTTTTGCGATTGC

REV Anneals
in Spacer 1
of CRISPR
2.3

Set 3
(Degenerate
Primers)

17 (B)

AGCGGGGATAAACCGC

FWD
Anneals in
the type I-E
repeat with C
at the 3’ end

AGCGGGGATAAACCGA

FWD
Anneals in
the type I-E
repeat with A
at the 3’ end

AGCGGGGATAAACCGT

FWD
Anneals in
the type I-E
repeat with T
at the 3’ end

ACGCCTTTTTGCGATTGC

REV Anneals
in Spacer 1
of CRISPR
2.3

Set 4

17 ()

GCTGGCGCGGGGAACAC

FWD
Anneals in
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(Repeat type I-E
Primers) repeat
8 GCCAGCGGGGATAAACC REV Anneals
in type I-E
repeat

*Underlined character indicates a unique spacer binding nucleotide
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Abstract

CRISPR-Cas systems encode RNA-guided surveillance complexes to find
and cleave invading DNA elements. While it is thought that invaders are
neutralized minutes after cell entry, the mechanism and kinetics of target
search and its impact on CRISPR protection levels have remained unknown.
Here we visualized individual Cascade complexes in a native type | CRISPR-
Cas system. We uncovered an exponential relationship between Cascade
copy number and CRISPR interference levels, pointing to a time-driven arms
race between invader replication and target search, in which 20 Cascade
complexes provide 50% protection. Driven by PAM-interacting subunit
Cas8e, Cascade spends half its search time rapidly probing DNA (~30 ms)
in the nucleoid. We further demonstrate that target DNA transcription and
CRISPR arrays affect the integrity of Cascade and impact CRISPR
interference. Our work establishes the mechanism of cellular DNA
surveillance by Cascade that allows the timely detection of invading DNA in
a crowded, DNA-packed environment.
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4.1 Introduction

RNA-guided CRISPR-Cas surveillance complexes have evolved to
specifically and rapidly recognize sequences of previously catalogued
mobile genetic elements (MGEs) '. Target DNA recognition depends on
CRISPR RNA (crRNA) — DNA complementarity and on the presence of a
protospacer adjacent motif (PAM), a short nucleotide sequence flanking the
target site 23. To work effectively, the complexes need to find their targets
fast enough to prevent an MGE from becoming established in the cell, which
can occur within minutes upon cell entry 4. Target search inside a cell faces
a multitude of challenges: Firstly, cells are packed with DNA, and crRNA
surveillance complexes need to find the needle in a haystack before an
invading element takes control of the cell. PAM scanning and crRNA-seed
interactions with the target have been suggested to speed up the search
process by drastically reducing the number of potential target sites in the
genome 58, Several studies have shown that crRNA-effector complexes
spend more time probing PAM rich regions, which is indicative of its function
as the first recognition site 7-°. The Escherichia coli K12 genome contains
127.081 preferred PAMs (CTT) that are recognized by the crRNA-effector
complex Cascade in the Type I-E CRISPR-Cas system 0. This large number
of PAMs suggests that the interaction with the PAM needs to be sufficiently
fast to cover enough sequence space to find an invading DNA sequence in
time. A second challenge is posed by the action of other proteins present in
the cell such as DNA binding proteins, DNA or RNA polymerases that may
interfere with target search and formation of target bound crRNA complexes
511, Some invading MGEs even use specialized anti-CRISPR proteins to
inhibit crRNA-effector complexes and impair the target search process 1213,
A third challenge that microbes face is to produce appropriate levels of
Cascade complexes loaded with one particular crRNA to provide protection
against a single invading element. While adding more and more spacers to
CRISPR arrays will have the benefit of recognizing many invaders, the
tradeoff is that long CRISPR arrays will dilute the number of Cascade
complexes loaded with a particular crRNA, potentially decreasing the
CRISPR response against that target. These cellular challenges raise the
question how Cascade can navigate the crowded cell sufficiently fast to find
DNA targets, and how many copies of Cascade are required to do so.

Here, we report the visualization of single-molecule Type I-E Cascade
complexes in a native E. coli CRISPR-Cas system in vivo. We found that the
probability of successful CRISPR protection depends exponentially on
Cascade copy numbers, which leads to a time-driven arms race model
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between Cascade target search and invader replication. The localization of
Cascade shows the complex is enriched inside the nucleoid. We determined
that 60% of the Cas8e subunit is incorporated into Cascade complexes and
that Cascade DNA probing interactions are very rapid (~ 30 ms) and are
driven by Cas8e. Furthermore, transcription of targets and CRISPR arrays
reduce the number of functional complexes in the cell. Our work sheds light
on target search and dynamical assembly of Cascade complexes in their
native cellular environment, and describes how these processes impact
CRISPR protection levels.

4.2 Results

4.2.1 Visualizing Cascade abundance and target search at the single-
molecule level

To investigate how microbes deal with these challenges at the cellular level
we used intracellular single-particle tracking Photo-Activated Localization
Microscopy (sptPALM) 15 a technique capable of following the movement
and abundance of individual fluorescently-tagged proteins in cells with high
precision. By genetically fusing a photoactivatable fluorescent protein
(PAmCherry2, %) to the N-terminus of Cascade-subunit Cas8e (Fig. 4.1a),
which was the only subunit for which labeling had no influence on the
CRISPR interference ability of this strain (Fig. 4.1b), we were able to monitor
the mobility and abundance of Cascade complexes in E. coli cells.

4.2.2 Twenty Cascade complexes provide 50% CRISPR protection

We first wanted to link the copy number of Cascade to successful target
search, and established an assay that measures the level of CRISPR
protection in cells at the time of cell entry by a mobile genetic element (MGE).
In this assay all Cascade complexes present in the cell must be able to target
the incoming MGE and Cascade target search has to be rate limiting. To
meet the first requirement, we constructed a high copy plasmid (pTarget;
Fig. 4.1b) containing target sites for all 18 spacers found in the genomic
arrays of E. coli K12, such that all Cascade complexes would be targeting
the incoming plasmid. Secondly, we ensured that Cascade copy numbers
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were rate limiting '” by equipping cells with a low copy plasmid expressing
the nuclease Cas3 (pCas3, adapted from 18).

We achieved different expression levels of Cascade in the cell by tuning the
expression of the native regulator LeuO ' (Fig. 4.1¢). The copy numbers of
Cascade under these varying levels of LeuO induction were estimated from
the number of fluorescent particles present in the cell, taking complex
assembly (see following section), growth rate (Table S1) and maturation time
of PAmCherry into account (Fig. 4.1d; Methods). We found that the average
number of Cascade complexes per cell in the absence of LeuO induction
was low (~4 copies) and that copy numbers increased more than 30-fold for
the highest induction level (~130 copies). We measured the interference
ability under these conditions by determining the probability that pTarget
becomes established in a cell. We observed that establishment of pTarget
decreases sharply with increasing copy numbers of Cascade (Fig. 4.1e).
However, even with 130 Cascade complexes present, we still observed a
level of pTarget survival (~0.5%).

To explain these observations, we modelled the probability that an invading
MGE becomes established in the cell depending on the number of Cascade
complexes that target this specific MGE. The model is based on multi-copy
plasmids and phage systems, where the DNA clearance is most likely to
occur when an invader enters as a single copy, as the concentration of
invading DNA increases over time. Therefore, depending on the invader and
the level of CRISPR interference, there will be a critical time point (f;) beyond
which the invader is permanently established inside the cell and can no
longer be cleared '°. Our model describes the probability that it takes a
certain copy number of proteins (n) each with an average search time (t; ) to
find the target before t. is reached.

Our model accurately predicted that pTarget establishment decreases
exponentially with increasing copy numbers of Cascade (Fig. 4.1e,
Methods). When we translated these establishment probabilities into
interference levels, we could deduce that around 20 Cascade complexes are
required to reach a CRISPR interference level of 50% (Fig. 4.1f). The
exponential relationship further entails every subsequent 20 complexes
halve the number of cells not able to achieve interference, which means that
40 Cascade complexes can provide 75% interference; 60 Cascade
complexes 87.5%.
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Figure 4.1: Cascade copy number vs CRISPR protection. a, Chromosomal locus of the
Cascade subunits and integration site of the photoactivatable fluorescent protein upstream
of cas8e. b, pTarget establishment, calculated from the ratio of transformation of
pTarget/pGFPuv, is a measure for the interference level of the CRISPR system. To test
whether tagged Cascade complexes were able to function normally, we compared the
tagged strain to the untagged and the Acas3 strain. pTarget (bottom right) contains
protospacers for all spacers in the K12 genome (colored, not all depicted) and are flanked
by a 5-CTT-3’ PAM (black bars). ¢, Overlay of brightfield image of cells (grey) and single
molecule signal (red) from a single representative frame for different induction levels. d,
Number of fluorescent particles measured in each cell plotted for different levels of Cascade
expression (left). The mean number of fluorescent particles (+ standard deviation; table left
column) was converted to a Cascade copy number (table right column, Methods). e, pTarget
establishment plotted for different copy numbers of Cascade. The data points were fitted
with an exponential decay function. pTarget establishment = e??, where n equals Cascade
copy number and a the fitted coefficient. In our model a = t,/t.. f, The fitted exponential
decay on the left converted into an interference level (Interferencelevel =
1- pTarget establishment). Indicated in red (dashed) is the amount of Cascade copies
required for 50% interference.
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It becomes very unlikely for the CRISPR system to destroy multiple genetic
copies of the MGE if it has failed to destroy the single copy that was present
at the start before replication. Therefore, we can approximate t;, with the
replication time of the plasmid in the absence of copy number control (~3
min, %), which allows us to retrieve an estimated search time of ~90 minutes
for one Cascade complex to find a single target in the cell (Methods). In
contrast to pTarget establishment, which decreases exponentially, the
average search time decreases linearly with increasing copy numbers of
Cascade. Therefore 10 Cascade complexes require approximately 9
minutes to find a single target, while 90 Cascade complexes could achieve
this within a minute.

To summarize, we found a direct relation between the number of Cascade
complexes and the establishment probability of an MGE. The native E. coli
system requires 20 Cascade complexes loaded with a cognate crRNA to
obtain 50% CRISPR interference levels. This relation depends on the
replication rate of the invading MGE and the average search time of a single
complex and demonstrates the importance of rapid target search on CRISPR
interference ability.

4.2.3 The majority of Cas8e assembles into the Cascade complex

To quantify the dynamics of target search, we traced the diffusion paths of
thousands of individual complexes in the bacterial cell (Fig. 4.2a). The
apparent diffusion coefficient D*, a measure for mobility, of Cascade was
calculated by extracting the displacement of each fluorescent particle for four
consecutive 10 ms steps, allowing us to investigate the abundance, mobility
and behavior of individual complexes and subunits in the cell. To minimize
the influence of spurious autofluorescent particles in E. coli ?', we used
expression levels with the highest estimated Cascade copy numbers (~130
copies, high induction; Fig. 4.1d).

To distinguish diffusion of Cascade complexes from monomeric Cas8e
subunits, we first measured the diffusion of the tagged Cas8e fusion protein
in a strain lacking genes of the other four Cascade subunits in the genome
(Cas11, Cas7, Casb, and Cas6e). Based on the role of Cas8e in non-specific
DNA binding %>2*, we expected to find mobile and DNA-bound populations
of Cas8e.
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Figure 4.2: Diffusion behavior of Cas8e and Cascade. a, Tracks with small (blue),
intermediate (orange) and large (yellow) displacements from a single cell of the WT strain
(left). The most likely state for three tracks is indicated, although, due to limited track length
and fast transitions, states cannot be assigned confidently to every individual track. The D*
distribution (middle), from a large population of tracks, enables reliable extraction of DNA
interaction kinetic parameters (pseudo-first order on-rate (k;,), off-rate (k.¢) and the
apparent free diffusion coefficient (Dg.,)) by using analytical diffusion distribution analysis
(DDA; right). These parameters further allow the calculation of the fraction DNA bound
(fonpna)- b-d, D* distributions for b, Cas8e, ¢, Cascade and d, ACRISPR strain. Total
(black), Cas8e (blue) and Cascade (green) fractions fits are indicated by lines. Parameters
(right) of Cas8e (b) were used to fit the Cas8e fraction in Cascade (c-d). Error estimation is
based on bootstrapping (+ standard deviation). See also Figure S1, S2 and S3.

However, we were unable to describe the data accurately by static two-state
models of non-interconverting fractions (Supplementary Fig. 4.1). We
therefore hypothesized that rapid DNA binding and unbinding events of
Cascade on a timescale similar to the framerate (~10-40 ms) would lead to
time-averaging of a mobile state (high D* values) and a DNA-bound state
(low D* values), giving rise to intermediate D* values (Fig. 4.2a). We
accounted for these events by developing a generally applicable analysis
method called analytical Diffusion Distribution Analysis (analytical DDA),
which is useful for proteins with fast transitioning kinetics between states with
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different diffusion coefficients, such as DNA-interacting proteins. The
distribution of D* values is not only affected by the fraction of the time spent
bound and freely diffusing, but furthermore changes depending on the
absolute transition rates (Supplementary Fig. 4.2). Therefore this method
allows us to extract quantitative information on DNA binding kinetics and
enables the study of fast transition rates previously inaccessible to sptPALM
(Methods).

When we applied the analytical DDA on the Cas8e diffusional data, we
retrieved an average residence time of ~30 ms on DNA and a similar average
time spent (~30 ms) rapidly diffusing (D* ~3.5 um?/s, as expected for a
protein of 82 kDa; Methods), indicating that Cas8e is bound to DNA for
~50% of the time (Fig. 4.2b). The D* distribution of Cas8e then allowed us
to extract the diffusion behavior of the Cascade complex as a whole. We
estimated the fraction of free Cas8e and Cascade-containing Cas8e at 40%
and 60%, respectively (Fig. 4.2c). This finding suggests that Cas8e is
produced in excess '8 or somehow involved in a dynamic interaction with the
core Cascade subunits (crRNA, Cas11, Cas7, Cas5, Cas6e) 2223,

Surprisingly, we found that the DNA binding kinetics of Cascade were similar
to Cas8e alone, indicating that Cas8e is an important driver of DNA probing
characteristics of the Cascade complex. Furthermore, the DNA residence
times are on average ~30 ms and are thereby considerably shorter than the
0.1-10 s that have been reported for in vitro studies previously 72425 As
expected, we found a smaller diffusion coefficient for unbound Cascade
complexes (~1.0 um?/s) (Methods) due to their larger size. Together, our
analysis shows that more than half of the Cas8e proteins are part of intact
Cascade complexes, and that the DNA interacting behavior of Cascade is
largely determined by the properties of Cas8e.

The probing kinetics that we measured determine the number of sites
Cascade can scan every minute. The total time Cascade needs to probe a
single site includes the average time the complex is bound to a DNA site and
the average time it requires to find the next DNA site. The Cascade probing
time in vivo sums up to roughly 60 ms (1/k.g + 1/K,, ), which implies that the
complex is able to scan approximately 1000 DNA sites per minute. The
probing kinetics of single sites are furthermore linked to the distributions of
target search times, and with simulations we could verify that our model of
Cascade DNA scanning indeed leads to the expected distribution of
interference levels (Supplementary Fig. 4.3). Using our previous estimate
of the overall target search time for a single Cascade of ~ 90 min, we
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calculate that the complex scans 90.000 DNA sites in the cell before finding
a target (Methods).

To investigate the role of crRNAs in Cascade complex assembly, we deleted
all CRISPR arrays in the K12 genome (ACRISPR). The resulting diffusion
behavior can be described by fractions of free Cas8e and with Cascade-like
diffusion behavior (Fig. 4.2d) that almost entirely lacks interaction with DNA
(fonona = 3%). This indicates that although Cascade (sub)complex formation
does not strictly require the presence of crRNA 2627 Cascade assembly is
greatly enhanced by crRNA. Taken together, the majority of Cas8e proteins
are incorporated in Cascade complexes in the presence of crRNA, and this
gives Cascade DNA interacting properties.

4.2.4 Cascade is enriched but not exclusively present in the nucleoid

Not all potential DNA interaction sites in the host chromosome might be
accessible to Cascade. The host DNA is concentrated in the middle of the
cell in the nucleoid and is very compact which excludes large complexes
such as ribosomes 2. Nucleoid exclusion would reduce the amount of DNA
available for scanning and increase the amount of freely diffusing Cascade
complexes. To investigate whether the DNA-bound fraction is governed by
affinity properties of Cascade for DNA rather than a restricted search space
outside the DNA-containing nucleoid region, we studied the spatial
distribution of Cascade localizations. Nucleoid-excluded ribosomes are
enriched away from the central long axis of the cell ?°. For Cascade, we found
a homogeneous spatial distribution throughout the cell (Fig. 4.3a), indicating
that Cascade is small enough to freely scan the nucleoid for target sites.

We furthermore used the spatial distribution of Cascade to extract
quantitative information on the DNA-bound fraction. To that purpose, we
created a DNA-free environment in the cell by adding cephalexin 3. This
antibiotic affects cell wall synthesis and causes cells to elongate, forming
DNA-free cytoplasmic space between nucleoids without condensing the
nucleoid (Fig. 4.3b). The time Cascade is bound to DNA is inherently linked
to the relative amount it spends in DNA-free and DNA containing regions.
Therefore, by calculating the relative amount of localizations in both regions
(Enrichment Factor; EF) we can extract the fraction of time spent on DNA
independently from the DDA analysis. Cascade was only moderately
enriched (EF of 1.8 £ 0.2 fold) in the nucleoid regions (Fig. 4.3c), indicating
that Cascade spends a considerable amount of time diffusing in the
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cytoplasm while not associated with DNA. From the enrichment factor, the
fraction of Cascade complexes bound to DNA can be approximated to 45%
(Fig. 4.3d; for derivation see Methods). This value is consistent with the ~
50% value we extracted from the DDA distribution of Cascade (Fig. 4.2c).
However, it strongly contrasts other DNA binding proteins such as Fis and
RNA polymerase, which show a much higher nucleoid enrichment 33!, The
above findings indicate that Cascade inherently spends more time freely
diffusing the cell and that this is caused by the nature of DNA-Cascade
interactions and not by size-based nucleoid exclusion, as is the case for
ribosomes 2°. Therefore, we decided to study the nature of the DNA
interactions in more depth.

4.2.5 Cascade-DNA interactions are not only PAM-dependent

Next, we assessed how PAM interactions contributed to DNA binding by
introducing mutation G160A in the Cas8e subunit which abolishes the
interaction with the PAM 32, This G160A mutation decreased the fraction of
DNA-bound Cascade from 41 £ 11 to 28 = 6% (Fig. 4.4a) without fully
inhibiting DNA binding, suggesting that PAM-independent interactions 32-34
play a role in DNA probing as well. To assess the contribution of these
different types of interactions to the average DNA residence time found
previously, we measured the persistence of Cascade-DNA interactions by
increasing the dark time between exposures (Fig. 4.4b). Our data showed
that sustained binding events at longer time scales (100 — 250 ms) were
more frequently observed for WT Cascade than for the PAM binding mutant
complex Cascade-Cas8ecis0a (Fig. 4.4c). Together with the increased off-
rate of the mutated complex (Fig. 4.4a), this finding demonstrates that PAM-
dependent interactions of Cascade with DNA last longer than PAM-
independent interactions.
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Figure 4.3: Cascade localization inside the cell. a, Localization of Cascade in the cell.
Left: Distribution of Cascade over the cell width (n = 33 cells; 15428 localizations): in orange
is indicated the expected distribution in case of a homogeneous localization within the cell.
Right: same localizations plotted within dimensions of single cell in which the cell length and
cell width of each cell was normalized. b, Overlay of DAPI fluorescence and brightfield
image (left) with Cascade localizations (right) in cephalexin treated cells. ¢, The nucleoid
enrichment in the WT strain (27 subregions in 18 cells). The average ratio is indicated with
a black bar. The expected ratio if Cascade has no interaction with DNA is indicated in red
(dashed). d, Relation between DNA bound fraction and nucleoid enrichment. Left: A
theoretical relation between nucleoid enrichment and DNA bound fraction was derived
(Methods) and compared to simulated values for different amounts of fonpna. Right:
Localizations of simulated Cascade proteins (n =50.000) diffusing through part of an
elongated cell are plotted on top of long cell axis. A DNA-free region (black bar) is visible
due to enrichment of Cascade binding to DNA in nucleoid regions. Simulations of particles
were performed with off-rate of 38 s-* and an on-rate of 26 s-' to reach a nucleoid enrichment
of 1.8, similar to the average that was found for Cascade.
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Figure 4.4: PAM-dependent and PAM-independent DNA probing. a, D* distributions for
Cascade and Cas8e with a mutation (G160A) deficient in PAM binding. To compare kinetic
rates, we assumed that the relative Cas8e-Cascade fractions and the diffusion of free
Cascade and Cas8e were not altered by the mutation and those values were fixed. b,
Depiction of persistence analysis. Increasing the integration time while keeping exposure
time constant and counting the number of localizations within a certain radius allow the
calculation of the persistence of binding events. ¢, The relative amount of long binding
events (6 consecutive localizations within rmax: 1 pixel (0.128 um) of the mean position) for
WT and PAM binding mutant Cascade normalized to 50 ms integration time. Error
estimation in (a) and (c) is based on bootstrapping (+ standard deviation).

4.2.6 Target DNA binding is influenced by the cellular environment

After establishing intrinsic DNA probing characteristics of Cascade, we next
investigated its diffusion behavior in the presence of targets (Fig. 4.5). To
prevent target DNA degradation by Cas3 nucleases, we deleted the cas3
gene and verified that the deletion did not alter Cascade diffusion behavior
(Supplementary Fig. 4.4). To verify that all Cascade complexes could bind
a target, we measured the copy number of pTarget to be ~ 400 copies/cell
(Supplementary Fig. 4.5). As the native E. coli CRISPR arrays contain 18
spacers, this resulted in ~7000 target sites per cell which far outnumbers
Cascade copy numbers under our growth conditions (~130, Fig. 4.1d).
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Figure 4.5: Cascade - DNA interactions in the presence of targets. (a-b), D* distribution
for the Acas3 strain carrying pTarget (a) and pTarget-RNAP (b). pTarget contains
protospacers for all spacers in the K12 genome (colored, not all depicted) and are flanked
by a 5-CTT-3' PAM (black bars). Cascade (probing) (green) and Cas8e (blue) fractions
were fitted with parameters from Figure 1C and 1D, and a new target-bound fraction
(Cascade (bound)) was introduced as a single diffusion state (D* = 0.06 um2/s (+02/t); red).
¢, The abundance of sustained binding events as in Figure 3C, but for WT and pTarget-
carrying cells. (d-e), D* distribution for the Acas3 strain carrying pCRISPR1 (d) and
pCRISPR1-RNAP (e). pCRISPR1 contains the same protospacers as pTarget that are now
flanked by repeat PAMs. f, In vivo Kp estimates based on the ratio between Probing/Bound
Cascade and the plasmid copy number (Figure S5; Methods). g, pTarget establishment for
Acas3 (blue), WT (high induction; green), an empty high copy plasmid (pControl; pink), and
low or high copy plasmids carrying CRISPR arrays (pCRISPR2_LC/pCRISPR2;
grey/purple). Each dot represents an independent biological replicate. h, pTarget
establishment plotted for different copy numbers of Cascade. Same as Figure 1E but with
addition of pCRISPR2. The Cascade copy number of the pCRISPR2 strain was estimated
from the relative abundance of the Cascade (probing) fraction in the WT (high induction;
Figure 2¢) and pCRISPR2 (Figure S4) strain. Each dot represents an independent biological
replicate. Error estimation in (a-f) is based on bootstrapping (+ standard deviation).

See also Figure S4, S5 and S6.
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Compared to a non-targeted control plasmid (Supplementary Fig. 4.4), the
introduction of pTarget in cells decreased the fraction of free Cascade
complexes (from 60 + 4 to 29 + 3%), and gave rise to a 34 + 2% immobile,
target-bound Cascade fraction (Dzascade(bound) =0.06 ym?/s) (Figure 5A). As

expected, addition of pTarget increased the persistence of sustained binding
events, indicating specific DNA target binding (Fig. 4.5¢). The combined
information of plasmid copy number and the ratio of probing to target bound
Cascade enabled us to determine a cellular Kp value for the affinity of
Cascade for targets of ~180 nM (Fig. 4.5f; Methods), indicating that the

affinity in vivo is around 10 times lower than what has been observed in vitro
32

We hypothesized that transcription of DNA along target sites would be one
of the main factors influencing Cascade target DNA binding. To investigate
the effects of transcription by host RNA polymerase (RNAP), we introduced
a (lac) promoter in front of the pTarget sequence. To our surprise, we
observed that the affinity of Cascade for target sites that undergo
transcription (~100 nM) was higher than for non-transcribed target sites
(~180 nM; probing/target bound Cascade from 0.5 + 0.1 to 0.9 + 0.1). In
addition, we observed an increased fraction of free Cas8e subunits (from 37
* 2% to 54 £ 2%) in the strain containing transcribed pTarget (Fig. 4.5b).
Collectively, these findings suggest that transcription of a target DNA
sequence somehow facilitates target search and increases the affinity of a
target. In addition, it appears that collisions of RNAP with target-bound
Cascade result in changes in the Cascade assembly, likely by dissociation
of the Cas8e subunit from the complex upon collision with RNA polymerase,
which potentially dissociates Cascade from the target. The relatively
dynamic association of Cas8e within the Cascade complex has been
observed previously in vitro 22 and was more recently also observed upon
binding to the CRISPR array . We hypothesized that this dynamic behavior
might be a functional characteristic and will also occur upon encountering
CRISPR arrays inside the cell. To test this hypothesis, we made a variant of
pTarget where all 18 interference PAMs were replaced by the trinucleotide
sequence matching the repeats of the CRISPR array (pCRISPR1). Cascade
did not show any interaction with the non-transcribed pCRISPR1 plasmid
(Fig. 4.5d). However, when we added a promoter sequence in front of the
pCRISPR1 array of targets, we observed moderately enhanced levels of free
Cas8e (from 40 = 1 to 56 = 1%) (Fig. 4.5e), reminiscent of Cas8e expulsion
from the complex upon collision with RNA polymerase, or from targets with
repeat like PAMs 35, Effectively this shows that transcribed CRISPR arrays
may function as target decoys in the cell and can therefore potentially
influence the levels of functional Cascade complexes in the cell.
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To test whether CRISPR array really form decoys in the cell and could impact
interference levels, we constructed a compatible high copy number plasmid
pCRISPR2 containing a normal CRISPR array (Supplementary Fig. 4.6).
While the introduction of pCRISPR2 into cells containing pTarget only led to
a small decrease in the number of Cascade complexes (15% less)
(Supplementary Fig. 4.4), the CRISPR interference levels were reduced by
as much as 50% (Fig. 4.5g). This effect was not observed with low copy
variant of pCRISPR2 (pCRISPR2_LC) or with a high copy plasmid lacking
CRISPR arrays (pControl), indicating that this effect comes from the
presence of a large number of CRISPR arrays in the cell (Fig. 4.5g). We
further found that the observed impact of CRISPR arrays on Cascade copy
number and interference level fits well with our previously predicted relation
between Cascade copy numbers and probability of successful MGE
establishment (Fig. 4.5h). It furthermore demonstrates how relatively small
changes in Cascade copy numbers (15%) can have a big impact on CRISPR
interference levels (50%). Taken together, our data indicate that Cascade
target search and binding is strongly influenced by the action of RNA
polymerase and that CRISPR arrays form target decoys in the cell, which
can affect CRISPR interference levels.

4.3 Discussion

How crRNA-effector complexes can achieve timely detection of incoming
mobile genetic elements in the crowded environment of the cell is an
intriguing aspect of CRISPR biology that remains poorly understood. We
provide first insights into the fundamental kinetics of the surveillance
behavior of type | crRNA-effector complexes in their native cellular
environment. We determined how many copies of Cascade are required to
establish effective immunity and uncovered how Cascade complexes
navigate the crowded bacterial cell packed with DNA. Our results indicate
that Cascade does not restrict its search space to parts of the cell, for
example the nucleoid-free periphery, but instead is occupied scanning the
entire host nucleoid for a match. Depending on genome size of a microbe
and the number of copies of the genome in the cell, the nucleoid size may
vary widely. To cover this vast sequence space sufficiently fast, the Cascade
complex interrogates DNA sequences by using a combination of PAM-
dependent and PAM-independent interactions which on average last only 30
ms. This probing interaction is much faster than previously reported
interaction times determined of type | Cascade complexes by in vitro
methods, which range between 0.1 and 10 s 72425 The ability to rapidly
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probe DNA sequences for potential matches with the crRNA, and to move
from one place in the nucleoid to the next, may explain how a relatively low
number of Cascade complexes in E. coli may still confer CRISPR immunity.
Interestingly, the average probing time of 30 ms for Cascade matches values
found for Streptococcus pyogenes dCas9 in E. coli %3¢, suggesting that DNA
probing interactions of crRNA-effector complexes from both Class | and Il
systems may have evolved independently to take place at this time scale.

The probing kinetics we measured for Cascade will allow the complex to
scan 1000 DNA sites per minute. Given the abundance of PAMs in the host
DNA, this interaction time would lead to a search time in the order of hours.
This value matches our independently calculated estimate of 1.5 hours for a
single Cascade to find a single DNA target in the cell, which is four times
faster than dCas9 search time estimates of 6 hours °. However, our data also
indicates that Cascade not only probes PAMs, the complex also spends a
considerable amount of time engaged in PAM-independent DNA
interactions. These might be constituted by direct crRNA — DNA interactions
37.38  or electrostatic interactions of Cascade with the DNA 3339 This
suggests an even larger DNA sequence space needs to be covered, creating
the need for even more efficient and functionally flexible surveillance
solutions. This more flexible probing behavior would be required to recognize
targets with mutations in the PAM or protospacer in order to trigger a
CRISPR memory update pathway called priming “°#', which appears to be
unique for type | CRISPR-Cas systems.

One possibility to reconcile Cascade DNA probing characteristics to the
overall search time could be that Cascade undergoes facilitated 1D DNA
sliding, where Cascade probes multiple sites per DNA binding event. We
have shown that Cascade spends 50% of its search time on DNA, and the
other 50% diffusing to a new site in the cytoplasm. This value may seem low
compared to other DNA interacting proteins such as transcription factor Lacl,
which is DNA bound for 90% of the time (EIf et al., 2007). However, 50% has
been theoretically derived as the optimum for a target search process
involving one-dimensional DNA sliding and 3D translocation/hopping
(Slutsky and Mirny, 2004). Indeed, recently it has been shown in vitro that
Cascade and Cas9 can slide along the DNA in search of targets %%, If this
also occurs in vivo, this would be a striking example of a DNA binding protein
having an optimized time division between DNA-bound and freely mobile
states to survey the DNA content of the cell.

The relatively high abundance (50%) of freely diffusing Cascade complexes
may have benefits as well, as this will lead to more Cascade complexes in
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the periphery of the cell outside of the nucleoid. By surveying these
peripheral regions more frequently, Cascade may be able to detect incoming
bacteriophage or plasmid DNA more rapidly when these genetic elements
enter the cell.

Besides the chromosomal host DNA, other cellular constituents also affect
target DNA binding properties. We found a much higher Kp value in vivo (180
nM) than was reported earlier using in vitro methods (20 nM) 32. The
discrepancy in binding affinity between in vivo and in vitro measurements
may be caused by an increase in target search time (i.e. a lower on-rate) or
an increase in target dissociation rate (i.e. a higher off-rate) in vivo. In any
scenario, this discrepancy highlights the strong role of the crowded cellular
environment on target binding.

Counterintuitively, we have found that Cascade binds transcribed target sites
with higher affinity (100 nM) than non-transcribed target sites (180 nM).
Previous studies have shown that negative-supercoiling is required for
Cascade binding %, and that increased negative super-coiling accelerates
the rate of R-loop formation “3. As transcribed regions cause more negative
supercoiled regions in the DNA 4, this could explain the increase in the
affinity for transcriptionally active sites. Rates of spacer acquisition were also
found to be higher for transcriptionally active regions #°, so together these
effects may influence the abundance and effectivity of spacers in nature.

Next to the positive effect of transcription on target search, we have also
found that collisions between RNAP and target-bound Cascade lead to
Cascade disassembly, where the Cas8e subunit is expelled from the
Cascade core. Furthermore, CRISPR arrays themselves can ftrigger
Cascade disassembly, indicating they form target decoys in the cell. When
present at high copy number, CRISPR arrays can even impact CRISPR
interference levels (Fig. 4.5g). The loose association of Cas8e with the core
Cascade complex as observed in vitro 23, might serve a biological role in cells
to recycle Cascade from off-targets including the CRISPR array, and may
prevent Cas3 recruitment and subsequent self-targeting 46.

By measuring cellular copy numbers, and accurately measuring CRISPR
interference levels, we could uncover an exponential relationship between
the number of Cascade complexes in the cell and CRISPR interference. This
relationship describes that every 20 Cascade complexes loaded with one
crRNA can provide 50% more protection from an invading DNA element (i.e.
20 copies provide 50%, 40 copies 75% protection). Therefore at constant
Cas protein production and degradation levels, the effective concentrations
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of Cascade complexes loaded with one type of crRNA will become diluted
when CRISPR arrays become longer. The size of the CRISPR array is
therefore a tradeoff between the higher protection levels of a few spacers,
and lower protection levels of many spacers. With our findings we can test
optimality of this tradeoff under different conditions and help explain the
observed sizes of CRISPR arrays found in nature #’.

The initial entry is the most vulnerable time for the invader, but invading
MGEs have the possibility to outrun CRISPR-Cas immunity by replicating
faster than being found. In the native cellular environment, we have found
that scanning of host DNA, binding to CRISPR arrays and encountering
transcribing RNA polymerases can prevent Cascade from finding the target
before the critical time (f) is reached and the invader is permanently
established (Fig. 4.6). We therefore hypothesize the presence of a kinetic
arms race, in which invaders have evolved to replicate increasingly fast upon
cell entry, while CRISPR-systems have evolved to increase the rate at which
they are able to find the target. A recent study has indeed shown that the
replication rate of foreign elements affects CRISPR interference levels “.
Many bacteriophages use a two-stage injection “®%°, which may have
evolved to limit the amount of time their DNA is exposed to intracellular
defense mechanisms, while already allowing the production of proteins to
replicate phage DNA, control host takeover, or to inhibit host defense (e.g.
anti-CRISPR proteins) 5'. It has been previously shown that the host can
counter this strategy by selectively targeting early injected DNA regions,
maximizing the time available to look for targets 2.

The specificity and kinetics of the CRISPR-system inside the crowded
cellular environment is remarkable. Our study has observed very rapid
scanning of DNA sites by Cascade complexes and our model predicts the
impact of probing kinetics and copy numbers of Cascade on protection levels
of CRISPR-Cas systems. We believe that not only specificity and evasion
strategies such as anti-CRISPRs but also target search and infection kinetics
have played an important role in the evolution of this immune system. The
target search equations established here could be expanded to the
population level, allowing to model how individual variability in Cascade
expression levels and replication rates can impact the survival of entire
populations. Therefore, our data provides an important framework for further
quantitative cellular studies that will address how CRISPR systems optimally
deal with the challenges of cost-effective and rapid target search.
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Figure 6.6: Model of how Cascade protects the cell. Successful protection against an
invader requires Cascade target search to circumvent several potential diversions (red).
After Cascade is assembled, the complex probes the host DNA by rapidly binding and
dissociating. It uses PAM-dependent and PAM-independent DNA interactions and scans
the entire nucleoid region. If it binds to a CRISPR array (S: spacer; R: Repeat), the complex
disintegrates. When it has found its target, it depends on the search time (ty...c,) and the
critical time (t..tical) Whether the invader is cleared and the cell protected, or the invader
can replicate and establish itself in the cell. Moreover, transcription by RNA polymerase
(RNAP) can still remove bound complexes, compromising CRISPR protection.
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4.6 Methods

Cloning

The inserts to create pTarget and pCRISPR1 plasmids were purchased as
synthetic constructs from Gen9 (pTarget insert and pCRISPR1 insert; Table
S3). To increase the copy number of targets in the cell, the constructs were
cloned into a pUC19 backbone with Xbal and Kpnl restriction sites, yielding
pTarget-RNAP and pCRISPR1-RNAP. The lac promoter was removed for
both plasmids by digestion with Sall and Pcil, creating blunt ends with
Klenow Fragment and subsequently religated to yield pTarget and
pCRISPR1. CRISPR arrays were amplified from the K12 BW25113 strain
(primers BN383 and BN384; BN370 and BN385 for CRISPR array 2.1 and
2.3 respectively) and cloned into pJPC-12 plasmid containing the pSC101
ori with Kpnl and Sall sites (for CRISPR array 2.1) and Sall and EcoRYV sites
(for CRISPR array 2.3). The copy number of the plasmid could be varied by
introducing mutations in the repA gene with site-directed mutagenesis PCR
(BN373-375). The E96R mutation of RepA yields a reported copy number of
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~240/cell (pCRISPR2) compared to the WT RepA (pCRISPR2_LC) copy
numbers of ~7/cell 3. A plasmid was made from the high copy-variant that
did not contain any CRISPR arrays (pControl). All constructs were verified
by sequencing.

Recombination

The strains used in this study were created by using Lambda red
recombineering 5. Strains harbouring the pSC020 plasmid that contains
both the Lambda red recombinase and Cre-recombinase were grown at 30
°C. Before transformation of an insert containing an antibiotic resistance
marker, the expression of Red recombinase was induced with 0.2% L-
Arabinose. Colonies on the specific antibiotic plate were verified with PCR
and sequencing and subsequently Cre recombinase expression was
induced with 1 mM IPTG at 37 °C to promote plasmid and antibiotic
resistance gene loss. The strain was subsequently patch plated to screen for
resistance sensitivity due to plasmid loss.

If the scar that is left after lox-site recombination is directly upstream or
downstream of a gene it might influence gene transcription/termination. In
the design of constructs for pamcherry2 '® the lox-cat-lox sequence was
placed upstream of the IGR (Intergenic region) that is present between cas3
and cas8e. To allow for correct termination of cas3, a part of the IGR was
also added at the 5’ end of the antibiotic resistance marker. The 3’ flank of
the constructs overlapped with the cas8e gene. The 5’ flank of the constructs
matched a sequence upstream and downstream of cas3 (PAmCherry ins;
Table S3). Amplification of the constructs with a forward primer matching the
downstream region kept cas3 intact upon insertion (BG7128), whereas a
primer matching the upstream region deleted the cas3 gene allowing
measurements in the presence of targets (BG7129). The insert also
contained a part of the cas8e sequence containing a G160A mutation. This
mutation could be introduced into the gene simultaneously with the
fluorescent protein, depending on the reverse primer that was used for insert
amplification (BG7130 for WT, BG7131 for G160A).

Knockouts of the CRISPR arrays and Cas gene subunits of the K12 strain
were made by amplifying a lox-kan-lox or lox-cat-lox sequence with flanks
matching the specific sequences and introducing them into the strain as
described above (BG7366+BG7367 for CRISPR array 2.1;
BG7368+BG7369 for CRISPR array 2.2+2.3; BG8366+BG8367 for A(cas?1-
cas6e)). A full overview of the sequences of these inserts is given in Table
S3.
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Growth conditions

To prevent the high-copy target plasmids from influencing the growth rate of
the strains and therefore changing the fraction of matured PAmCherry
complexes we used a rich defined medium with minimal autofluorescence.
Strains were grown in M9 minimal medium containing the following
supplements: 0.4% glucose, 1x EZ amino acids supplements (M2104
Teknova), 20 pg/ml uracil (Sigma-Aldrich), TmM MgSQO4 (Sigma-Aldrich) and
0.1 mM CacCl, (Sigma-Aldrich) (further referred to as M9 medium). Strains
were inoculated o/n from glycerol stocks and 200x diluted in fresh medium
the next day. Cells were always grown with the required antibiotics. The
expression level of Cascade for strains carrying the pKEDR13 plasmid could
be tuned by different expression levels of LeuO. The expression level
referred to in the text as low induction was achieved by leaky expression of
LeuO (no addition of IPTG), medium induction was achieved by addition of
low levels of IPTG (0.01 mM), whereas high induction was achieved by
addition of 1 mM IPTG upon dilution of the o/n culture. For all sptPALM
measurements the high induction condition was used. The cells were grown
for ~2.5 hours to an OD of 0.1 before use. For enforced elongation of cells,
cephalexin (40 pg/ml) was added 0.5 hour after fresh inoculation and grown
for two more hours. When required, DAPI for staining of DNA was added
right before imaging (0.5 mg/ml).

Transformation assay

Each culture was grown under conditions described above and 30 ml were
used to create competent cells. Cells were washed 3 times in ice-cold 10%
glycerol solution and the final culture was reduced to 250 ul. The cells were
aliquoted and stored at -80 °C. A mixture of pTarget (10 pg/ul) and pGFPuv
(10pg/ul) was transformed into 40 pl of culture. In case of strong interference
levels, the ratio was adjusted to a 100:1 (pTarget (100 pg/ul):pGFPuv (1
pg/ul)). The transformability of strains was linear in these concentration
regimes, allowing these different relative concentrations to be used.
Electroporated cells were immediately plated in two dilutions on plates
containing ampicillin (100 pg/ml) and glucose (0.4%). Glucose was added to
prevent premature expression of GFPuv which would cause a decrease in
fitness of cells containing this plasmid. The next day, 96 colonies from each
replicate were reinoculated in 96-wells plate with LB containing ampicillin
(100 pg/ml) and IPTG (1 mM). After overnight incubation, the 96 well
colonies were analysed in a plate-reader (Synergy H1, Biotek). pTarget
establishment was defined as
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# pTarget colonies [pGFPuv Transformed] 1

# GFPuv colonies [pTarget Transformed] (1)
pTarget establishment was further normalized to the interference level of a
Acas3 strain.

Pestablishment =

qPCR

Each culture grew under conditions described above and 2 ml were used to
extract the DNA. DNA was isolated with the Genejet Genomic DNA kit
(Thermo Scientific) and concentrations were measured with the Qubit
dsDNA HS Assay kit (Thermo Scientific). gqPCR was performed with primers
that have been used before in plasmid copy determination (BG8677-
BG8680) . The Ct value of the PCR amplifying the dxs gene and the bla
gene was a measure for the ratio between chromosomal and plasmid DNA.
1 ng of genomic DNA and 0.5 uM of each primer were added to the iTaq™
SYBR Green SYBR Green PCR reaction mixture. A standard curve for the
amplification efficiency was made by a dilution series of pMS011, a plasmid
containing one copy of the dxs and the bla gene.

Slide preparation

In order to work with very clean slides, an extensive cleaning procedure was
used (modified from 5%). Slides were burned in the oven at 500 °C for two
hours, and stored in aluminium foil until the day of usage. Slides were
subsequently sonicated in MilliQ, Acetone and KOH, incubated in Piranha
Solution (75% H2S0a, 7.5% H202) and afterwards rinsed with MilliQ. 1%
Agarose slabs containing the growth medium were hardened between two
cleaned glass slides, spaced slightly apart using parafilm. After hardening, a
concentrated culture of cells was added in between the slab and one of the
slides. The agarose slab was always prepared within 20 minutes of the
measurement to prevent desiccation.

Microscope set-up

For the acquisition of microscopy data, a home-build TIRF microscope was
used, which is described in more detail elsewhere 3. Briefly, four lasers with
different wavelengths (405, 473, 561 and 642 nm) are situated in a Lighthub
laser box (Omicron, Germany), and are transformed in a collimated beam
via a reflective collimator and an optical fibre. Stroboscopic illumination was
used to allow for 2 ms excitation in the temporal middle of the captured 10
ms long frame 58, The excitation laser is focused on the backfocal plane of a
100x oil immersion SR/HP objective (NA = 1.49, Nikon, Japan), and the
emission is captured on a Zyla 4.2 plus sCMOS camera (Andor, UK). 2x2
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pixel binning was used, resulting in 128x128 nm pixels. Data acquisition was
performed using MicroManager 5. Measurements were performed at room
temperature (21 °C)

Single-molecule Measurements

The cells were imaged with a brightfield light and 405 and 561 nm lasers.
First brightfield images were taken to find contours of the cells. The 405 nm
laser was used to stochastically activate PAmCherry and the laser intensity
was slowly increased during the measurement up to 10 yW. The laser
intensities were measured directly after the reflective collimator. With
increasing the laser intensity of the 405 nm laser during the measurements,
we aimed at keeping the number of activated molecules relatively constant
(~1-10 per FOV). The 561 nm laser was used to excite the fluorescent
protein tags (40 mW pulses with 2ms pulse width, leading to average
exposure intensity of 8 mW).

To measure Cascade localization in cephalexin-treated cells that were
stained with DAPI, we took an alternative approach. To prevent DAPI
fluorescence from influencing the fluorescence measurements of the single
molecules, we briefly activated a subset of particles with the 405 nm laser
and subsequently tracked Cascade for a couple of frames with 561 nm
excitation, repeatedly doing this, until most fluorescent proteins were
photobleached.

Analysis
Detection, localization and tracking

Analysis was done with home-built software, adapted from 585°. The sCMOS
camera we used has pixel dependent offset, gain and variance, which we
took into account to minimize the detection of false positive localisations. We
estimated these parameters by measuring 60.000 dark frames and 20.000
homogeneously illuminated frames with increasing levels of intensity . To
further optimize our detection, we implemented a temporal median filter (time
window 400 frames) for background estimation 8'. The background estimate
was not directly subtracted from the image, but photon statistics were
incorporated in a likelihood-ratio test that calculated the probability of a
scenario with and without an emitter for each pixel in every frame. Briefly, a
raw image was first converted into photon counts by using the camera offset
and gain maps. Subsequently for every pixel the intensity (ko) of a potential
emitter was estimated by Gaussian-weighted (o =1 pixel) summation of a
7x7 window to a background subtracted image. Subsequently, potential
emitters of more than 50 photons were preselected and were further
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subjected to a ratio test. The ratio test uses the probability defined for pixel i
to have a transformed value v in the 7x7 region around the preselected pixels
as previously described 62
Pscmos (V = [(di-01)/g; + vari/gf]|w;, var;, g, 0;)

_ eutvan/ed (uy, var, /g?)" @)

h r(v+1)
Where di is the raw image value, gi is the gain, var the variance and o; the
offset for pixel i. The ratio test calculates the product of the probability of all
pixels in the subregion in case of an emitter y; = b; +[;, where b; is the
estimated background an |/ is the estimated intensity of the emitter at pixel
(which was estimated by a Gaussian from the centre of the 7x7 subregion
with emitter intensity /ot) divided by the product of the probability of all pixels
in the subregion in case of absence of an emitter y; = b;.
We set the likelihood to a level that achieved approximately one false positive
per frame of 512 x 512 pixels. This method allowed the detection efficiency
to be more robust across and between FOVs and independent of manual
thresholding for each measurement. Detected particles were subsequently
localized with MLE-sCMOS software as previously described 2.
The localized particles were subsequently linked. Localizations in
subsequent frames which were closer to each other than 6 pixels in length
(0.78 ym) were assigned as a track. Particles were allowed to disappear for
one frame (due to blinking/moving out of focus), but these steps were not
used in the calculation of the apparent diffusion coefficient, D*.

Determination of diffusion coefficients

Several methods were employed to extract diffusion states and their
abundances from the analysed tracks. The distribution of the apparent
diffusion coefficients can be fitted to an analytical equation as reported
earlier 3183, These equations depend on the number of steps that is used to
generate the average diffusion coefficients of each particle. We used tracks
containing a minimum of four steps and only four steps were used in longer
tracks.

For a single diffusion coefficient fitting becomes:

nx

n
(L) %11 D+ oZ/dt

' _ \D+o?/dt (3)
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With multiple states this equation becomes:
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Where A; are the fractions (3 A; =1), D* are the apparent diffusion
coefficients of the different states and n are the number of steps. The
localization error (o) was found to be 40 nm, based on the apparent diffusion
of the slowest moving fraction in our global data set and similar to other
studies using the same fluorescent protein 31%° or set-up 6. This equation
was fitted to our track distributions with a Maximum Likelihood Estimation
algorithm. The uncertainty in the fit was estimated with Bootstrap resampling.
The list of D* values was resampled 20.000 times with replacement to the
size of the original data set. Each resample was then fitted with the same
Maximum Likelihood Estimation algorithm.

Analytical Diffusion Distribution Analysis (DDA)

D* Distributions have been fitted in numerous studies of DNA binding
proteins (see above) 383, making use of distributions developed by Qian et
al. 8. The goal is to find the distribution of measured D* values (x), for a
certain number of underlying states that each have a probability Ai and a
diffusion coefficient Di. It is derived from repeated convolution of the
exponential distribution of displacement, resulting in a gamma function for
each state. These distributions assume, however, that there is no
transitioning occurring between states.

In order to incorporate dynamics of state transitions into our fitting, we
incorporated statistics coming from photon distribution analysis (PDA) that is
used for single molecule FRET diffusion coefficient distributions 8567, This
method, that we term Diffusion Distribution Analysis (DDA), describes the
distribution of time spent in each state given a certain kj,, k. and the
integrated time t;,.. Here we discuss the analytical way to find this
distribution.
Firstly, the probability distribution function for time can be calculated by three
equations corresponding to 0, an odd and an even number of transitions ©°:
Weonts1(ts1 = tintlKoft tine) = e Kofrtine (5)
Wodds1 (ts1| Kotr, Kons tint) = Kogre Sorrtsikonts2]o (2. /korrkontsitsy)  (6)
Wevensi (ts11Kotf, k:)n:tint) = 7)
VKorrKontss /tszeortsikonts2 [, (2\/Korrkontss ts,)
Where tg; and tg, are times spent in state S7 and state S2 and lp and /1 are
Bessel functions of order zero and one respectively. Note that tg; +tg, =
tine. Equations for starting in state 2 (Weonts2, Wodds2 and Wevensz), can be
found by exchanging k. for kg, and ts1 for ts2 and vice versa in equations
5-7.
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We can convert the time spent in the mobile state (tg,) to the diffusion
coefficient by the following equation:

Dfreet
D = free*S2 (8)
t:int
It follows that the probability distribution functions can be converted by:
Dtin
WD) = W(ts, =) ©)
free

Furthermore, the chance that the particle at the start is in state 1 or state 2
is provided by:

Kon
= 10
Pst k:)n + koff ( )
koff
= 11
Psz kon + koff ( )

To correctly describe the distribution over a certain number of frames, we
first calculated the distribution over a single time frame t;. Within a single
frame, a particle started in that state can either end in the same state orin a
different state. Therefore, in a two-state system the probability function for
four scenarios have to be calculated:

W(D|Kofs, an'tf)s1es1 = Wevens1(D) + Weonts1 (12)
W(D|Kyff, Kon, tr)s1>s2 = Woaas1(D) (13)
W(D|Kyff, Kon, tr)sz>s1 = Woaasz2 (D) (14)

W(leoff' k:)nrtf)52952 = WevenSZ(D) + WcontSZ (15)

Subsequently the probability to find a certain diffusion coefficient (x) for a
single time step given the underlying average diffusion coefficient (D) is
given by fp(x|D,1) (Eq. 3). Then we find the distribution of measured
diffusion coefficients for a single frame by:

W(x|Kofr, Kon, tr) = fp(x|D, 1) W(D|Kor, Kon, tr)

i=j=1,2

Now that we have the distribution for a single time step, we need to find the
distribution for the average of multiple frames. For this we use the same
method as Qian et al. 8, namely repeated convolution of the distribution for
a single frame, while keeping track of the start and end state. The probability
distributions are therefore:

Si>Sj Si>Sj (1 6)

W(2E)s1551 = ) (WEKlt)s15s WKl EDsi551) (17)
i=1,2

W(2t)51552 = D (WEKItDs155 WElEDsi52) (18)
i=1,2

W(2t)s2551 = ) (WOl s25s WKl E)si551) (19)

i=1,2
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W(KI2t)s055 = ) (WEIDss WKlt)sis2) (20)
i=1,2
For 4 frames, the distributions found for 2 frames can be convoluted again.
The full distribution is then found by summing up each of the partial
distributions multiplied by the chance they start in S7 or S2:
Wiot = Ps1(W(x[4tp)s15s2 + W(x[4tp)s1551) 1)

+ Ps2(W(X[4t)sz5s1 + W(X[4te)s25s2)
We then have to further correct for the broadening of the distribution of

immobile particles where the apparent step size comes from localization
error (Figure S2). As localization error, in contrast to diffusion, is correlated
68 the distribution is not described by a gamma distribution, or any other
known exact solution. We find very close agreement with simulations when
we subtract the fraction of immobile particles after four time steps
(Weonts1 (ts1 = 4t¢), Eq.5 ) multiplied with the distribution of expected D* for
four time steps fy(x]0,4) (Eq. 3) and replace it with the same fraction of
immobilized particles multiplied with the distribution of expected D* for 2.9
time steps fp(x]0,2.9). This value stems from the variance found for
correlated MSD values due to localization error .

The assumptions that underlie this model are as follows:

e Each diffusing species can be in two states, namely an immobile and
a mobile state.

e The immobile state in our case includes all species bound to
chromosomal DNA, including potential 1D sliding events, for which
the diffusion is at such a low relative speed that we can consider them
as immobile. Our model therefore cannot distinguish between bound
and 1D sliding species.

e The immobile state is still perceived as diffusing due to a localization
error, o, which in our case is 40 nm. As the distribution of sequential
localization errors differs from sequential diffusion steps we correct
for this (Figure S2).

e The mobile state is defined by the parameter Dg..., Which is the
diffusion coefficient of a species in the absence of interactions with
DNA. All slowing down in the motion because of transient DNA
interaction are captured in our model by the introduction of transitions
and do not affect the value found for this parameter.

e The transition between the two states for each species is Markovian,
meaning that transition rates are independent of past or future states.

For each species that you fit there are four degrees of freedom, namely the
abundance of the species in the total population and the three kinetic
parameters k;,, K¢, and Dg..o. However because the sum of all fractions of
species is one (3c=1) and the sum of the average time spent freely
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diffusing multiplied by the free diffusion coefficient for each species is equal

to the average measured Diffusion Coefficient (< D > = ) ¢; R k"f’l:* D
offiT™Kon i

free,i)v
the amount of free fitting parameters is reduced by two. This means that for
a single diffusing species (in our case monomeric Cas8e) we only need to fit
two parameters and for a two-species distribution (in our case Cascade) for
which one is already known (Cas8e) we need to fit three parameters (8
degrees of freedom — 3 already known Cas8e kinetic parameters — 2 from
the above described equations). We found that the uncertainty of our fit,
determined by bootstrapping and simulations, is reasonable up to three
fitting parameters, therefore we designed our experiments in a way, that in
the presence of multiple species (such as pTarget (Fig. 5)) we already
predetermined the kinetic parameters for most species to limit the required

fitting parameters to three.
Copy number determination

The copy number of the Cascade complex was determined by generating
cell outlines from brightfield images (only well separated cells were chosen).
The cell outlines were made with the Oufti software °. The total number of
tracks that were found in the outlined cells generated a copy number (Figure
1D). Because single localization events can partly stem from false positives,
the total amount of tracks was estimated based on the distribution of tracks
longer than 1 step and subsequently this distribution was fitted with an
exponential to calculate the amount of particles that only had a single
localization before bleaching. Similarly, as we know the false positive rate
was approximately one per frame, we could also subtract the number of
frames from the single step tracks and in this way estimate the total number
of tracks. This approach yielded comparable results.

The copy number of proteins in cells are hard to quantify 7°. Currently, protein
copy numbers can be estimated either by western blot or by single-molecule
fluorescence based methods both of which have specific drawbacks.
Although single molecule studies are regarded as the most accurate method,
especially at low copy numbers 7', there are a lot of variables that can lead
to over- or underestimation. Underestimation can originate from maturation
time of the protein, misfolded/inactivated protein, false negative detections,
overlap of PSFs and linking of two separate molecules in a single track.
Overestimation can come from failed linking of tracks, false positive
detections and blinking fluorescent proteins.

As has been done in previous studies, we take the underestimations
stemming from maturation time (23 min for PAmCherry '6), close to growth
rate of 31 min) and estimated in vivo folding efficiency (50% 72) into account
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5. We also consider that an estimated 40% of the particles we observed
come from Cas8e subunits not active complexes. Taken together, the
number of particles we observe are subtracted by the amount of estimated
autofluorescent particles and subsequently multiplied by a compensation
factor of two to reach our estimated copy number values.

We believe that the assumptions made in this study could maximally lead to
over- or underestimating our estimated copy numbers by two to three-fold.
We note that the relative amounts we observed between the different
expression levels will be independent of these assumptions.

Cascade in DNA-containing/DNA-free regions

To get an independent measure of the total time fraction spent probing DNA,
Cascade was visualized in cells that were elongated by addition of
cephalexin. The drug cephalexin disabled the ability of the cells to divide,
creating elongated cells where nucleoids were separated by DNA-free
spaces 0. Subregions of cell outlines were manually selected and further
refined with the Oufti software . The relative amount of localizations of
DNA-free and DNA-containing regions was not calculated for entire cells, as
differences in illumination intensity between parts of the FOV could also
change the amount of localizations detected for different parts of the cell.
Each subregion contained one nucleoid free region, flanked by two nucleoid
containing regions with a total length of around 4 ym. Segments of 0.1 ym
divided along the long axis of the cell are separated into nucleoid or DNA-
free segments based on the sum of the DAPI fluorescence within each
segment. The average number of localizations of Cascade molecules in
nucleoid segments divided by the average number of localizations Cascade
molecules in DNA-free segments could be used to infer the DNA bound time
fraction (see below, fonona from nucleoid enrichment).

Persistence sustained binding events for different integrated times

To estimate how long binding events last, one could plot the number of
particles remaining within a certain radius from the first frame position for
different number of steps. However, particles can diffuse away when they
are released from DNA or be lost due to photobleaching. To account for
bleaching rates, previous studies increased dark time between exposures,
while keeping exposure times the same 7374, This approach uses the data of
all time steps, including only single time steps.

As we are investigating lifetime of binding events on a subsecond timescale
this approach fails, as single steps of slow-moving particles, which can be
clearly separated from bound particles on larger timescales (fint > 1 s), will
be counted as bound particles leading to overestimated off-rates. At these
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timescales, it is more reliable to use tracks of at least 5 steps to distinguish
bound from moving particles. As we are interested in how many of these
events we observe, depending on the framerate, normalization is required.
For this we cannot use the sum of all tracks observed at each frametime, as
a larger amount of fast moving molecules diffuse further than the maximum
tracking distance of 0.78 ym between two exposures, and are also more
affected by confinement with increasing integrated time. Therefore, the
number of moving particles of certain track length is not an accurate
normalization when comparing different frame times. However, as we used
similar exposure for all frame times, the number of detected localizations per
protein is unaffected. Furthermore, bound molecules are not affected by
confinement or linking errors with increasing frame rates.

The most robust normalization procedure was therefore to normalize the
number of localizations within sustained bound tracks (all localizations within
1 pixel of the mean location of the track) to the total number of localizations,
as those do not depend on the length of introduced dark time between
exposures. A further increase of the dark time was not possible as on longer
time scales the movement of the plasmid (Dj,., = 0.06 um?2/s) made plasmid
bound particles diffuse further than 1 pixel.

Confinement and localization error simulation

To verify whether our new transitional D* analysis yielded accurate
parameter predictions and investigate the influence of localization error and
confinement on the parameters of the fit, we simulated particles moving and
transitioning between bound and free moving states within the dimensions
of an E. coli cell, adapted from methodology used in (34). At every time step
particles were simulated to be either in a bound state S7 (D = 0 ym?/s), or a
mobile state S2 (D = Dree). At the starting time point, states were assigned
to each particle according to the equilibrium probability ps; and ps, (Eq. 10
+ 11). Subsequently, at following time steps of 0.1 ms, particles in state S7
were assigned to S2 with a probability of psi_s, = Kofrtseep (WheTe tgep =
0.0001 s) and particles in state S2 were assigned to S7 with a probability of
Ps2os1 = kf,ntstep. Displacements in three dimensions at each time step were
taken from a standard normal distribution multiplied with ,/2Dtg,, (where D
is either O for particles in state S7 or Dree for particles in state S2). Steps
beyond the boundaries of a cell were rejected and new displacements were
randomly drawn.

The 2D projection of five localizations at 10 ms time intervals for each
molecule was generated as output and was analysed in our tracking
software. Localization error was included in the simulation by addition of a
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random displacement for each position taken from a Gaussian distribution
(o =40 nm). It was found that changes in outcome of the simulation were not
sensitive to cell length in the range of our bacteria (3-6 pm), decreasing less
than 5% for the smallest size. Most of the confinement effect is caused by
the cell width, which was relatively constant between all the cells measured.

Cascade nucleoid enrichment simulation

The simulation above was adapted to simulate the movement in DNA-free
and DNA-containing regions. Particles were simulated to move inside of a
cell of 10 pym in length and 1 pm in width consisting of 100 segments without
endcaps (0.1 um per segment). Five segments were modelled as DNA-free
segments and the rest of the segments as DNA-containing segments.
Cascade molecules were randomly placed throughout the cell and
subsequently were simulating with similar time steps as described above,
except that moving particles were only allowed to transition to S1 (bound
state) inside of the nucleoid containing regions. Before recording the position
of the simulated particles, the simulation ran for 100.000 time steps (10 s) so
that equilibrium was reached. Localization error was added in the same way
as described above.

Expected free diffusion coefficients

The diffusion coefficient of molecules in classic (Newtonian) fluids can
generally be estimated by the Stokes-Einstein equation. A study measuring
the diffusion of GFP multimers inside the E. coli cytoplasm has shown good
agreement with the predictions of this equation 7°, whereas a second study
found a different relation attributed to the complex nature of the cytoplasmic
fluid 6. To compare our findings of the apparent free diffusion coefficient of
Cas8e (~3.5 ym?/s) and Cascade (~ 1.0 ym?%s), we therefore looked for
reported free cytoplasmic diffusion coefficient values of proteins of similar
size inside E. coli cells. For Cas8e, two proteins have been studied with a
similar size to PamCherry-Cas8e (82 kDa), namely CFP-CheR-YFP (86
kDa) " and TorA-GFP3 (84 kDa) ’®, which have reported values of 1.7 um?/s
and 6 um?/s. Our estimate for Cas8e lies within the range of these values.
For Cascade (430 kDa), the closest reported protein in size is RNA
polymerase, for which the D;,., was found to be 1.1 um?s (400 kDa core
enzyme, 470 kDa holoenzyme) 3'. Furthermore larger proteins such B-Gal-
GFP4 (582 kDa; 0.6 um?/s ) 78, and 30S ribosome subunits (900 kDa 0.4
um?/s) 2° were reported with lower diffusion coefficients as expected. These
findings support the free apparent diffusion value we found for Cascade (~
1.0 um?/s).
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fonona from nucleoid enrichment

The distribution of Cascade in nucleoid-free and nucleoid containing regions
depends on the time Cascade spends on DNA. We divided the cell up along
the long axis into segments of 100 nm wide. During the time Cascade is
bound to DNA it can only be inside of the nucleoid regions whereas, when it
is not bound to DNA Cascade can be anywhere within the cell. Therefore,
the average number of particles in a DNA-containing segment is given by:

1:onDNA 1'f0nDNA
Nowa = + )N 22
DNA SMpya SMyoy tot ( )
and the average number of particles in a DNA-free segment is given by
1'fconDNA
Npna-free =———N 23
DNA-free SMyoq tot ( )

Where fonpna is the fraction of time bound to DNA, smpna and smiet are the
number of DNA segments and the total number of segments respectively
and Nt is the total number of particles in a cell. The ratio, which is equal to
the enrichment factor EF, can then be expressed as:

N f, 1-f, 1-f,
EF = DNA _ _ ( onDNA ( onDNA)) onDNA (24)
SMpNA SMtot SMtot

NpNA-free
If the number of DNA-free segments is much less than the number of DNA

segments smpy, & smy,: the expression above can be simplified to:
1

EF=—— (25)

1-fonpNA
This equation allows extraction of fonona from EF directly and implies that this

value does not depend on the diffusion coefficients of the mobile population.
In vivo Kp values

The Kp value is a commonly calculated affinity constant used for binding
kinetics of proteins and assembly of multicomponent systems 7°, but the Kp
has also been used as an estimate for in vivo binding affinity &. In the
reaction scheme A + B 2 AB, the Kp is calculated as
Kp = [A][B]/[AB] (26)

For Cascade the reaction scheme is as follows: [Cascade (probing)] + [free
target sites] 2 [Cascade (bound)]. The concentration of a single entity inside
of a cell of length 4 um and width 1 um with hemispherical endcaps is
approximately 0.5 nM. The copy number for pTarget was estimated by gPCR
to be approximately 100 plasmids per chromosome. As the number of
chromosomes in actively dividing cells is generally higher than one, we used
literature values for the number of chromosomes/cell found in 8!, providing
4/cell which also used a glucose and amino acid enriched M9 medium as
growth medium. This brings the copy number of pTarget to 400/cell, which
is equal to 200 nM. For a Cascade complex carrying one of several crRNAs
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in the cell, the amount of free target sites is equal to the copy number of the
plasmid pTarget minus the amount of already occupied target sites of that
crRNA, but as the copy number of each target (400) is much higher than the
number of Cascade complexes potentially carrying that crRNA (on average
130/18 = 7), [free targets] = [pTarget].The Kp value was then calculated as:

Kp = [pTarget][Cascade(probing)]/[Cascade(bound)]

= 200 nM [Cascade(probing)]/[Cascade(bound)] (27)

Theoretical model interference level vs copy number

In the case where the interference level is limited by the target search of the
proteins, we can model the relation based on the distribution of search times
of single proteins. The search time for a single protein, because it is the
arrival time of a recurring independent random event, is exponentially
distributed and characterized by the average search time, < tg >:
pi(ty) = 1/<t > e/<5> (28)

We have verified given our kinetic model of Cascade with simulations that
this is the case (Figure S3). The chance that one of n proteins finds the target
at search time t; while the other proteins have not yet found the target is:

[oe]

pn(ts) =np;(t)(| p1 (DAY = n/<tg > eMts/<> (29)
ts

We have verified this derivation with simulations (Figure S3). The
establishment probability of the plasmid is equal to the likelihood for all
search times larger than tcitcal (), the time point at which the cell can no
longer clear the invader. Therefore:

[ee)

pestablishment(tc) = pn(t)dt = e—ntd@ (30)
e

As the chance of targeting after replication is low, we assume in our model
that Cascade is only able to clear the foreign DNA before replication.
Therefore t. is equal to the replication time of the plasmid tg.
As we found that 20 copies of Cascade reduce interference level by half, this
leads to

In (0.5) = -20tg /< ts > (31)
or

tr/<ts >= 0.035 (32)

Right after transformation, the negative regulators of copy numbers are
absent, so replication in that instant is faster than the growth rate of the cell.
Replication time of pTarget has not been measured so far, but by using a
temperature-dependent ori, Olsson et al. measured a replication time of 3
min for a slightly larger plasmid in the absence of copy number control 2°. If
we assume pTarget replication occurs on a similar time scale, we get an
estimated search time for one Cascade to find a single target of ~90 minutes.
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We can further describe the relationship between the average search time
<ts > and the k¢ and k;,, that were measured for Cascade. This relationship
is found by multiplying the amount of time spent for each binding event times
the average amount of binding events required to find the target. The amount
of time spent for each binding event is equal to the sum of the time spent on

binding (1/koff) and the time spent on diffusing to the next site (1/1(211)'

Therefore the average search time is:

1 1 ) #DNA binding events

<t,>=[— 33
s ( #DNA target sites (33)

+ 5

koff konr

We have again verified this description by using our simulations of our kinetic
model of Cascade target search (Figure S3).

It must be emphasized that the number of binding events is different from
the number of binding sites in the fact that if a single binding event scans
multiple sites (during 1D sliding), the number of binding sites probed per
event are more than one. Using Eq. 30 and 33, the chance of establishment
of a single invader in the cell with multiple Cascade copies is therefore as
follows:

-n/#DNA binding events (%ﬁﬂ{‘l ) (34)
Pestablishment™~€ o on

Simulation Cascade search times

To see whether the above described theoretical model was compatible with
our kinetic model of Cascade search, we simulated the search times of
Cascade. To do so, we simulated Cascade probing DNA sites as was
described above (See Simulation Localization and Confinement).
Subsequently every time Cascade changed from a mobile state to a bound
state we added with a certain probability that the newly probed site is the
target (1/90.000). When Cascade located the target the simulation for that
particle was stopped and the search time was recorded for each individual
Cascade complex. To simulate the search time for 5 Cascades, we grouped
the single search times in multiples of five and took the fastest search time
of 5 Cascades.
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D1: 0 pm?/s (30 £ 3%)
D2: 2.2 + 0.2 um?s (70 + 3%)

D1: 0 pm?s (24 + 3%)
D2: 0.5 + 0.1 ym%s (24 + 4%)
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Supplementary Figure 4.1: Static D* fitting, Related to Figure 4.2. a, D* distribution (left)
of the Cas8e strain (Fig. 4.2b) fitted with two static states with extracted D* value of each
fraction on the right (relative abundance). The slowest state (D1; brown) was fixed to 0
pum2/s. b, Same as (a) but then for three static states. ¢, D* distribution (left) of the WT strain
(Fig. 4.2c). Cas8e distribution from Supplementary Fig. 4.1b was taken and used to fit the
distribution with additional three states for Cascade diffusion. The relative abundance of
Cas8e and Cascade estimated from static D* fitting is similar to that found for dynamic fitting
(60 and 40%), even though the distributions of Cascade and Cas8e are different. Error
estimation in (a-c) is based on bootstrapping (+ standard deviation).
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Supplementary Figure 4.2: Performance of analytical DDA, Related to Figure 4.2. a,
Comparison of simulation to the theoretical distribution (black line) found with the newly
developed analysis method. 50.000 particles were simulated to move without boundaries
and position was recorded for 4 consecutive steps. Particles were simulated with Df,,.= 2
pum2/s and increasing on- and off-rates (from 0.3 to 300 s*). The theoretical model (black
line) is directly plotted on top of the histogram of simulated D* values. A localization error
drawn from a Gaussian distribution with o = 40 nm was added to both the model and the
simulation. b, Influence of localization error. Distribution of an average of consecutive
displacements that are offset by a localization error are correlated, which is why in the
absence of localization error in the simulation (top) there is no requirement for correction.
However immobile particles offset by localization error with the same mean apparent
diffusion coefficient are slightly differently distributed (middle). Correction (described in
Methods) for the immobile particles is sufficient to restore the fit (bottom). ¢, Influence of



Visualization of Cascade target search | 125

confinement. Particles were simulated inside of a cell 4 um long and of 1 um diameter.
Simulations were run through analysis software to retrieve parameters. Dy, estimates are
influenced by confinement where fast moving particles appear to be slower. d, The off-rate
is not as influenced by effects of confinement and stays the same even for the fastest moving
particles (purple). Estimates become more unreliable for much faster or slower transitions
than are measured in the integrated time of typical tracks.

20 ———  Prediction 1 Cascade
—— Prediction 5 Cascades
Simulation 1 Cascade
I simulation 5 Cascades
° <ts> =90 min
[ ] US> (caces = 18 MIN
:\z; 10 <S> ) cacades = 2 MIN
~ <ts> =4.5min

1 Cascade

20 Cascades

0 1 2 3 4 5
search time (h)

Supplementary Figure 4.3: Comparison between theoretical prediction and
independent simulations of Cascade search times, Related to Figure 4.2. a,
Probability density function (PDF) and b, cumulative distribution function (CDF) of the
distribution of search times. The equations of search time distributions for single and
multiple (5) copies (Eqg. 28 and Eq. 29) were tested against a simulation of Cascade
search times using parameters of the kinetic model that were found experimentally (k¢ =
38 s1; k;,= 26 s') and an estimated 90.000 DNA sites to be scanned before reaching the
target (See Methods, theoretical model interference level vs copy number). For the
theoretical prediction, the average search time was calculated by using Equation 33. Both
the theoretical prediction and simulations indicate that the average search time (indicated
by a dot), decreases sharply from 90 minutes for a single Cascade copy to 4.5 minutes for
20 Cascade copies.
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parameters of bla and dxs
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(10°79) (10776) values of bla and dxs gene
Acas3  885£007 15204022 104xq5  amplifications —  were
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values were converted to
absolute copy numbers

(CN) by using the regression values from the calibration curve. The plasmid copy number
per chromosome (PCN/chromosome) was calculated by dividing the copy number of the bla
gene by the copy number of the dxs gene. The plasmid copy number per cell was estimated
by multiplying PCN/chromosome by the expected number of chromosomes per cell (4)

based on a literature value 81
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Supplementary Figure 4.6: Strains and plasmids used, Related to Figure 4.5. a, Strains
used in this study, strains were constructed with lambda recombination and verified by
sequencing. Only part of each CRISPR array indicated (total 18 spacers). b, Plasmids used
in this study. Indicated are the ori (red), antibiotic resistance marker (light blue) and other
components on the plasmid. Only part of the total 18 spacers are indicated for pTarget,
pCRISPR1 and pCRISPR2. For sequences and descriptions see Supplementary Tables 4.3
and 4.4
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Supplementary Tables

Doubling time
K12 BW25113 24.9 +0.1 min
WT + pKEDR13 24.5 0.4 min
WT + pKEDR13 + 1 mM IPTG 31.7 £ 0.6 min
WT + pCas3 + pKEDR13 + 1 mM 33.3 0.2 min
IPTG
ACas3 + pKEDR13 + pTarget + 1 31.8 £0.4 min
mM IPTG

Supplementary Table 4.1: Growth rate of E. coli strains used in this study. Growth
rates were determined in a plate reader where cells were inoculated in similar conditions as
described in Methods. The instantaneous growth rate was determined at t= 2.5 hours, which
represented the growth rate at the time of the microscope studies. Three independent
cultures were measured to get the mean and standard error values.
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Supplementary Table 4.2: Primers used in this study

Name Description Sequence (5°-3’)

BG7128 PAmCherry (lox-cam-lox) insert fw (WT) GGAGGCTATTAAAGGTGCACAAT

BG7129 PAmCherry  (lox-cam-lox) insert fw | GTCTCTTCTTTGCAGGGAGG

(Acas3)
BG7130 PAmCherry (lox-cam-lox) insert rv (WT) TATCGTCACGGGGCAAACT
BG7131 PAmCherry  (lox-cam-lox) insert rv | AGCAGGTATAGACTCATTGGACT
(G160A)

BG7366 ACRISPR1 insert (lox-kan-lox) fw GCAGAGGCGGGGGAACTCCAAGTGA
TATCCATCATCGCATCCAGTGCGCCG
GTGTCTTTTTTACCTGTTTGACC

BG7367 ACRISPR1 insert (lox-kan-lox) rv GGTTGTTTTTATGGGAAAAAATGCTT
TAAGAACAAATGTATACTTTTAGATTC
CTACCTCTGGTGAAGGAGTTG

BG7368 ACRISPR2+3 insert (lox-kan-lox) fw TAAGTGAGAAGGCCGGGCGGGAAAC
TGCCCGGCCTGAACATACCTGAATTA
GAGTCGGACTTCGCGTTCGC

BG7369 ACRISPR2+3 insert (lox-cam-lox) rv GATTGTGACTGGCTTAAAAAATCATT
AATTAATAATAGGTTATGTTTAGAGCT
AGTTATTGCTCAGCGGTGG

BG8366 A(cas11-cas6e) insert (lox-kan-lox) fw TTGAGTGGAATGGGATTAAGGGGAA
GCCAGGTCATTTTATTACACCTCAAG
GTGTCTTTTTTACCTGTTTGAC

BG8367 A(cas11-cas6e) insert (lox-kan-lox) rv ACAAACATTTACGGGAGTTAAAACCG
CAAGGAGGGCCATCAAATGGCTGAT
TCCTACCTCTGGTGAAGGAGTTG

BG8677 gPCR bla fw CTACGATACGGGAGGGCTTA

BG8678 gPCR blarv ATAAATCTGGAGCCGGTGAG

BG8679 gPCR dxs fw CGAGAAACTGGCGATCCTTA

BG8680 gPCR dxsrv CTTCATCAAGCGGTTTCACA

BN370 pCRISPR2 (array2.3) rv GTGAGCTGATACCGCTCGCCTGAAC
CTCTC TGGCATGGA

BN383 pCRISPR2 (array2.1) fw TGCTTTAAGAACAAATGTATACTTTTA
G

BN384 pCRISPR2 (array2.1) rv TCTAAACATAACCTATTATTACCAAGT
GATA TCCATCATCGC

BN385 pCRISPR2 (array2.3) fw GCGATGATGGATATCACTTGGTAATA
ATAG GTTATGTTTAGA

BN373 Site-directed mutagenesis RepA HC fw TGGTTAAAGGCTTTCGGATCTTCCAG

BN374 Site-directed mutagenesis RepA LC fw TGGTTAAAGGCTTTGAGATCTTCCAG

BN375 Site-directed mutagenesis RepA HC+LC | AAGGATTCCTGATTTCCACAGTTC

v
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Supplementary Table 4.3: Synthetic DNA inserts used in this study

Description

Sequence (5’-3’)

PAmCherry ins

TGGCGTTAAGCATTCGCGAGGTTCCAGATGGACAAAAGCCCCAGGCGAT
ATTTCTATCAACCTGAGGCCAGCGTTCGAACCCAAACAATTCGAATGTTAG
TCTCTTCTTTGCAGGGAGGCAAGACATGTGTATATCACTGTAATTCGATAT
TTATGAGCAGCATCGAAAAATAGCCCGCTGATATCATCGATAATACTAAAA
AAACAGGGAGGCTATTAAAGGTGCACAATGTACATCTTCTTTTAATTTCCC
GGTATGAGATTTTATATTCACAGTATGAATATTTTATGTAATAAAATTCATG
GTAATTATTATAACTAAAAGTTTCTTTAATAATAAGGCGCCCCTAGGTACC
GTTCGTATAATGTATGCTATACGAAGTTATGAGCTGTTGACAATTAATCAT
CGGCTCGTATAATGTGTGGGCAATGAGCTTGCACTGCAGAACTTTGATAT
ACCATGGAGAAAAAAATCACTGGATATACCACCGTTGATATATCCCAATGG
CATCGTAAAGAACATTTTGAGGCATTTCAGTCAGTTGCTCAATGTACCTAT
AACCAGACCGTTCAGCTGGATATTACGGCCTTTTTAAAGACCGTAAAGAAA
AATAAGCACAAGTTTTATCCGGCCTTTATTCACATTCTTGCCCGCCTGATG
AATGCTCATCCGGAATTCCGTATGGCAATGAAAGACGGTGAGCTGGTGAT
ATGGGATAGTGTTCACCCTTGTTACACCGTTTTCCATGAGCAAACTGAAAC
GTTTTCATCGCTCTGGAGTGAATACCACGACGATTTCCGGCAGTTTCTACA
CATATATTCGCAAGATGTGGCGTGTTACGGTGAAAACCTGGCCTATTTCC
CTAAAGGGTTTATTGAGAATATGTTTTTCGTCTCAGCCAATCCCTGGGTGA
GTTTCACCAGTTTTGATTTAAACGTGGCCAATATGGACAACTTCTTCGCCC
CCGTTTTCACTATGGGCAAATATTATACGCAAGGCGACAAGGTGCTGATG
CCGCTGGCGATTCAGGTTCATCATGCCGTTTGTGATGGCTTCCATGTCGG
CAGAATGCTTAATGAATTACAACAGTACTGCGATGAGTGGCAGGGCGGG
GCGTAAATAACTTCGTATAATGTATGCTATACGAACGGTATCTAGACTTCG
GGAATGATTGTTATCAATGACGATAATAAGACCAATAACGGTTTATCCCTA
CTTAAGTAGGGAAGGTGCACAATGTACATCTTCTTTTAATTTCCCGGTATG
AGATTTTATATTCACAGTATGAATATTTTATGTAATAAAATTCATGGTAATTA
TTATAACTAAAAGTTTCTTTAATAATAAAACGAATAACTTGCAGATTTGAAA
TGCATGCATTATTGTCTTTAAACAATTCAACACATCTTAATATATGTATAGG
TTAATTGTATTAAACCAATGAATATATTTTTGCAGTGAATGTGATTATTGAA
TTAATTACGCCGTATTTTTTCTTTGTTTTTACCGATAACGGAAGTGTGCCGA
CGTATAGAAATGCAGGAGAAATGTCGGAGCATATGAAGGAGAACAAATGG
TGAGCAAGGGCGAGGAGGATAACATGGCCATCATCAAGGAGTTCATGCG
CTTCAAGGTGCACCTGGAGGGGTCCGTGAACGGCCACGAGTTCGAGATC
GAGGGCGAGGGCGAGGGCCGCCCCTACGAGGGCACCCAGACCGCCAA
GCTGAAGGTGACCAAGGGTGGCCCCTTGCCCTTCGCCTGGGACATCCTG
TCCCCTCAGTTCATGTACGGCTCCAATGCCTACGTGAAGCACCCCGCCGA
CATCCCCGACTACTTTAAGCTGTCCTTCCCCGAGGGCTTCAAGTGGGAGC
GCGTGATGAACTTCGAAGACGGCGGCGTGGTGACCGTGACCCAGGACTC
CTCCCTGCAGGACGGCGAGTTCATCTACAAGGTGAAGCTGCGCGGCACC
AACTTCCCCTCCGACGGCCCCGTAATGCAGAAGAAGACCATGGGCTGGG
AGACCCTCTCCGAGCGGATGTACCCCGAGGACGGCGCCCTGAAGGGAG
AGCTCAAGGCGAGGACGAAGCTGAAGGACGGCGGCCACTATGACACTGA
GGTCAAGACCACCTACAAGGCCAAGAAGCCCGTGCAGTTGCCCGGCGCC
TACAACGTCAACCGCAAGTTGGATATCACCTCCCACAACGAGGACTACAC
CATCGTGGAACAGTACGAACGTGCCGAGGGCCTCCACTCCACCGGCGGC
ATGGACGAGCTGTACAAGCCCGGGGCGCTCATGGCTAATTTGCTTATTGA
TAACTGGATCCCTGTACGCCCGCGAAACGGGGGGAAAGTCCAAATCATAA
ATCTGCAATCGCTATACTGCAGTAGAGATCAGTGGCGATTAAGTTTGCCC
CGTGACGATATGGAACTGGCCGCTTTAGCACTGCTGGTTTGCATTGGGCA
AATTATCGCCCCGGCAAAAGATGACGTTGAATTTCGACATCGCATAATGAA
TCCGCTCACTGAAGATGAGTTTCAACAACTCATCGCGCCGTGGATAGATA
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TGTTCTACCTTAATCACGCAGAACATCCCTTTATGCAGACCAAAGGTGTCA
AAGCAAATGATGTGACTCCAATGGAAAAACTGTTGGCTGGGGTAAGCGGC
GCGACGAATTGTGCATTTGTCAATCAACCGGGGCAGGGTGAAGCATTATG
TGGTGGATGCACTGCGATTGCGTTATTCAACCAGGCGAATCAGGCACCAG
GTTTTGGTGCCGGTTTTAAAAGCGGTTTACGTGGAGGAACACCTGTAACA
ACGTTCGTACGTGGGATCGATCTTCGTTCAACGGTGTTACTCAATGTCCT
CACATTACCTCGTCTTCAAAAACAATTTCCTAATGAATCACATACGGAAAA
CCAACCTACCTGGATTAAACCTATCAAGTCCAATGAGTCTATACCTGCTTC
GTCAATTGGGTTTGTCCGTGGTCTATTCTGGCAACCAGCGCATATTGAATT
ATGCGATCCCATTGGGATTGGTAAATGTTCTTGCTGTGGACAGGAAAGCA
ATTTGCGTTATACCGG

pTarget insert TCTAGAGAATTCGACAGAACGGCCTCAGTAGTCTCGTCAGGCTCCTTCTG
TTTTCGCAAATCTATGGACTATTGCTATTCTTGGGCGCACGGAATACAAAG
CCGTGTATCTGCTCTTTGGCTCTGCAACAGCAGCACCCATGACCACGTCT
TGAAATGCTGGTGAGCGTTAATGCCGCAAACACCTTATTACGCCTTTTTGC
GATTGCCCGGTTTTTGCCTTCCATGGCAGCGTCAGGCGTGAAATCTCACC
GTCGTTGCCTTTCGGTTCAGGCGTTGCAAACCTGGCTACCGGGCTTGTAG
TCCATCATTCCACCTATGTCTGAACTCCCTTCCGGGGGATAATGTTTACGG
TCATGCGCCCCCCTTTGGGCGGCTTGCCTTGCAGCCAGCTCCAGCAGCT
TAAGCTGGCTGGCAATCTCTTTCGGGGTGAGTCCTTTAGTTTCCGTATCTC
CGGATTTATAAAGCTGACTTGCAGGCGGCGACGCGCAGGGTATGCGCGA
TTCGCTTGCGACCGCTCAGAAATTCCAGACCCGATCCAAACTTTCAACATT
ATCAATTACAACCGACAGGGAGCCCTTAGCGTGTTCGGCATCACCTTTGG
CTTCGGCTGCTTTGCGTGAGCGTATCGCCGCGCGTCTGCGAAAGCTTGG
TACC

pCRISPR1 insert | TCTAGAGAATTCGACAGAACGGCCTCAGTAGTCTCGTCAGGCTCCGGCTG
TTTTCGCAAATCTATGGACTATTGCTATTCGGGGGCGCACGGAATACAAA
GCCGTGTATCTGCTCGGTGGCTCTGCAACAGCAGCACCCATGACCACGT
CGGGAAATGCTGGTGAGCGTTAATGCCGCAAACACCGGATTACGCCTTTT
TGCGATTGCCCGGTTTTTGCCGGCCATGGCAGCGTCAGGCGTGAAATCT
CACCGTCGTTGCCGGTCGGTTCAGGCGTTGCAAACCTGGCTACCGGGCG
GGTAGTCCATCATTCCACCTATGTCTGAACTCCCGGCCGGGGGATAATGT
TTACGGTCATGCGCCCCCCGGTGGGCGGCTTGCCTTGCAGCCAGCTCCA
GCAGCGGAAGCTGGCTGGCAATCTCTTTCGGGGTGAGTCCGGTAGTTTC
CGTATCTCCGGATTTATAAAGCTGACGGGCAGGCGGCGACGCGCAGGGT
ATGCGCGATTCGCGGGCGACCGCTCAGAAATTCCAGACCCGATCCAAAC
GGTCAACATTATCAATTACAACCGACAGGGAGCCCGGAGCGTGTTCGGC
ATCACCTTTGGCTTCGGCTGCGGTGCGTGAGCGTATCGCCGCGCGTCTG
CGAAAGCGGGGTACC
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Supplementary Table 4.4: Plasmids used in this study

Name in study | Name in storage Description Source
pKEDR13 pKEDR13 Expression plasmid LeuO 18
pGFPuv pGFPuv Expression plasmid GFPuv Clontech
pMSO011 pMSO011 Plasmid containing bla and dxs gene | 82
(QPCR)
pSC020 pSC020 Plasmid containing Cre and lambda | S. Creutzberg
recombinase (unpublished)
pTarget pTU256 Target plasmid containing all 18 | This study
potential protospacers for flanked by 5-
CTT-3
pTarget-RNAP | pTU150 Target plasmid containing all 18 | This study
potential protospacers for flanked by 5-
CTT-3 and plac upstream
pCRISPR1 pTU258 Target plasmid containing all 18 | This study
potential protospacers for flanked by 5-
CGG-3
pCRISPR1- pTU152 Target plasmid containing all 18 | This study
RNAP potential protospacers for flanked by 5-
CGG-3’ and plac upstream
pCRISPR2_LC | pTU158 Plasmid containing all 18 potential | This study
protospacers for flanked by repeat
sequences; low copy backbone variant
of pSC101
pCRISPR2 pTU160 Plasmid containing all 18 potential | This study
protospacers for flanked by repeat
sequences; high copy backbone variant
of pSC101
pControl pTU254 High copy backbone variant of pSC101 | This study
pCas3 pTU255 Expression plasmid Cas3 This study
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Glossary

Full name Symbol Description

Apparent diffusion coefficient | D Apparent due to confinement

Bound state St

Dissociation constant Kp Constant which is a measure for
the binding affinity of two objects
with each other

DNA segments SMpya Amount of segments defined as
containing DNA by DAPI staining

Enrichment Factor EF The number of localizations in
DNA-containing segments divided
by the number of localizations in
DNA-free segments

Fraction DNA bound fonDNA Fraction of the time DNA binding
proteins spend on DNA is
calculated from the off- and on-rate
(Figure 1).

Frametime tr Positions of simulated/measured
particles are recorded for each
frametime

Free diffusion coefficient Dieo Diffusion coefficient in the absence
of DNA binding. Apparent due to
confinement.

Integrated time tint Overall timescale: can be one or
multiple frametimes

Localization error o Average error in determination of
particle position

Mobile state S2

off-rate Kosr Rate DNA bound protein is
released from DNA. Inverse of
residence time

pseudo-first order on-rate k;

on

Rate mobile protein is binding to
DNA. As the amount of potential
DNA probing sites is very large, on-
rate is independent of DNA
concentration (pseudo-first order)

pTarget establishment Pestablishment Measure for interference level
calculated from the transformation
ratio of pTarget and pGFPuv (Eq.
1)
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Time step tstep Displacements  of  simulated
particles are calculated for each
time step

Total number of segments SMyy¢ Total number of segments in the
cell
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Abstract

CRISPR-Cas defence is a combination of adaptation to new invaders by
spacer acquisition, and interference by targeted nuclease activity. While
these processes have been studied on a population level, their temporal
dynamics and variability at the level of individual cells has remained
unknown. Here, using a microfluidic device combined with time-lapse
microscopy and mathematical modelling, we study invader clearance in a
population of Escherichia coli across multiple generations. We observed that
CRISPR interference is fast with a narrow distribution of clearance times. In
contrast, for invaders with escaping PAM mutations we show large cell-to-
cell variability of clearance times, which originates from primed CRISPR
adaptation. Faster growth and cell division, as well as higher levels of
Cascade, increase the chance of clearance by interference. In contrast,
faster growth is associated with decreased chances of clearance by priming.
We identify Cascade binding to the mutated invader DNA, rather than spacer
integration, as the main source of priming heterogeneity. The highly
stochastic nature of primed CRISPR adaptation implies that only
subpopulations of bacteria are able to respond to invading threats in a timely
manner. We conjecture that CRISPR-Cas dynamics and heterogeneity at
the cellular level are crucial to understanding the strategy of bacteria in their
competition with other species and phages.
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5.1 Introduction

During the last decade, important progress has been made in identifying the
sequence of steps and molecular interactions required for successful
adaptive immunity by the model type |-E CRISPR-Cas system '-'°. CRISPR
(Clustered Regularly Interspaced Short Palindromic Repeats) immunity
involves three main stages beginning with the acquisition of a spacer, a small
piece of DNA derived from a foreign invader and stored in the CRISPR array
for future defence '"12. This array is then transcribed and processed into
small CRISPR RNAs (crRNAs) which guide a surveillance complex, formed
from a number of Cas (CRISPR-associated) proteins, towards the invaders
DNA 314 For type I-E systems a 5-CTT consensus PAM (Protospacer
Adjacent Motif) sequence flanking the targeted site of the invader % is
required for recognition and ultimately degradation of the invader, through a
process called direct interference 7'7-'°. However, invaders can escape
direct interference via mutation within the seed region of the target site or
PAM 152021 |n response, the I-E system can initiate priming, which promotes
accelerated acquisition of new spacers due to a pre-existing partial match to
the invader #*. Primed adaptation is much faster than naive adaptation 22,
and is required for the insertion of a new matching spacer with a consensus
PAM allowing subsequent invader degradation, which we here refer to as
primed interference.

At the level of individual cells however, much more is unknown. Interference
is a tug-of-war between invader replication and degradation, which could
result in complex and stochastic dynamics within single cells. Replication
and degradation themselves may also display variability between cells in the
population. For instance, invader degradation rates can be affected by
stochastic processes such as the expression of CRISPR-Cas components,
target localization, and nuclease recruitment 323, Priming also depends on
many processes in which the dynamical interplay is unclear, including the
production of suitable fragments of DNA for spacer acquisition (pre-spacers),
the assembly of adaptation complexes required for further spacer selection,
and the processing and insertion of these pre-spacers into the CRISPR array
6102425 Flycidating the cellular dynamics and heterogeneity of the CRISPR-
Cas response is critical to understanding interference and adaptation
mechanistically, and of direct importance to its natural function. For instance,
upon invasion, cells are thought to have a limited time window to respond in
order to escape invader replication, protein production, and cell death 26-2°,
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A number of studies have investigated the interference process by collecting
either population averages, or single-cell data on short time scales (<1 s)
352130-32 However, averaging within a population can conceal the variation
between cells, as well as the dynamics within single-cells over time 3334, thus
masking the underlying dynamics of CRISPR-Cas interference. In addition,
investigations into the adaptation process have provided great insight into
the diversity of spacers acquired 303 possible mechanisms of target
destruction %, and conditions under which adaptation most frequently
occurs within a population 3-3%, however these studies could not observe
any variation existing in each step of the adaptation process within individual
cells.

Here we set out to investigate and quantify the dynamics and variability of
the CRISPR-Cas response at the single-cell level. Using time-lapse
microscopy and microfluidic devices, we followed individual cells over
multiple rounds of division while simultaneously monitoring CRISPR-Cas
protein expression and DNA degradation. Hence, we obtained individual
lineages, the genealogical relations between them, as well as real-time data
on the DNA clearance process, instantaneous growth rates, cell sizes, and
division frequencies of individual cells. We determined that while direct
interference occurs quickly and consistently, clearing the target from all cells
within hours, priming is highly variable and much slower, taking over several
tens of hours for some cells. We were able to define the adaptation and
clearance stages of priming and identified primed adaptation as the source
of the variation observed — more specifically the binding of Cascade to the
mutated target DNA, rather than other complex processes including the
integration of new spacer DNA fragments into the host genome.

5.2 Results

5.2.1 Time-lapse microscopy of the CRISPR response

Using two strains, KD615 (WT) and KD635 (Acas1,2) (Supplementary
Table 5.1), we investigated priming and direct interference respectively. The
strains contain an array with a leader, two repeats and a single previously
characterized spacer, spacer8 (SP8) % (Fig. 5.1a-c). In addition, these
strains are engineered to control cas gene expression using arabinose and
IPTG induction, and hence initiation of the CRISPR-Cas response. Target
plasmids were engineered to encode a constitutively expressed YFP or CFP
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fluorescent protein 4% and contain a target sequence that is complementarity
to SP8 in the CRISPR array, allowing direct monitoring of target DNA
presence in individual cells over time (Fig. 5.1a-c) (Supplementary Table
5.1). In order to investigate the direct interference process, we flanked the
target sequence with a 5-CTT consensus PAM "6 (Fig 5.1a,b). Further, to
investigate the priming response we mutated the PAM to 5-CGT (Fig
5.1b,c), a mutation known to allow mobile genetic elements (MGE) to escape
interference, and invoke a primed adaptation response 1520,

Use of a microfluidic device #' enabled fluorescence time-lapse imaging for
over 36 hours with the option for media exchange (Fig. 5.1d). The device
contained chambers allowing observation of a single layer of cells, constant
medium supply, removal of cells that no longer fit the chamber due to growth,
and control of intracellular processes via induction. Image analysis software
was used to segment and track all cells and their fluorescence signals, thus
allowing the re-construction of lineage trees in a defined region at the bottom
of the chamber (Fig. 5.1d,e)*'*3,

5.2.2 Direct interference is fast and synchronus

We first investigated the direct interference response (Fig. 5.1a). Prior to cas
gene induction, the images showed high YFP fluorescence in all cells,
confirming the presence of the target plasmid (Fig. 5.2a) which decreased
upon induction, indicating CRISPR-Cas mediated degradation of the target
DNA (Fig. 5.2a). When the plasmid did not contain a target sequence
(pControl) YFP levels did not decrease for over 35 hours (Supplementary
Fig. 5.1), indicating that the plasmid loss was CRISPR-Cas dependent.

The mean YFP fluorescence per cell unit area (which estimates the YFP
concentration) showed the decrease started after about 1 hour of induction,
and then exhibited a smooth monotonic decline without significant
fluctuations (Fig. 5.2b). Note that traces end upon the cells exiting the
observation chamber. CRISPR mediated degradation of the target was thus
efficient and synchronous, and in the case of a 5-copy plasmid could
overcome the plasmid replication and copy number control. Hence, we
surmised that the YFP fluorescence may decrease exponentially, as the YFP
proteins are diluted exponentially due to volume growth upon clearance

of the last plasmid. Indeed, we found the fluorescence decrease to be
exponential (Supplementary Fig. 5.2).
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Direct interference variability between cells also appeared limited (Fig. 5.2b).
To address it more directly, we quantified the moment all plasmids are
cleared by determining the YFP production rate as the change in total cellular
fluorescence per unit of time #4. The production rate scales with the number
of target DNA copies, and shows the expression timing more precisely by
suppressing slow dilution effects. Indeed, the YFP production rate decreased
rapidly, and reached zero (the background level of cells not expressing YFP)
when the mean fluorescence was still close to its maximum (Fig. 5.2¢). This
moment was identified as the plasmid loss time (PLT) (Fig. 2c). PLT was
narrowly distributed between about 1 and 2.5 hours (Fig. 5.2d, CV? = 0.055).
Hence, in all cells the target was cleared. The clearance was rapid taking
between 1 and 3 generations, and sometimes occurred in the same
generation in which the CRISPR-Cas response was initiated by induction
(Supplementary Fig. 5.3).



Single cell variability of CRISPR-Cas | 145

a Direct Interference b .
CRISPR array Direct Interference
S . Cas3 Cascade 3 F;erhél ‘GACTGCTGGJCcAthAGGCGTTCACCGTGAAAA 5"

5’ AGG CTGACGACCGGGTCTCCGCAAGTGGCACTTTT 3’

Priming
PAM r -Target
3" TGC GACTGCTGGCCCAGAGGCGTTCALCGTGAAAA 8"
5’ ACG CTGACGACCGGGTCTCCGCAAGTGGCACTTTT 3’

C Priming

CRISPR array New spacer acquired

By Cas3 Cascade Cas1,2

\
N
mutated g
(/J Target
degradatlon

Microfluidic setup Time-lapse imaging  Cell tracking

Media flow

Lineage reconstruction Cell feature monitoring

ks

Cell size
Fluorescence
concentration

Time Time

Figure 5.1: Investigating single-cell behaviour during CRISPR defence using time-
lapse microscopy. a, Schematic of the direct interference process. The cell contains a I-E
CRISPR system, as well as the CRISPR array with a single spacer targeting the plasmid
(grey box). The plasmid encodes YFP and contains a sequence matching the spacer (grey),
flanked by a consensus PAM (blue). Immediate targeting by the CRISPR system resulting
in degradation of the plasmid and loss of the YFP in the cell. b, To invoke priming the 5*-
CTT consensus PAM, flanking the target sequence located on the plasmid, is mutated by
one nucleotide to a non-consensus PAM 5-CGT. ¢, Schematic of the priming process. (Left
cell) A mutation of the PAM (red) flanking the target sequence means the spacer in the
CRISPR array can no longer initiate direct interference. Fragments in the cell can be
captured and processed by Cas1,2 (light blue). (Right cell) The Cas1,2 complex integrates
the fragment into the CRISPR array as a new spacer (purple), which can target the plasmid
resulting in degradation and loss of YFP in the cell. d, To allow long term imaging cells are
grown in a microfluidic chip that allows constant media supply. Cells within a single well are
imaged frequently in phase contrast and fluorescence allowing segmentation and tracking
of lineage history across frames. e, Variation in features of reconstructed single-cell lineages
(left) such as size (middle) and YFP concentration (right) are continuously monitored
enabling further investigation.
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Figure 5.2: Variation in target plasmid clearance times is much larger when CRISPR
adaptation is required. a, Overlay of fluorescent and phase contrast time-lapse images of
cells targeting a matching plasmid with a consensus PAM. Presence of the target plasmid
is tracked by its YFP production. Images are shown at 2.5 hour intervals starting from
induction of cas gene expression. b, Reconstructed lineage traces of the imaged population
(a) from induction of the CRISPR system over time (grey) lineages show some variation in
plasmid clearance times (coloured). ¢, Production rate (black line) of the YFP is used to
determine the plasmid loss time, PLT, (black dot, black arrow) allowing earlier detection than
using the mean fluorescence (purple line). The time from first targeting of a single plasmid
to production rate threshold is defined as the clearance time (CT, purple arrow). d,
Distribution of plasmid loss times determined by the production rate during direct
interference. e, Overlay of time-lapse images of cells targeting a matching plasmid with a
mutated non consensus PAM. Presence of the target is tracked by YFP production. Images
are shown at 6 hour intervals. f, Reconstructed lineage traces of the imaged population (e)
from induction of the CRISPR system over time (grey) lineages show large variations in the
time taken to clear the plasmid (coloured). g, Distribution of plasmid loss times calculated
with the production rate during priming.
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5.2.3 Primed adaptation is highly variable

Next, we studied plasmid clearance after adaptation from a target with a
mutated PAM (Fig. 5.1¢). Most notable in these priming experiments was
the heterogeneity between lineages, with the clearance process ranging
from 2-30 cellular generations (Supplementary Fig. 5.3). Upon induction,
some lineages showed a decreasing trend in fluorescence as early as 4
hours (Fig. 5.2e-f), while others remained fluorescent after 35 hours (Fig.
5.2f). The PLT’s were indeed broadly distributed and displayed a long tail
towards large values (Fig. 5.2g, CV? = 0.458). Of note, we did not observe
plasmid clearance in the same generation in which the CRISPR-Cas system
was induced (Supplementary Fig. 5.3).

The shapes of the YFP declines were exponential, similar to the direct
interference data (Fig. 5.2b and f, Supplementary Fig. 5.2). Alignment of
all production rate traces at the PLT yielded a similar averaged profile for
direct interference and priming (Supplementary Fig. 5.4). In these data, the
onset of the decrease is about 60 min before PLT in both cases, thus
estimating the clearance time (CT), the duration of the target clearance
process. In priming, clearance thus contributes much less to PLT variability
than the preceding processes (Fig. 5.2g). These observations suggest that
new spacers preceded by a consensus PAM are indeed acquired, and that
the CRISPR adaptation phase is responsible for the observed temporal
variability (Fig. 5.2g).

Spacer acquisition in the population was indeed confirmed by PCR of the
CRISPR array in cells collected from the microfluidic device
(Supplementary Fig. 5.5). Spacer acquisition was not observed with the
Acas1,2 strain, consistent with Cas1 and Cas2 being required for acquisition
45_In the absence of Cas1 and Cas2 however, low frequency plasmid loss
was observed in 1.4% of the lineages over a 35-hour period
(Supplementary Fig. 5.6). Hence, complete clearance is possible with a
mutated PAM, even if highly inefficient.

5.2.4 Genealogical relations impact the CRISPR response

To study the role of genealogy in the CRISPR-Cas response, we took a more
in depth look at the lineage history before plasmid loss (Fig. 5.3a). For
primed adaptation, some subtrees showed all plasmid loss events occurring
close together, however most subtrees showed a wide PLT variability (Fig.
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5.3b, black dots), in line with lineages responding independently. However,
statistical analysis showed that sisters cleared their plasmids within the same
cell cycle more frequently than expected at random, and more strongly so
for priming than for direct interference (Fig. 5.3¢). Hence, inheritance plays
arole in the CRISPR-Cas response (Fig. 5.3c¢).

These data led us to hypothesize that in priming, sisters correlate because
spacer acquisition occurs in the mother, after which plasmid degradation
(primed interference) continues into the daughters. If true, the moment of
plasmid loss may be distributed throughout the daughter's cell cycle,
depending on the acquisition moment within the mother's cell cycle.
Conversely, when acquisition and clearance both manage to occur in the
mother, hence yielding no correlated loss events, clearance should occur at
the end of the mother’s cell cycle, because of the time (~ 60 min) needed for
plasmid clearance. To test this hypothesis, we divided the cell cycles into
five fractions, and tabulated the observed loss event for each fraction.
Indeed, loss events without correlated plasmid loss in the sister cell occurred
more frequently towards the end of the cell cycle (Fig 5.3d), while the
moment of loss was more randomly distributed when both sisters lost the
plasmid (Fig 5.3d). Altogether this indicated that loss likely takes place more
frequently in sisters than cousins (Fig 5.3c) because adaptation occurred in
the mother.

5.2.5 The growth rate has opposing effects on adaptation and
interference

To study if stochastic variations in cell cycle parameters affect the CRISPR-
Cas response, we used a ranking analysis, as this suppresses long-term
trends in the population (Fig. 5.3e). For instance, we ranked each lineage
showing plasmid loss relative to lineages that had not lost their plasmids at
that moment, with the ranking based on growth rate averaged over a
‘lookback window’ (Fig. 5.3e), determined using autocorrelation times
(Supplementary Fig. 5.7). In direct interference, the ‘loss lineages’ exhibited
a higher median growth rate than ‘non-loss lineages’, with their growth rate
ranking in the in the 63™ percentile (p=0.01) (Fig. 5.3f). These lineages also
showed shorter interdivision times (p=0.0001), but not a difference in cell
size (Fig. 5.3f). These results were robust over a range of lookback window
sizes (see Supplementary Fig. 5.8). We stress that growth is likely only one
of the many factors affecting the CRISPR-Cas response, which is also
reflected by the broad ranking distributions (Fig. 5.3f). Overall, the analysis
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Figure 5.3: Growth rate and interdivision times have an influence on direct
interference and priming. a, Schematic of key analysis structure and terminology. b, A
comparison of 9 subtrees constructed from induction. ¢, The observed fraction of loss in
cells (navy) related as either sisters or cousins during direct interference or priming is plotted
against the fraction of expected loss events (cyan) in related cells when the events are
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and plasmid loss times are plotted in the corresponding fraction where one sister alone lost
the plasmid (left) or both sisters lost the plasmid (right) e, schematic explaining the rank-
based analysis approach. For each detected loss event (left, black circle) the cell feature
i.e. growth rate for that lineage (right, green) is averaged over a lookback window (right,
dashed rectangle), and then ranked amongst all averages of non-loss lineages in the same
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indicated that faster growth in coordination with more frequent cell division
has a positive effect on the rate of clearance of a consensus target.

Primed adaptation showed a different picture. To probe the effects on spacer
acquisition, which occur about 60 min before plasmid loss, we used a
lookback window between 90 and 60 min before the PLT. While cell size and
interdivision time did not show an effect (no significant deviation from the 50"
percentile) the growth rate did, with loss lineages growing more slowly
compared to non-loss lineages (38™ percentile, p=0.01) (Fig. 5.3f). This was
robust to changes in the lookback window (Supplementary Fig. 5.9).
Altogether, these findings indicated that, on average, slower growing cells
achieved faster plasmid clearance through priming.

5.2.6 Cascade concentrations impact the CRISPR response

Apart from physiological determinants like growth 46, Cascade expression
levels may influence the speed of CRISPR-Cas defence. We fused mCherry
(RFP) to the N-terminus of the Cas8e subunit of Cascade 2 (Fig. 5.4a). Using
single particle fluorescence calibration, we estimated that the cells contain
on average about 200 Cascade molecules/um? (Fig. 5.4b and
Supplementary Fig. 5.10). Hence, we quantified the (stochastic) variations
in Cascade abundance within single-cell-lineages upon induction (Fig. 5.4b).

Cascade levels fluctuated on a longer timescale than the cell cycle (200 min,
Supplementary Fig. 5.11) and were strongly correlated between sisters and
cousins (R=0.89 and 0.62 respectively, Supplementary Fig. 5.12) indicating
that Cascade levels are stable over several generations. We reasoned that
lineages with high Cascade concentrations may target and clear the
plasmids faster. Hence, we performed time-lapse experiments and used the
ranking approach, now ranking lineages based on the average Cascade in
a window 60 min prior to plasmid loss. For direct interference, loss lineages
exhibited significantly higher Cascade levels than non-loss lineages, and
ranked in the 70" percentile (p=0.03, Fig. 5.4c). Conversely, no differences
in Cascade levels were observed between loss and non-loss lineages for
priming, with the former ranking in the 56" percentile (Fig. 5.4c).

In priming however, the target search by Cascade occurs over a longer
period of time prior to achieving plasmid loss, likely rendering the ranking
approach less suitable. Hence, to test this notion, we quantified the total area
under the Cascade concentration curves (Fig. 5.4b) in a certain time
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Figure 5.4: Growth rate and interdivision times influence direct interference and
priming. a, Schematic of the experimental set up adapted to allow visualization of target
presence (CFP) and Cascade levels (mCherry) simultaneously. The expansion indicates
the mCherry fluorescent tag was integrated upstream of the cas8e subunit. b, Cascade
concentration of single-cell lineages over time from induction. ¢, Cascade concentrations
were averaged over a 30 minute lookback window from the plasmid loss event for all loss
lineages during direct interference (green) or priming (navy). The Cascade concentration of
the loss lineages were ranked as percentile amongst the non-loss lineages and plotted here.
The median percentile ranking of loss lineages is indicated by a line and value, categories
in which this value was significantly different from a ranking in the 50t percentile (p<0.05)
are indicated in red followed by an asterisk. d, The Pearson correlation coefficient of plasmid
loss time versus total cumulative cascade concentration at that moment is plotted every 5
minutes (DI) or 10 minutes (Priming) starting from induction of the CRISPR system. The
plotted line for both a target with a consensus PAM (green) and target with a mutant PAM
(navy) are enveloped by a 95% confidence interval. Darker shading indicates where the
correlation coefficient is significantly different from zero (p<0.05).

window. At 0-2 hours post induction, PLT and Cascade search hours indeed
correlated negatively for direct interference but not for priming (Fig. 5.4d), in
line with our earlier analysis (Fig. 5.4c). Interestingly, beyond 2 hours post
induction, the correlation increases in magnitude for priming, even as the
variability is high, and the correlation is not significant (Fig. 5.4d). In
summary, stochastic variations in Cascade expression levels affect direct
interference. For the priming process, the impact of Cascade levels
appeared weaker. We hypothesize this could be due to the underlying
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processes being less synchronized in time in comparison to direct
interference, and hence masked by other stochastic variations.

5.2.7 Low Cascade-target binding affinity generates CRISPR-Cas
response variability

To gain insight into the variability and dynamics of the CRISPR-Cas defence
we developed an agent-based simulation framework. Adaptive immunity in
bacterial populations has been modelled previously 4° but to our
knowledge none describe variability or single-cell behaviour. Briefly, we
simulated 100 cells, their growth and division, plasmid maintenance,
stochastic protein production and partitioning at division, spacer acquisition,
and target DNA degradation (see Supplementary Methods for details). We
found that with these minimal model ingredients, and by only changing the
Cascade-target binding affinity due to the PAM mutation, the model
reproduced both the low variability of direct interference (Fig. 5.5a,b and
Fig. 5.2b,d), and the high variability of priming (Fig. 5.5¢,d and Fig. 5.2f,g)
from the experimental conditions. Specifically, we found a Cascade-target
binding affinity reduction of two orders of magnitude for the PAM mutation,
which is consistent with previous work %%%' (Supplementary Methods Table
5.2).

The priming process can be conceptually understood as a two-step process,
adaptation followed by interference, where a highly reduced rate of the first
step is able to recreate the broadness of the PLT distribution (see
Supplementary Methods for details). We hypothesized that variation of the
primed adaptation response could originate from the low-affinity target
search of Cascade, or the spacer integration. In the agent-based model, we
were able to vary the rates of these two processes by a factor 100, while
keeping the Cas3-mediated target destruction constant, and find that slow
spacer integration alone is not enough to explain the observed variability
(Fig. 5.5h). Conversely, reduced Cascade-target binding affinity is both
necessary and sufficient to reproduce the observations (Fig. 5.5e-h) and is
required to generate pre-spacers.

5.2.8 Competition between adaptation and low-level interference

In priming, low Cascade-target affinity and resulting sporadic target
degradation can yield a low-level interference prior to adaptation, which in
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Figure 5.5: Results from the stochastic agent-based model of CRISPR adaptation and
interference. a-d, Example trajectories showing fluorescence concentration produced by
target plasmids simulated with the agent-based model for the (a) direct interference and (c)
priming condition, and corresponding target loss distribution (b,d respectively). e-h,
Example trajectories from 4 different parameter combinations. High Cascade affinity (f,h)
corresponds an increase in target binding by a factor 100 as compared to low Cascade
affinity (e,g), slow integration (g,h) represents a 100-fold reduction in the spacer integration
rate as compared to fast integration (e,f). i, Mean target loss time of the population as a
function of the average target copy number per cell for direct interference (green) and
priming (navy). j, Breakdown of average time spent on primed adaptation (blue) and primed
interference (green) for cells that clear targets through priming, for target copy numbers in
the range 1-50. k, Schematic of alternative target loss pathways. At low copy numbers,
targets can be cleared through low-level interference, which becomes increasingly rare as
copy humbers increase. The priming process shows a u-shaped relationship with the target
copy number, as a result of adaptation becoming faster as target copy numbers increase,
and time required for interference increasing with target copy number.




154 | Chapter 5

turn provides a continuous source of target DNA fragments that can act as
pre-spacers 2. Hence, we wondered whether target abundance affects this
process. For direct interference, as expected, we found that the PLT
increased monotonically in simulated trajectories as the average number of
targets varies from 1 to 50 (Fig. 5.5i, see Supplementary Fig. 5.13 for full
range of distributions). Simulations of priming did not show such a monotonic
trend: the PLT first went up, then down, and finally up again (Fig. 5.5i,
Supplementary Fig. 5.14). This behaviour could be explained by splitting
priming into adaptation and interference (Fig. 5.5j): while primed interference
logically only speeds up with fewer targets, primed adaptation initially slows
down with fewer targets because of the resulting fewer pre-spacers, but then
speeds up for the lowest number of targets, because low-level interference
is now sufficiently efficient, in combination with unequal partitioning upon
division (Supplementary Fig. 5.15). Indeed, our experiments also showed
such clearance of a 5-copy target by low-level interference without spacer
acquisition (Supplementary Fig. 5.3). This alternative pathway competes
with priming when there are few targets (Fig. 5.5k), and might explain the
trend in Fig. 5] showing faster loss at 1 target as compared to 5 targets.
Target abundance thus affects the balance between primed adaptation and
primed interference, resulting in a non-monotonous trend for the target
clearance probability.

5.2.9 Cascade expression stochasticity can accelerate CRISPR
adaptation

Our experiments showed that CRISPR-Cas defence is affected by Cascade
expression (Fig. 5.4c-d) which is stochastic in nature (Fig. 5.4b). For direct
interference simulations, we changed the level of gene expression variability
for Cascade to have 100-fold stronger expression bursts while maintaining
average Cascade concentrations (see Supplementary Methods for details),
which resulted in a higher mean PLT: while some cells could clear all targets
earlier, many cells required more time to clear all targets as compared to
lower-variability Cascade expression (Supplementary Fig. 5.16).
Surprisingly, for priming the mean PLT became lower when the Cascade
variability increased (Fig. 5.6a). The primed interference phase showed a
trend similar to direct interference: a broadening of the PLT distribution
yielding a slow-down on average (Fig. 5.6b). However, the entire distribution
shifted to lower values for primed adaptation (Fig. 5.6¢), yielding an overall
speed-up. For mutated PAMs, pre-spacer production critically depends on
high Cascade levels, even if transient, as the cumulative probability of a pre-
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spacer integration event depends on the Cas concentration in a highly non-
linear fashion (see Supplementary Methods for a more detailed illustration).
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Figure 5.6: Distribution of primed adaptation and primed interference time for high
and low variability in Cascade concentration. a, Target loss time distribution for two
different levels of Cascade concentration variability for priming. At low variability (blue)
Cascade proteins are produced in frequent, small bursts, whereas at high variability (green)
proteins are synthesized more sporadically in large bursts (100-fold increase), keeping
average Cascade concentration constant. b-c, The variability of primed interference times
(b) for high Cascade variability (green) increases as compared to low Cascade variability
(blue), whereas the variability of primed adaptation times (c) decreases with higher Cascade
variability.

5.3 Discussion

In this study, we have investigated a previously unexplored question: what
are the dynamics and variability of the CRISPR adaptation and interference
responses in individual cells? Our time-lapse microscopy approach allowed
real-time monitoring of invader presence, cell traits and inheritance in single-
cell linages. We found that direct interference, despite its dependence on
various stochastic processes and poorly understood tug-of-war between
replication of invading nucleic acids and degradation by CRISPR-Cas
systems, is notably deterministic and efficient, with invader DNA clearance
achieved in all cells within 1 to 3 generations. Conversely, the priming
CRISPR-Cas response was highly variable, ranging from 2 to 30 generations
before clearance. Our data show that direct interference and primed
interference can in fact occur on comparable time scales, and identify the
adaptation phase of priming as the origin of the variation.

Our direct observation of the CRISPR-Cas action and modelling approach
revealed several factors that impact CRISPR-Cas response variability. The
interaction between Cascade and the target DNA, which is characterized by
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a low affinity owing to the PAM mutation, represents a key source of
heterogeneity in the adaptation process of the priming response, rather than
the complex spacer integration process. For direct interference we found that
cells that cleared the target DNA earlier, grew and divided faster than the
population mean. This may be explained by the fact that faster growth is
known to reduce plasmid copy numbers 5253 while in slow growing cells
plasmid maintenance mechanisms increase plasmid abundance %¢. For
priming the reverse was found. Cells that primed and cleared the target DNA
earlier, grew more slowly, perhaps due to higher target DNA availability. The
abundance of Cascade also plays a key role in direct interference and
priming. We note that slower growing cells had higher Cascade abundance
(Supplementary Fig. 17). Although single cell variability was not monitored,
spacer acquisition was found to occur more frequently during slower growth
at late stationary phase 3-8, in line with our findings.

Our finding that target copy number influences the efficiency of spacer
acquisition has implications for phage invasion. It suggests that one genome
copy of a single virulent phage with an escape PAM may not lead to efficient
CRISPR adaptation. However upon replication of the phage genome, it may
become abundant enough, though at this point in time it is likely that primed
interference with a new spacer cannot successfully eliminate a virulent
phage before cell lysis 2755%, Despite this, it has been shown
bioinformatically that priming by type | systems is widespread in nature %7,
especially against temperate phages 8. Such events could occur due to low-
level interference, in which a cell is able to simultaneously clear the invader
while present as a single copy and acquire a spacer from the fragments
produced. This would result in immunization of a single cell in the population,
ultimately leading to a subpopulation of resistant cells that could limit further
propagation of the same phage. Such a phenomenon may be more likely to
occur when a defective phage infects the cell 5°.

The variation existing between single cells in a population is remarkable.
Stochasticity or noise in gene expression and cellular components has been
demonstrated to play crucial roles in many cellular processes 51, We
anticipate that the dynamics and heterogeneity of the CRISPR-Cas system,
as studied here, play an important function in strategies that bacteria exploit
and evolve in their continuous competition with phages, as well as with other
species. For instance, CRISPR-Cas could contribute to bet-hedging
strategies 2, in which subpopulations develop to combat changes in the
environment, such as phage exposure. A distinct subpopulation in which
Cascade is highly expressed could allow faster elimination of an invading
phage, and subsequent re-population. This may in turn increase the fitness



Single cell variability of CRISPR-Cas | 157

of the population, by reducing the overall burden of CRISPR-Cas expression
and risk of autoimmunity 3°63, and hence outcompete other bacterial strains.
While such a strategy may not guarantee single cell survival, it is at large
beneficial for the population as whole. Indeed, previous studies have shown
CRISPR-Cas immunity in single cells acts to limit phage propagation
throughout the population in an abortive infection like manner -6 On the
other hand, the survival of only a subpopulation of cells may result in
population bottlenecking and an overall loss of diversity ¢. This may be
disadvantageous in terms of spacer diversity, where it has been shown that
populations containing a range of spacers are better able to combat and
even facilitate the extinction of new invaders 3547,

While a number of studies have thoroughly investigated CRISPR-Cas
systems through population and single molecule based experiments
5.769.11,30,36-38,64.65.68 these findings do not provide insight into the cell-to-cell
variability. Our work has begun to bridge this gap demonstrating how
important the dynamics of CRISPR-Cas systems are to their functioning and
the outcome of populations facing a threat. Further investigation into different
CRISPR-Cas types and classes, fluctuating environments 7°, and conditions
supporting the formation of subpopulations 7" will enhance the understanding
of CRISPR-Cas dynamics on both the molecular and population scale.

5.4 Methods

Cloning

Plasmid pTU166 targeted by KD615 and KD635, was created by amplifying
the streptomycin resistance cassette from pCDFDuet-1 with primers BN831
and BN832 to add a 5’CTT-PS8 tail. The backbone of pVenus was amplified
using primers BN833 and BN834 and both products were restricted with Kpnl
and Hindlll enzymes. Overnight ligation at 16 °C and transformation into
DH5a resulted in colonies selected to contain the plasmid. Plasmids pTU190
and pTU193 were created by PCR amplification of pTU166 using primer
BN911 in combination with BN912 or BN891 respectively. Products were
restricted with Sall, ligated and transformed into DH5a. Target plasmids
pTU389 and pTU390 were PCR amplified from plasmid pTU265 a derivative
of pVenus containing CFP using primers BN2278 in combination with
BN2275 or BN2276 respectively. Products were restricted with Ncol, ligated
and transformed into DH5a. All plasmids were confirmed by Sanger
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sequencing (Macrogen). All plasmids used are listed in Supplementary Table
1. Primers used are listed in Supplementary Table 2.

Creation of strains KD615mCherry-Cas8e and KD635mCherry-Cas8e

Strains were created using lambda red homologous recombination 2.
Plasmid pSC020, containing both Lambda red and the Cre-recombinase,
was transformed by electroporation into strains KD615 and KD635. Strains
were recovered at 30 °C for 1.5 h and plated on media containing 100 pug/mi
ampicillin. Transformants were then grown overnight in liquid medium at 30
°C, with selection, and made competent the following day by inoculating 50
ml with 500 pl of overnight culture. Once the cells reached an ODeggoof 0.2 a
final concentration of 0.2% L-Arabinose (Sigma-Aldrich) was added and cells
were grown for another 1.5 h and subsequently washed with pre-cooled 10%
glycerol.

The mCherry-cas8e G-block (IDT) (Supplementary Table 3) based on the
design used in 3 was resuspended with ddH»0 to a concentration of 50 ng/ul
and transformed into the competent cells by mixing 2 ul DNA with 50 pl of
cells and recovering at 30 °C for 1.5 h. After recovery cells were plated
undiluted with selection for kanamycin and ampicillin. PCR verified colonies
were then grown in liquid culture with 1 mM IPTG at 37 °C to promote the
loss of the kanamycin resistance cassette and pSC020. Individual colonies
were screened for plasmid loss by patching each colony onto three plates
containing no antibiotics, only kanamycin and only ampicillin. Colonies
exhibiting no resistance were then PCR screened with primers
(Supplementary Table 2) BN2204 and BN2205 for the presence of the
mCherry-Cascade fusion. Strains were confirmed by Sanger sequencing
(Macrogen).

Growth conditions

All strain and plasmid combinations (Supplementary Table 1) used were
grown at 37 °C, shaking at 180 rpm, prior to microscopy. To avoid
autofluorescence under the microscope a minimal M9 media was used
containing the following supplements; 2% glycerol (Sigma-Aldrich), 1X EZ
Supplements (M2104 Teknova), 20 ug/ml uracil (Sigma-Aldrich), 1 mM
MgSO4 (Sigma-Aldrich) and 0.1 mM CaCl2 (Sigma-Aldrich), from here on
called M9 media.
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Microfluidic device

The device used was developed by D.J. Kiviet in the Ackermann lab and has
been previously used in the Tans lab #'. The device contains a main flow
channel 23.5 ym high and 200 ym wide that splits into two 100 um wide flow
channels of the same height. Perpendicular to these flow channels are wells
with a height of 0.75 ym, widths of 1x 80 um, 1x 60 ym, 2x 40 ym, 3x 20 ym,
3x 10 ym, 3x 5 ym and depths of 60 uym, 30 um, 50 ym and 40 uym. These
well sizes are repeated 5 times and are the location where the growth of
microcolonies occurs during an experiment. The PDMS devices were made
by casting them into an epoxy mould, a gift from D.J. Kiviet and the
Ackermann lab.

The PDMS device was produced by mixing polymer and curing agent
(Sylgard 184 elastomer, Dow Corning) in ratio of 1 mL of curing agent to 7.7
g of polymer. This mixture was poured into the epoxy mould and air bubbles
were subsequently removed by use of a desiccator for 30 mins followed by
baking at 80 °C for 1 h. After baking the device can be carefully removed
from the mould with aid of a scalpel and holes were punched for liquid in-and
outlets. For use under the microscope, the PDMS chip was covalently bound
to a clean glass coverslip. This was done by treating both the PDMS and
glass surface with 5-10 sweeps of a portable laboratory corona device
(model BD-20ACV, Electro-Technic Products). After treatment the chip was
placed carefully onto the glass slide and gently tapped to facilitate full contact
between the PDMS and glass surface. Finally, the device was baked for
another 1-2 h at 80°C and stored until the experiment was started.

Loading and filling of microfluidic wells

Cells were initially grown overnight (for ~ 12 h) at 37 °C, 180 rpm in 10 mL
M9 media with antibiotic selection (streptomycin 50 pg/ml) for the target
plasmid. The following day 500 pl of culture was passaged into fresh M9
medium (with selection for the target plasmid), approximately 3 h before
microscope set up, and grown at 37 °C, 180 rpm. After 3 h of growth the cells
were pelleted and resuspended in ~ 30 pl.

To begin the experiment 2 pl of 0.01% Tween20 (dH20) solution is slowly
pipetted into the selected media lane to allow the removal of air and flow of
liquid into the wells perpendicular to the media lane. Following this, 2 yl of
concentrated bacterial culture was pipetted slowly into the same lane. Once
liquid could be seen exiting at the opposite end of the media lane the
syringes containing media (loaded on syringe pumps), the valve controller
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and the waste collection flasks were attached to the chip by metal connectors
and polyethene tubing. Media was pumped into the chip at a flow rate of 0.5
mL/h allowing constant supply of nutrients to the cells. The rate of media flow
was also important for removal of cells from the top of the well, to allow
constant division and long-term tracking of cells located lower within the well.

Media switches

All experiments were carried out with precise 37 °C temperature control and
required the use of 2 different medias. For the first 12 h of the experiment
(including loading of the chip) cells were grown in Media 1; M9 supplemented
with both ahydrotetracycline (40 ng/ml) and Streptomycin (25 pg/ml) to
induce the YFP and select for cells containing the target plasmid
respectively. After 12 h of growth in the chip the media was switched via the
valve controller (Hamilton, MPV valve positioner) to Media 2; M9
supplemented with anhydrotetracycline (40 ng/ml), 0.1% L-arabinose and
0.1 mM IPTG. This media change allowed removal of the selection for the
target plasmid, continued induction of the YFP and induction of the CRISPR-
Cas system after filling of the wells.

Spacer acquisition detection from microfluidic chip output

Over the course of the experiment, the cells that flow out of the wells and
subsequently the chip were collected in a sterile Erlenmeyer flask. The cells
were then concentrated by centrifuging for 5 min at 2000 g. The supernatant
was removed and cell were resuspended in 2 mL of M9 media. Colony PCR
was performed 1 pl of culture using primers BN1530 and BN1531
(Supplementary Table 2) and the products were run on a 2% agarose gel at
100 V for 30 mins alongside the 100-1000 bp DNA Ladder (SmartLadder-
SF, Eurogentec).

Imaging and image analysis

For all time-lapse experiments, phase contrast images were acquired at 1
min intervals at a maximum of 2 positions. In experiments with a YFP target
plasmid, fluorescent images were taken every 2 mins, with an exposure time
of 500 ms. For experiments with a CFP target plasmid and the mCherry-
Cascade fusion images were acquired every 4 mins with exposure times of
500 ms and 200 ms respectively. Images were acquired for the entire
experiment including the first 12 hrs of growth. Cells were imaged with an
inverted microscope (Nikon, TE2000), equipped with 100X oil immersion
objective (Nikon, Plan Fluor NA 1.3), automated stage (Marzhauser, SCAN
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IM 120 3 100), high power LED light source with liquid light guide (Sutter,
Lambda HPX-L5), GFP, mCherry, CFP and YFP filter set (Chroma, 41017,
49008, 49001 and 49003), computer controlled shutters (Sutter, Lambda 10-
3 with SmartShutter), cooled CMOS camera (Hamamatsu, Orca Flash4.0)
and an incubation chamber (Solent) allowing temperature control. In order to
obtain images with a pixel size of 0.041 ym an additional 1.5X lens was used.
The microscope was controlled by MetaMorph software. A series of acquired
phase contrast images were analyzed with a custom MATLAB (MathWorks)
program, originally based on Schnitzcells software “3, adapted to allow for
automated segmentation of cells growing in a well 4!, Segmentation was
inspected and corrected manually where necessary. All segmented cells
were then tracked between frames using the pixel overlap between cells
allowing the formation of lineage structures 4.

Plasmid loss and clearance time detection using the fluorescent
protein production rate

Before screening for plasmid loss, we detect cell death in lineages by
applying a moving average filter to the cellular growth rate. If the cellular
growth rate reached zero and did not recover again, the remainder of the
fluorescence time series after this point was excluded from the analysis. For
each lineage, we computed the fluorescence production rate of the plasmid-
encoded fluorophore from a cell’'s total fluorescence, cell area, cellular
growth rate, and the rate of photobleaching of the fluorophore . As there is
always some amount of residual fluorescence produced by the cells, we
selected an appropriate threshold for plasmid loss detection from the upper
values of the distribution of production rates of plasmid-free cells. To detect
plasmid loss in individual lineages we applied a moving average filter to the
fluorescence production rate and detected the first instance of the production
rate reaching a value below the threshold. This plasmid loss time (PLT) can
be seen as an upper bound estimate, as some processes (transcription,
translation, fluorophore maturation) still carry on for some time after the last
plasmid has been cleared but could not be measured in our set up. The onset
of the clearance time (CT), which signifies the start of the destruction of all
plasmids through interference and ends at the plasmid loss time (PLT), is
difficult to detect in individual lineages due to the naturally occurring
fluctuations in the fluorescence production rate. To determine this quantity,
we align all plasmid loss lineages at the PLT and compute the average trend.
The CT per experimental condition is approximated as the duration from the
point where the average production rate starts to decrease until the PLT.
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Sister and cousin statistics

For each lineage that lost the plasmid, we wanted to compare the probability
of loss in an unrelated cell and in a related cell. For related cells we counted
the frequency of loss and non-loss in sister and cousin cells of the loss cell,
but only if the sister or cousin divided (contained a complete cell cycle). For
unrelated cells we counted the total number of loss events (i) that occurred
throughout the cell cycle of the related cell. For each loss event we counted
how many cells (c;) still contained the plasmid up to that point. The probability
of plasmid loss happening in an unrelated cell during the lifecycle of the
related cell was subsequently calculated recursively using the following
equations:

Where p; is the probability of loss occurring within an unrelated cell given i
plasmid loss events occurred within the cell cycle of the related cell and c;
stands for the number of cells still containing the plasmid at the same time
as the i-th plasmid loss event.

Cascade copy number determination

The control strain KD614 mCherry-Cas8e containing plasmid pTU265
(Supplementary Table 1) was prepared and loaded into the microfluidic chip
as above. After 12 h a sterile tube was connected to the waste tubing and
output from the chip was collected for 30 mins. The media was then switched
to induce Cascade. Approximately 5 h after induction when Cascade levels
are considered to be stabilized the output from the chip was again collected
for 30 mins. To improve counting, cells were subsequently fixed with 2.5%
paraformaldehyde solution at 22 °C for 45 mins 73. Slides were cleaned by
sonication in subsequent steps with MilliQ, acetone and KOH (1M). Next, 1
% agarose pads containing the M9 medium were prepared and hardened
between two slides within 20 mins of measuring to prevent desiccation. The
fixed cells were then spun down and resuspended in 5 yl of which 1 ul was
pipetted onto a pre-prepared agarose pad.

The cells were imaged using a TIRF microscope (Olympus 1X81; Andor Ixon
X3 DU897 EM-CCD camera) using a high power 561 nm laser, which quickly
bleached most mCherry molecules within a couple of frames. Intensity of
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single molecules were measured with Thunderstorm starting from the
thirtieth frame 7. The total cell fluorescence was measured by segmenting
the cells from the phase contrast image and sum fluorescence counts of all
cell pixels (with background subtracted). The copy number was calculated
by dividing the total cell fluorescence in the first frame by the average
fluorescence intensity of the single molecules. We could then calculate the
Cascade concentration ~200 Cascade molecules/um? by dividing the
population average of the mean summed RFP per cell by this copy number,
which was applied to the cells in our time-lapse data.

Model implementation

Stochastic simulations were performed using the adapted Extrande
algorithm 75 implemented in C++. Each data point in Fig. 5i-j and Fig. 6a-c
was obtained from 100 simulated experiments of up to 10* min. The
population size of each simulation was fixed at 100 cells. See Supplementary
Methods for model details and parameters.
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5.6 Supplementary Information
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Supplementary Figure 5.1: Plasmid loss is CRISPR-dependent. The YFP fluorescence
traces in arbitrary units (a.u.) of the WT strain harboring pControl a plasmid with no target
for the CRISPR-Cas system. Time-lapse imaging was carried out for 35 hours post induction
of the cas genes, and showed no plasmid loss.
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Supplementary Figure 5.2: Decay of YFP fluorescence in both direct interference and
priming follows exponential decay. The fluorescence concentration (open circles) of (a)
direct interference and (b) priming lineages can be described by exponential decay. This
was evaluated by performing a least-squares (LS) fit of the fluorescence concentration data
(purple open circles) after the moment of plasmid loss (PLT, black circle) to an exponential
curve (LS fit, black line).
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Supplementary Figure 5.4: Plasmid loss during Direct interference and primed
interference processes occur on a comparable timescale. All production rate traces
(grey) starting from 140 minutes prior to the detected plasmid loss time PLT from (a) direct
interference and (b) priming were aligned at the PLT (t-PLT=0) and the average trend (navy)
normalized for comparison. From the average trend, we estimate the clearance time (CT),
time taken from the initiation of plasmid clearance until elimination of all copies, to be in the
order of 60 minutes for both direct interference and priming from the onset of the production
rate decrease.
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Supplementary Figure 5.5: Spacer acquisition was only seen in the WT strain in the
presence of a mutated PAM triggering priming. Cells from the chip output were collected
in a flask for each experiment and the CRISPR arrays were screened for expansion due to
spacer acquisition by PCR amplification using primers BN1530 + BN1531 (Supplementary
Table 2). The gel shows PCR amplified CRISPR arrays from each experiment a, WT +
pControl (Control) b, Ocas1,2 + pTarget (direct interference) ¢, Ocas1,2 + pMutant d, WT +
pMutant (priming). The presence of a larger band indicates array expansion and therefore
successful spacer acquisition.
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Supplementary Figure 5.6: In the absence of Cas1 and Cas2 clearance of a target with
a non-consensus PAM mutant occurs rarely. The YFP fluorescence of the Ocas1,2 strain
containing pMutant was imaged for 34 hours after induction. Lineages that were able to
clear the plasmid are highlighted in blue with the red dot indicating the moment of detection.
1.4% of lineages (5 unique events, red dot) cleared the plasmid.
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Supplementary Figure 5. 7: Autocorrelation time of cellular growth rate. The
autocorrelation time was calculated for the cellular growth rate of the WT strain containing
pControl by averaging the autocorrelation of cell growth as a function of time in individual
lineages. After 10 mins the autocorrelation of cellular growth has decreased to 0.4. After
approximately 30 minutes the autocorrelation has decreased to zero, as indicated by 95%
confidence intervals (red lines).
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Supplementary Figure 5.8: Growth rate, cell size and interdivision time of direct
interference with different lookback windows. Boxplots of growth rate, average cell size
and interdivision time presented as the percentile rankings of all plasmid loss lineages
(green) that cleared a known target via direct interference. The cell feature of interest (e.g.
growth rate) was averaged over a lookback window chosen in relation to the time from
plasmid loss of the lineage of interest. The same cell feature was then averaged for all non-
loss lineages in the population at that same moment. The cell feature of interest was then
ranked amongst the non-loss population as a percentile. We considered lookback windows
of 60 minutes prior to plasmid loss (top) and 90 minutes prior to plasmid loss (bottom). The
median percentile ranking of loss lineages is indicated by a red line and black text,
categories in which this value was significantly different from a ranking in the 50t percentile
(p-value<0.05) are indicated in red text followed by an asterisk.
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Supplementary Figure 5.9: Growth rate, cell size and interdivision time of priming
with different lookback windows. Boxplots of growth rate, average cell size and
interdivision time presented as the percentile rankings of all plasmid loss lineages (navy)
that cleared a known target via priming. The cell feature of interest (e.g. growth rate) was
averaged over a lookback window chosen in relation to the time from plasmid loss of the
lineage of interest. The same cell feature was then averaged for all non-loss lineages in the
population at that same moment. The cell feature of interest was then ranked amongst the
non-loss population as a percentile. We considered a range of lookback windows. The
median percentile ranking of loss lineages is indicated by a red line and black text,
categories in which this value was significantly different from a ranking in the 50t percentile
(p-value <0.05) are indicated in red text followed by an asterisk.
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Supplementary Figure 5.10: Cascade copy number determination. a, The fluorescence
sum (RFP) of each cell in the first frame was determined. b, The RFP molecules were then
bleached until it was possible to determine the fluorescence intensity of a single molecule
(representing a single Cascade). ¢, The Cascade copy number per cell was then determined
by dividing the average fluorescence sum by the average intensity of a single Cascade
molecule. d, The Cascade concentration per pixel was determined by dividing the
fluorescence sum by the area of the cell in pixels.
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Supplementary Figure 5.11: Autocorrelation of RFP (Cascade) concentration. The
autocorrelation was calculated by averaging over the autocorrelation of RFP concentration
of the WT-mCherry strain in individual lineages. After approximately 200 minutes the
autocorrelation has decreased to zero, as indicated by 95% confidence intervals (red lines).

The long decay time of the autocorrelation function indicates that Cascade protein levels
fluctuate on a time scale longer than the cell cycle.
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Supplementary Figure 5.12: Correlation of RFP levels between cells related as sisters,

cousins, and second cousins. The levels of RFP (Cascade) are strongly correlated

between sister, cousins, and second cousins. The correlation coefficient r decreases as the
cells become less closely related.
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Supplementary Figure 5.13: Distribution of target loss times resulting from
simulations of the direct interference condition for average target copy numbers
(TCN) per cell ranging from 1-50
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Supplementary Figure 5.14: Distribution of target loss times resulting from
simulations of the priming condition for average target copy numbers (TCN) per cell
ranging from 1-50
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Supplementary Figure 5.15: Target loss time as a function of the target copy number
(TCN) as computed from simulated trajectories by the agent-based model for the
priming condition. Bar charts representing the time spent on primed adaptation (navy) and
primed interference (grey) for cells clearing targets through priming with an average plasmid
copy number ranging from 1-50.

08

[l Low Cas var.
["""1High Cas var.

Probability
o o
IN o

o
N

Time (h)

Supplementary Figure 5.16: Distribution of plasmid loss times in direct interference
for high and low variability in Cascade concentration. Target loss time distribution for
two different levels of Cascade concentration variability resulting from simulated trajectories
of the direct interference condition. At low variability (blue) Cascade proteins are produced
in frequent, small bursts, whereas at high variability (green) proteins are synthesized more
sporadically in large bursts (100-fold increase), keeping average Cascade concentration
constant. The variability of PLT interference times for high Cascade variability increases as
compared to low Cascade variability.
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Supplementary Figure 5.17: Slower growing cells have higher RFP (Cascade)
concentrations. Cascade concentration (left) and Cascade production rate (right) show an
inverse relationship with cellular growth rate (grey circles), revealing slower growing cell on
average (navy line) have a higher concentration of Cascade.
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Supplementary Table 5.1: Strains and Plasmids used in this study

Strain Description Source

KD615 E. coli K12, F+, araBp8-csel, | (Musharova et al., 2019)
lacUV-cas3, CRISPR | R-SP8-
R, ACRISPR II+lll

KD635 E. coli K12, F+, araBp8-csel, | (Musharova et al., 2019)

lacUV-cas3, CRISPR | R-SP8-
R, Acas1,2, ACRISPR II+lll

KD615mCherry-Cas8e E. coli K12, F+, araBp8-csel, | This study
lacUV-cas3, CRISPR | R-SP8-
R, ACRISPR Il+lll, mCherry-
cas8e

KD634mCherry-Cas8e E. coli K12, F+, araBp8-cset, | This study
lacUV-cas3, CRISPR | R-SP8-
R, Acas1,2, ACRSIPR I+l
mCherry-cas8e

Plasmid

pTarget (pTU166) pSC101, StrepR, TetR mVenus | This work
PS8 flanked by ‘CTT’ PAM

pMutant (pTU190) pSC101, StrepR, TetR mVenus | This work
PS8 flanked by ‘CGT’ PAM

pControl (pTU193) pSC101 ori, StrepR, TetR- | This work
mVenus, no target

pVenus pSC101 ori, KanR, mVenus- | Bokinsky lab
YFP

pCDFDuet-1 pCloDF13 ori, StrepR Lab Collection

pTU265 pSC101, StrepR, TetR- | This work
Cerulean, No target

pTU389 pSC101, StrepR, TetR- | This work
Cerulean, PS8 flanked by ‘CGT’
PAM

pTU390 pSC101, StrepR, TetR- | This work
Cerulean, PS8 flanked by ‘CTT’
PAM

pSC020 Derivative of pKD46 containing | This work

Lamda red and the Cre-
recombinase
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Supplementary Table 5.2: Oligonucleotides used in this study

Name Description Sequence

BN831 Streptomycin  resistance | TTTTGGTACCTTATTTGCCGACTACCTTGGTGATCTC
and PS8 insertion into
pVenus, Fw

BN832 Streptomycin  resistance | TTTTAAGCTTAAAAGTGCCACTTGCGGAGACCCGGTCG
and PS8 insertion into | TCAGCTTACATTCAAATATGTATCCGCTC
pVenus, Rv

BN833 Backbone amplification | TTTTGGTACCGGACTCTGGGGTTCGAG
pVenus, Rv

BN834 Backbone amplification | TTTTAAGCTTCGAAACGATCCTCATCCTG
pVenus, Fw

BN891 Streptomycin resistance | TTTTAAGCTTACATTCAAATATGTATCCGCTC
insertion (no target), Rv

BN911 Modify  pTU166  PAM | TTTTGTCGACACATTCAAATATGTATCCGCTCATGAGA
universal, Rv C

BN912 Modify pTU166 CTT PAM | TTTTGTCGACACGCTGACGACCGGGTC
to CGT

BN1494 | To amplify pTU193 | TTTCTCGAGTAAGGATCTCCAGGCATC
Backbone minus yfp, Rv

BN1495 | To amplify pTU193 | TTTCTCGAGTAAGGATCTCCAGGCATC
Backbone minus yfp, Fw

BN1507 | To amplify Cerulean from | TTTGAATTCCAGAATTCAAAAGATCTAGGAGG
p15A, Fw

BN1508 | To amplify Cerulean from | TTTCTCGAGAGGATCCTTATTTATACAGCTCATCC
p15A, Rv

BN1513 | Tocheck Cerulean insertion | CCTCATTAAGCAGCTCTAATGCGCTG
and confirm pTU265 by
sequence, Fw

BN1530 | Toscreen for CRISPR array | GGTTTGAAAATGGGAGCTCG
amplification, Fw

BN1531 | Toscreen for CRISPR array | GTTACATTAAGGTTGGTGGGTTG
amplification, Rv

BN2202 | To amplify mCherry-Cas8e | ACAGAATCTGGATGGATGG
gblock, Fw

BN2203 | To amplify mCherry-Cas8e | CTGATCTCTACTGCAGTATAGC
gblock, Rv

BN2204 | Screen for mCherry-cas8e | GCGCTTGCACTTAATCGC
knock in, Fw

BN2205 | Screen for mCherry-cas8e | ACCAGCAGTGCTAAAGCG
knock in, Rv

BN2206 | Screen for mCherry-cas8e | CTTTCCGTCCGGTGTCAGG
knock in, Fw

BN2275 | Insertion PS8 CGT PAM | TTTCCATGGAAAAGTGCCACTTGCGGAGACCCGGTCG

into pTU265, Fw

TCAGCGTACATTCAAATATGTATCCGCTCAT
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BN2276 | Insertion PS8 CTT PAM | TTTCCATGGAAAAGTGCCACTTGCGGAGACCCGGTCG
into pTU265, Fw TCAGCTTACATTCAAATATGTATCCGCTCAT

BN2278 | Insertion of PS8 and PAM | TTTCCATGGCCTCATCCTGTCTCTTGATC
universal, Rv

*PAM sequences are indicated in bold sequences, underlined sequences indicate

restriction sites

Supplementary Table 5.3: Synthetic DNA G-block used in this study

Name Sequence

cas8e- ACAGAATCTGGATGGATGGGTCTGGCAGGGTAACAGTATTGTTATTACCTATAC
mCherry | AGGGGATGAAGGGATGACCAGAGTCATCCCTGCAAATCCCAAATAACCTGGAG
insert CTGCAGATACCGTTCGTATAATGTATGCTATACGAAGTTATAGATCTCTATTIGT
TTATTTTTCTAAATACATTCAAATATGTATCCGCTCATGAGACAATAACCCTGATA
AATGCTTCAATAATATTGAAAAAGGAAGAGTATGAGCCATATTCAACGGGAAAC
GTCTTGCTCTAGGCCGCGATTAAATTCCAACATGGATGCTGATTTATATGGGTA
TAAATGGGCTCGCGATAATGTCGGGCAATCAGGTGCGACAATCTATCGATTGTA
TGGGAAGCCCGATGCGCCAGAGTTGTTTCTGAAACATGGCAAAGGTAGCGTTG
CCAATGATGTTACAGATGAGATGGTCAGACTAAACTGGCTGACGGAATTTATGC
CTCTTCCGACCATCAAGCATTTTATCCGTACTCCTGATGACGCATGGTTACTCA
CCACTGCGATCCCCGGGAAAACAGCATTCCAGGTATTAGAAGAATATCCTGATT
CAGGTGAAAATATTGTTGATGCGCTGGCAGTGTTCCTGCGCCGGTTGCATTCG
ATTCCTGTTTGTAATTGTCCTTTTAACAGCGACCGCGTATTTCGTCTCGCTCAG
GCGCAATCACGAATGAATAACGGTTTGGTTGATGCGAGTGATTTTGATGACGAG
CGTAATGGCTGGCCTGTTGAACAAGTCTGGAAAGAAATGCACAAACTTTTGCCA
TTCTCACCGGATTCAGTCGTCACTCATGGTGATTTCTCACTTGATAACCTTATTT
TTGACGAGGGGAAATTAATAGGTTGTATTGATGTTGGACGAGTCGGAATCGCA
GACCGATACCAGGATCTTGCCATCCTATGGAACTGCCTCGGTGAGTTTTCTCCT
TCATTACAGAAACGGCTTTTTCAAAAATATGGTATTGATAATCCTGATATGAATA
AATTGCAGTTTCATTTGATGCTCGATGAGTTTTTCTAAGTCGACATAACTTCGTA
TAATGTATGCTATACGAACGGTAGAAATTGCAATGCATCTGCCGAATGCCGTGT
GGACGTAAGCGTGAACGTCAGGATCACGTTTCCCCGACCCGCTGGCATGTCAA
CAATACGGGAGAACACCTGTACCGCCTCGTTCGCCGCGCCACCATAAATCACC
GCACCGTTCATCAGTACTTTCAGATAACACATCG
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5.7 Supplementary Methods

5.7.1 Master Equation description of the probability of plasmid loss

In order to test whether the distribution of the target clearance times by direct
interference can be reproduced by a simple one-step process, we consider
a model using a compound probability for binding of Cascade to the target
and subsequent target removal from the system. In bacteria the number of
targets is subject to maintenance which delays the removal of M, targets.
For sake of simplicity we ignore this additional step, which has the advantage
that the number of unknown parameters is kept to an absolute minimum.
Because direct interference is a fast process, one can assume that target
maintenance does not have a strong effect on the clearance time distribution.
The Cascade number is not constant, but rather Cascade production is
induced at the beginning of the experiment. This simplified model only
depends on five parameters: the delay after induction for production of
Cascade ., the Cascade production rate o, the turn-over rate of Cascade
A, the number of targets per cell M, and the probability of a target removal
event P;. The number of targets in individual cells will be in general
stochastic, however due to target maintenance one can assume that this
distribution will be quite narrow. For this reason, we set M, = 5 7.

The time dependent Cascade copy number is modelled as a production-
degradation process with a delay t., and zero initial amount of Cascade: The
bulk mean y (t) is given by:

u(t) = gﬂ(t—rﬂ) (173—*@%)).

By fitting this equation to Cascade concentration data for the bulk mean
(Fig.5.4b of the main text), we estimate: t. = 34 min, ¢ =3 min"', and 1 =
0.0061 min-! to obtain an average copy number of almost 500 Cascades per
cell at steady state.

The removal of M, targets from the system is a First-Passage-Time problem.
We formulate the simple Master Equation (ME) for the conditional probability
Py (t) to find M targets in a cell at a given time t:

dPy (1)
dt

= p(t)pa(M + 1)Prrv1 — plt)paM Par,
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where P; is the compound probability that within the time interval At a
Cascade molecule binds to a target and the target is subsequently removed
from the system.

To obtain the First-Passage-Time distribution we need to determine the
survival probability S to find at least one target, which is simply given by

S = 1-P,. B, is obtained by solving the above ME with the initial condition
Py (t = 0)8y m,-

t o e M
Po(t|Mo) = [1,6—“;0“(”& o

Py(t|My) =0 for t< t., and because the state M =0 is naturally an
adsorbing boundary we readily find lim,_,,P,(t|M,) = 1. The First-Passage-
Time distribution FP.(t|M,) for target removal is given by the FP. = -dS/dt =
dp,/dt

¢ e Mo—1
FP.(t{Mo) = Mopap(t) [1 _ emralg () ] o

Fitting this distribution to the empirical data (Fig. 2d of the main text) gives
rise to Py = 4.4 x 10* min™'. The average target removal time T is given by:

T o= ft’FPr(t’|MD)dt’.
0
Using the estimates for Py, 0,A, T, and M, = 5 we obtain t = 94 min. The fit
of FP. to the data can be seen in Supplementary Methods Fig. 5.1a.
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Supplementary Methods Figure 5.1: The fits of the simple one or two-step model to
the data. a, fit of FP. (solid line) to the target removal time in the case of direct interference.
b, fit of FP. (solid line) to the target removal time in the case of priming.
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The simplified model yields a decent fit to the direct interference data. What
about the target clearance during priming? To investigate whether this can
be conceptually understood by a two-step process, first spacer acquisition
subsequently followed by primed interference, we condition FP. on the time
T, needed for spacer acquisition.

t oy e Mp—1
FP.(t|Mo,7;) = Mopaf(t — )u(t) [1—5”“ [y ¥t :

The rationale behind this is that a Cascade molecule needs to bind to a target
to produce the prespacers necessary for spacer acquisition before primed
interference can happen. It follows FP;(t|M,,t,) = 0 for t < t,. Note that
T, = T4, Since in the absence of Cascade the probability of spacer acquisition
is negligibly small. The distribution for T, is given by the First-Passage-Time
distribution for the passage MM, -1:FB, = -d Py, /dt:

FPy(1p|Mo) = Mopppu(ry)e™More Ji” 1(e)d¢

Where p, is the compound probability that within the time interval At one
Cascade binds to a target, pre-spacers are produced and a spacer is
integrated.

The distribution for the target removal times is given by:

FP (t|My) = / FP, (t|My — 1, 7,)FP,(7,|My)dr,.
0

The integral cannot be done analytically. Fitting FP.(t{M,) to the

experimentally obtained data for the distribution of target loss times during

priming (Fig. 5.2e of the main text) yields p, = 10-° min-. The fit of FP, to the

data can be seen in Supplementary Methods Fig. 5.1b.

5.7.2 An agent-based model for stochastic biochemical kinetics of cell
populations in microfluidic wells

Although a highly simplified description of our system, the results from the
ME description show that the Cascade copy number is an important
determinant in creating the variability in the PLT distribution in the case of
direct interference. For priming, the distribution could be replicated by
considering the process as the result of two subsequent steps, of which the
spacer acquisition process creates the wide PLT distribution. However, this
model of primed adaptation is highly simplified and does not give any
mechanistic insight into the process of adaptation and interference in a
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growing cell population. To better understand how cell-to-cell variability and
population dynamics affect CRISPR-Cas defense, we have developed a
stochastic, agent-based simulation framework to analyse the kinetics of
spacer acquisition and target loss. An agent-based approach allows us to
keep track of the biochemical composition of individual cells in a growing
population, as well as the inheritance of molecules and other cellular features
in lineages. In this type of model, each cell is an agent, and there is no
interaction between cells. For computational efficiency and to emulate the
experimental set-up, the size of the cell population is kept constant. Results
for this type of set-up, where the population size is constant, are identical as
for a population experiencing exponential population growth, as long as the
population size is sufficiently large (100-1000 cells) 77. The intracellular
reactions are governed by stochastic reaction kinetics which can be
described by the Chemical Master Equation (CME). As an exact solution to
the CME exists only for a handful of simple reaction networks, we use the
stochastic simulation algorithm (SSA) 78, which provides trajectories which
are consistent with the CME provided the rate constants are time-
independent. When a reaction involves more than one molecular species,
the propensity for this reaction to take place in some small time interval
depends on the cellular volume. In our application, we are dealing with cells
that are continuously in the exponential growth phase which violates the
assumption of the SSA of constant propensities between reaction events.
For this reason, we use the Extrande extension by Voliotis et al., which
allows us to efficiently simulate the reaction network containing time-
dependent propensities 7.

5.7.3 Model assumptions

Since the detailed mechanism of primed spacer acquisition in type I-E
CRISPR-Cas systems is not yet completely known, we start out with a
simplified model to see if this is sufficient to explain our data. Because primed
adaptation is much more efficient than naive adaptation 22, we assume that
the rate of naive adaptation is negligibly small over the time course of the
experiment. The spacer composition of the CRISPR array is not modeled in
detail. Rather, we assume that we start out with a crRNA sequence that
matches the target, but is flanked by a non-consensus PAM. The effector
complexes containing this spacer can still bind to the target DNA %20, but with
a binding affinity that is decreased up to a factor 100 - 150 as compared to
binding with a consensus PAM %051, Once the effector complex is bound to
the target, Cas3-catalysed destruction of the target takes place 7°. Thus, the

level of interference is associated with the level of effector complex binding
50
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Cas3-mediated destruction of targets is a source of substrates for spacer
acquisition machinery, the Cas1-Cas2 complex, during primed adaptation
223 Intermediates of target DNA degradation are transient and quickly
degrade after an initial burst. Abundant levels of Cas1 and Cas2 lead to
robust spacer acquisition, by allowing Cas1-Cas2 to capture the transient
intermediates of Cas3 action 23. Since in our system Cas3, Cas1, and Cas2
are highly expressed, we assume the levels of these proteins are not rate-
limiting within the scope of our model and thus do not explicitly model their
abundances. Furthermore, in agreement with previously published work, we
assume cells have a target maintenance system that is controlled by logistic
dynamics in order to keep the target concentration at its target level %. In
addition, targets and target-containing configurations are actively partitioned
between daughter cells 88" according to a multi-hypergeometric distribution,
with each daughter receiving on average half of the mother cell's targets. All
other proteins are partitioned according to a Binomial distribution, where the
ratio of daughter cell sizes determines the probability of each molecule
ending up in one of two daughter cells. We model synthesis of CRISPR
proteins as a Poisson process, in which proteins are produced in
geometrically distributed bursts to capture the effect of transcriptional
bursting®. We assume all molecular species are stable on the timescale of
the experiment (i.e. no degradation), with the exception of the free crRNAs
(not loaded in Cascade) and the DNA fragments that are the result of
interference, which have a short lifetime.

5.7.4 Algorithm outline

For the agent-based model, we have adapted the First-Division Algorithm by
Thomas® to include the Extrande extension to the SSA. Furthermore, we
keep the population size constant by randomly selecting a cell to be removed
from the population in the event of a cell division. The steps to replicate our
experimental set-up are described below.

1. Population initialization: At time t = 0, initialize N cells by assigning to
each cell an age t;~U(-log(2)/M, log(2)/u,), a growth rate
W ~ Lognormal(up,o]%) and molecule count x;. Select division size
Vi ~ Lognormal(uVD,o‘z,D) and compute generation time tg.,; as
log(Vai/Vui)/1 , where Wy ; is the birth size. This determines the division time
of the cell which is defined as tq; = t; + tgen;
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2. Biochemical reactions: Determine the next dividing cell: j=
argmin;(tg;- t;). Determine At from min(ty;- t;, L), where L is Extrande's look-
ahead horizon. Advance the molecule numbers of each cell independently
from age t; to t; + At using the Extrande algorithm and advance time from t
tot+ At.

3. Cell division: When t = tq4;, replace the dividing cell by two newborn
daughter cells of zero age. The birth size of both daughters is determined as
Vp,p, = Normal(py, ov,)Vq; and Vyp, = Vg;-Vpp,. Assign to one of these a
molecule number distributed according to the Binomial distribution (proteins)
and the Multi-hypergeometric distribution (targets and target configurations),
depending on the mother's molecule count x; and the daughter's size ratio to

Vb,Dq
le]

daughter. Assign to each daughter independently a growth rate y;, division
volume Vy;, and compute corresponding division time. To ensure a constant
population size, randomly select a cell to be deleted from the population.

the mother cell , and assign the remaining molecules to the other

4. Repeat: Repeat from 2. until t = tgp,,-

5.7.5 Molecular mechanism and model parameters

Each cell in the population contains a pool of biochemical species that can
interact with each other through biochemical reactions, as described in step
2. We distinguish between the targets P, the CRISPR array A, which codes
for a spacer crRNA matching a sequence on the target, and the surveillance
protein Cascade. Together with the crRNA, the Cascade protein makes up
the effector complex E. When the effector complex encounters a target it can
bind, albeit with a low affinity in the case of a non-consensus PAM on the
target, forming a complex EP. Destruction of the target can then take place,
producing DNA fragments F. One of these fragments can be integrated into
the CRISPR array A as a new spacer, transforming the array to A" which can
now also express the newly acquired crRNA, crRNA", in addition to the
spacer that was already present. The effector complex containing the new
spacer, E* has a higher binding affinity for the target. These biochemical
reactions are governed by the equations described in Supplementary
Methods Table 5.1.
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The size of individual cells increases exponentially with a constant
elongation rate throughout the cell cycle. Cellular length is used as a
measure for cell size, as E. coli cell width remains approximately constant
throughout the cell cycle and thus the cellular volume is linearly proportional
to the cell length 8. Growth parameters were chosen to be representative
for our experimental data. As no kinetic data are available on individual
reactions of the adaptation and interference processes, these parameters
were calibrated to qualitatively agree with the experimentally determined
target loss time distributions from the direct interference and priming
conditions and previously published abundances of Cas proteins . Unless
stated otherwise, the growth parameters used were p, = log(2)/70,0, =
0.2, pyy = 05,0y, = 0.07.  pyy, My, =39, oy, =011, py,p" =5 To
simulate the direct interference condition with the same model, we simply
modify the initial state of the system such that the spacer array consists of
crRNA’, which is flanked by the consensus PAM sequence.

5.7.6 Cascade variability impacts the probability of spacer acquisition

In the main text of the manuscript we have shown that in priming, increased
variability in the expression of Cascade can lead to faster spacer acquisition
on average (Fig. 5.5¢ of manuscript). In simulations of the agent-based
model, variability of the Cascade protein concentration is controlled through
the protein production rate k, in coordination with the average protein burst
size b.: to modify Cascade variability while maintaining a constant
concentration, b, is multiplied by a factor a while k; is multiplied by its

inverse, i . In Fig. 5.5, a = 100 which leads to an increase of the coefficient

of variation of the Cascade concentration at steady state from CV = 0.02 (low
Cascade variability) to CV = 0.42 (high Cascade variability).

We will now illustrate how higher Cascade variability can lead to faster
spacer acquisition by considering two scenarios, and comparing the
cumulative probability of the time until spacer acquisition for the simplified
two-step model, which is given by

FPsa(t|Mo) = 1 — ¢~ Mope Jo u(®)dt’,

First, we consider a cell which has a constant Cascade level of 500 copies
at any point in time between t = 0-1000 min, and plot the corresponding
cumulative spacer acquisition probability (Supplementary Methods Fig.
5.2a). Second, we consider a second cell in which Cascade is not constant
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but rather appears as a shorter 'burst' of 2500 copies from t = 200 min until
t = 400 min, and 0 copies at any other time (Supplementary Methods Fig.
5.2a). The cumulative spacer acquisition probability for the second cell
reaches 1 faster than for the first cell (Supplementary Methods Fig. 5.2b),
despite the two cells having the same average Cascade concentration over
the course of 1000 minutes. This suggests that the effects of upwards
fluctuations can outweigh the downward fluctuations.
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Supplementary Methods Figure 5.2: a, Cascade copy number of two cells with the
same average over time. a, Cell 1 has a constant copy number of 500 Cascades, while in
cell 2 Cascade is present transiently at 2500 copies between 200 and 400 minutes. b,
Cumulative probability of time until spacer acquisition for the two cells with Cascade copy
numbers as described in panel a (1, = 1,p, = 0.00001).
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Supplementary Methods Table 5.1: Overview of the reactions in the model for primed
adaptation

Phase Reactions
ko/(1+((P/Vt)

bo = vt/ (%_1)

target replication P

Expression G — k1 () G + bp - Cascade
k1
kl( ) = 14exp(—kqt)

Before spacer integration
AL A4b.-erRNA

After spacer integration
A* = A* +b.-crRNA+b. - crRNA*

crRN A + Cascade ﬁ> FE
crRN A* + Cascade £> E*

Interference E+P % EP

k
E*+PéEP*

EP —=FE + bp - F
EP* = E*+bp-F
oy g
Primed adaptation F+A— k1o, gx

Supplementary Methods Table 5.2: Reaction rates used in simulations

Reaction Parameter | Value [min-1]
Target replication ko 0.125
Cascade production k, 2.4
crRNA/crRNA” transcription k, 10
crRNA/crRNA" degradation ks 0.014
crRNA- Cas/crRNA" -Cas effector complex formation k, 0.01
E-P binding affinity ks 1e®
EP dissociation ke le*
E"-P binding affinity k, 1e3
EP" dissociation ' 1e*
Target degradation kg 1
Fragment degradation ko 1
Spacer integration kqq 0.25
Cascade burst size by 3
crRNA/crRNA" burst size b, 3
DNA fragment burst size b 5
Post-induction delay of protein production kq 0.025
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The microbial warfare between prokaryotes (bacteria and archaea) known
as the host, and their invaders (mobile genetic elements, MGESs) is never-
ending and results in constant evolution. This evolution is circular and driven
by the rapid adaptation of MGEs such as phage to avoid the cells immune
response. In order to survive infection, prokaryotes are forced to develop and
harbor a wide array of innate and adaptive immune systems that provide
defense. The first described example of prokaryotic adaptive immunity is
CRISPR-Cas an intricate system that consists of a memory bank (CRISPR
array) to enable recognition of previously encountered threats, and an
operon of CRISPR associated proteins (Cas proteins) that find and eliminate
the invader. In this thesis we develop and apply methods to further probe the
kinetics of the type I-E CRISPR-Cas system of Escherichia coli at the single
cell level. Chapter 1 gives a general introduction into bacterial immune
systems, covering the discovery of CRISPR, the diversity of CRISPR
systems and its basic mechanisms of defense. We then zoom in on the type
I-E CRISPR system of E. coli specifically and the unique mechanistic details
of interference and adaptation. Finally, we give an overview of a number of
techniques used to study CRISPR-Cas so far, explain the limitations of these
techniques, and highlight the methods we have contributed to the field.

In order to carry out a fast and specific response against an invader the
CRISPR-Cas system is required to possess a small fragment of DNA from
the invader, termed a spacer, in its CRISPR array. This spacer is selected
and incorporated in well conserved and specific process coined adaptation.
In Chapter 2 we review the advances in the understanding of the CRISPR
adaptation process in great detail focusing on the action of the well
conserved Cas1 and Cas2 proteins. We cover the molecular steps of the
process, mechanisms of the production of DNA fragments to be incorporated
as spacers (pre-spacers), capture of these pre-spacers by the Cas1-Cas2
proteins, recognition of and insertion of spacers into the CRISPR array and
the role of accessory proteins.

Due to the possible risk of the cell acquiring a spacer from its own genome
the adaptation process must be highly regulated and can therefore be
infrequent, particularly in the absence of an invader. In Chapter 3 we
describe CAPTURE (CRISPR adaptation PCR technique using
reamplification and electrophoresis) a method we developed to enhance the
sensitivity of detection of spacer acquisition occurring in a population. We
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combine previously described polymerase chain reaction (PCR) steps in
combination with specific primer design and size extraction techniques to
reach a detection limit of spacer acquisition that has occurred in 0.01% of
cells in the population. A detailed outline of the experimental design, required
components and reagents and a step by step protocol are given. Further, we
compare our approach to existing techniques, discuss potential limitations
and provide potential future applications for our method.

Chapter 4 shifts the focus from the adaptation process to the interference
process, elucidating key details about the target search dynamics of
Cascade belonging to the type I-E system of E. coli. Here, by fusing a
photoactivatable fluorescent tag to the cas8e subunit of Cascade, we use
single-molecule particle tracking to investigate the relationship between in
vivo interference levels and Cascade copy number. We observed that
Cascade copy number dependence follows a linear trend suggesting a time-
driven arms-race between invader replication and target search by Cascade.
Further, we study the probing kinetics of Cascade and describe evidence for
a subunit dissociation occurring upon binding to repeat-like targets,
suggesting a possible mechanism for the avoidance of self-targeting. Taken
together, this chapter provides a new depth of information on the target
search process carried out by the Cascade surveillance complex.

In Chapter 5 we use time-lapse microscopy in combination with microfluidics
to study single-cell lineages over time, throughout the entire duration of
CRISPR defense. Here, for the first time we were able to quantify the
variation in time taken to clear an invader occurring between single cells
within a population. Monitoring of the invader through a fluorescent reporter
and use of the production rate to more accurately determine the moment of
loss showed us that while priming is a highly variable process, direct
interference is comparatively fast and deterministic. Further analysis of the
experimental data and the use of an agent-based model allowed us to
identify the spacer acquisition process as the source of the increased
variation in priming. In addition, through comparing single-cell lineages that
successfully eliminated the invader to those that did not, we were able to
identify cellular growth rate, interdivision time and Cascade concentration as
factors increasing the efficiency of defense. Finally, the model was used as
a tool enabling us to investigate to what extent changes in a factor of interest,
e.g. invader copy number, affect the variation seen in invader elimination
times.

In conclusion, in the thesis we have developed a number of methods which
allowed us to further investigate the highly dynamic type I-E CRISPR-Cas
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immune response. Through this, we have provided insights into the variation
seen in response times between individual cells within a population and
contributed to elucidating the details of CRISPR adaptation and interference.
Recently, the view that CRISPR defense acts only at the level of individual
cells is beginning to be challenged. It will therefore be of further interest to
apply these techniques to a broader range of CRISPR systems and
environments to deepen our knowledge of CRISPR immunity in particular in
natural settings.
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De microbiologische oorlogsvoering tussen prokaryoten (bacterien en
archaea), de gastheer en hun indringers (mobile genetic elements, MGEs)
is oneindig en leidt tot constante evolutie. Deze evolutie is circulair en wordt
gedreven door de snelle adaptatie van MGEs zoals fagen om de
immuunrespons van cellen te omzeilen. Om deze infectie te overleven,
worden prokaryoten gedwongen een breed scala aan aangeboren en
adaptieve immuunsystemen te ontwikkelen en onder te brengen. Het eerst
beschreven voorbeeld van een prokaryoot immuunsysteem is CRISPR-Cas,
een complex systeem dat bestaat uit een geheugenbank (CRISPR array),
die herkenning van eerder tegengekomen indringers mogelijk maakt en een
operon van CRISPR associated eiwitten (Cas eiwitten) die de indringer vindt
en elimineert. In dit proefschrift ontwikkelen en passen we methodes toe die
de kinetiek van het Type I-E CRISPR Cas systeem van Escherichia coli op
het single-cell niveau bestuderen. Hoofdstuk 1 geeft een algemene inleiding
voor bacteriéle immuunsystemen, de ontdekking van CRISPR, de diversiteit
van CRISPR systemen en zijn algemene verdedigingsmechanismen. We
bespreken vervolgens het Type I-E CRISPR systeem van E. coli en de
unieke mechanistische aspecten van interferentie en adaptatie in meer
detail. Tot slot geven we een overzicht van een aantal technieken die tot
dusverre gebruikt zijn om CRISPR te bestuderen, leggen we de beperkingen
van deze systemen uit en lichten we de methodes toe waarmee we een
bijdrage hebben geleverd aan het onderzoeksveld.

Om een snelle en specifieke respons tegen de indringer uit te voeren, moet
het CRISPR-Cas systeem in een CRISPR array een klein DNA fragment,
genaamd de spacer, bevatten van de indringer. Deze spacer is geselecteerd
en geincorporeerd in een geconserveerd en specifiek proces genaamd
adaptatie. In hoofdstuk 2 geven we een overzicht van de vorderingen in het
begrijpen van het CRISPR adaptatieproces, waar we ons richten op de
geconserveerde Cas1 en Cas2 eiwitten. We beschrijven de moleculaire
stappen van het proces, de mechanismen voor de productie van DNA
fragmenten, die als spacers geincorporeerd worden (pre-spacers), de
binding van deze pre-spacers aan Cas1-Cas2, de herkenning en insertie van
spacers in het CRISPR array en de rol van bijbehorende eiwitten.

Door het mogelijk risico van de cel om een spacer te verkrijgen uit zijn eigen
genoom moet het adaptatieproces sterk gereguleerd zijn, waardoor het
zeldzaam kan zijn, vooral in de afwezigheid van een indringer. In hoofdstuk
3 beschrijven we CAPTURE (CRISPR adaptation PCR technique using
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reamplification and electrophoresis), een methode die we ontwikkeld hebben
om de gevoeligheid van spaceracquisitie in een populatie te verbeteren. We
combineren eerder beschreven PCR stappen in combinatie met het ontwerp
van specifieke primers en extractie technieken op basis van grootte om een
detectielimiet te bereiken voor spaceracquisitie in 0.01% van de cellen in een
populatie. Een gedetailleerd stappenplan voor de experimentele opzet, de
benodigde ingredienten en een protocol wordt hier beschreven. Verder
vergelijken we onze methode met eerdere methodes, bespreken we de
beperkingen en suggereren we mogelijke toekomstige toepassingen van
onze techniek.

Hoofdstuk 4 verlegt de focus van het adaptatieproces naar het
interferentieproces, waar we belangrijke details over de dynamica van het
zoekproces van type I-E Cascade in E. coli ophelderen. Door de fusie van
een fotoactiveerbaar fluorescent label aan de cas8e subunit van Cascade,
gebruiken we single-molecule particle tracking om de relatie tussen in vivo
interferentie niveaus en het aantal Cascade complexen te bestuderen. We
zagen een lineaire trend in deze relatie wat suggereert dat er een
tijdsgedreven wapenwedloop tussen indringerreplicatie en aantal Cascades
bestaat. We bestudeerden ook de kinetiek van het scannen van Cascade en
vinden bewijs voor subunit dissociatie bij binding aan repeat-achtige
sequenties, wat suggereert dat er een mogelijk mechanisme is om self-
targeting te ontwijken. Alles tezamen verdiept dit hoofstuk ons begrip over
het zoekproces wat het Cascade complex uitvoert.

In hoofdstuk 5 gebruiken we time-lapse microscopie in combinatie met
microfluidica om de afkomst en nakomelingen van single cells te volgen over
de gehele duur van CRISPR verdediging. We zijn hier voor het eerst in staat
geweest de variatie te kwantificeren die bestaat in de tijd die het kost om een
indringer te elimineren in afzonderlijke cellen van een populatie. Het
monitoren van de indringer met behulp van een fluorescente reporter en het
gebruik van de productiesnelheid om accurater te bepalen wanneer
eliminatie plaatsvond liet ons zien dat waar priming een zeer variabel proces
is, directe interferentie relatief snel en deterministisch is. Verdere analyse
van de experimentele data en het gebruik van een agent-based model stelde
ons in staat om het spaceraquisitieproces te identificeren als de bron van de
toegenomen variatie in het priming proces. Bovendien konden we door een
vergelijking te maken tussen cellijinen die de indringer elimineerden en
cellijnen die dat niet deden, aantonen dat de cellulaire groeisnelheid, de
delingssnelheid en de Cascadeconcentratie factoren zijn die een rol spelen
in de efficiéntie van immuniteit. Ten slotte is het model gebruikt als tool om
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te bestuderen in hoeverre een bepaalde factor, bijv. aantal indringers, effect
heeft op de variatie in de tijd die het kost een indringer te elimineren.

Concluderend hebben we in dit proefschrift een aantal methoden ontwikkeld
die ons in staat hebben gesteld de zeer dynamische immuunrespons van
het type I-E CRISPR-Cas systeem te bestuderen. Hierdoor hebben we
inzicht verkregen in de variatie in responstijden van het immuun systeem
tussen individuele cellen in een populatie en bijgedragen aan de verdere
opheldering van CRISPR adaptatie en interferentie. Recentlijk is de
zienswijze dat het CRISPR immuunsysteem alleen maar van toepassing is
op individuele cellen aan het veranderen. Het zal daardoor in de toekomst
van belang zijn deze technieken toe te passen op een breder scala aan
CRISPR systemen en omgevingen om zo onze kennis van CRISPR
immuniteit vooral in natuurlijke omstandigheden te verdiepen.
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