NEW CONCEPTS
FOR

ORGANIC RANKINE CYCLE
POWER SYSTEMS

EMILIANO I.M. CASATI

2014



New concepts for organic Rankine cycle power systems

Proefschrift

ter verkrijging van de graad van doctor
aan de Technische Universiteit Delft,
op gezag van de Rector Magnificus prof. ir. K. C. A. M. Luyben,
voorzitter van het College voor Promoties,
in het openbaar te verdedigen op maandag 29 september 2012.86uur.

door

Emiliano .M. CASATI

Energy EngineerPolitecnico di Milano
geboren te Milano, Italié



Dit proefschrift is goedgekeurd door de promotoren:
Prof. dr. P. Colonna

Prof. dr. V. Dossena

Samenstelling promotiecommissie:

Rector Magnificus voorzitter

Prof. dr. P. Colonna Technische Universiteit Delft, proamot
Prof. dr. V. Dossena Politecnico di Milano, Italié, promiot

Prof. dr. F. Scarano Technische Universiteit Delft

Prof. dr. H. Splieth& Technische Universitat Miinchen, Duitsland
Prof. dr. R. Martinez-Botas Imperial College London, VageKoninkrijk
Prof. dr. S.J. Song Seoul National University, Zuid-Korea
Prof. dr. A. Guardone Politecnico di Milano, Italié

This research is supported by the Dutch Technology Foumd&TW, Applied
Science Division of NWO, the Technology Program of the Dutdimistry of
Economic Afairs (grant # 11143), and the Italian Ministry of Educatiomjver-
sity, and Research.

ISBN 978-94-6259-330-5

Copyright© 2014 by E.I.M. Casati
Front cover image fromThe Direct Acting Solar Enginé-. Shuman, 1907 -
Review Publishing & Printing Company - Philadelphia.

All rights reserved. No part of the material protected bys tbopyright notice
may be reproduced or utilized in any form or by any means,treleic or me-

chanical, including photocopying, recording or by any miation storage and
retrieval system, without the prior permission of the autho

1Author e-mail address: e.i.m.casati@tudelft.nl and emdicasati@gmail.com



Dedicated to my beloved Alice
we waited long enough
for this book to be
written . ..






1

Table of Contents

Introduction 1
1.1 EnergyScenario . . . . . . . . . ... 2
1.2 ThesisOutline . . . ... ... ... ... ... ... .. .. ... 3
Innovative Concepts 9

ORC Power Systems: from the Concept to Current Applicatiors and

an Outlook to the Future 11
Abstract . . . . . .. 12
2.1 Introduction . . . . . . .. ... 12
2.2 Evolution . ... ... ... .. .. 19
2.3 Stateoftheart. . .. ... ... .. ... .. .. .. ..., 28
2.3.1 Technicaloptions . . . . ... ... ... ........ 28
2.3.2 Energy conversion applications . . . ... ... .... 32

2.4 Futurescenarios . . . . . . . . o i e 35
2.4.1 Heat Recovery from Automotive Engines . . . . . . .. 39
242 DomesticCHP .. ... ... .. ... ......... 41
2.4.3 Ocean Thermal Energy Conversion - OTEC . . . . .. 41
2.4.4 Concentrated Solar Power-CSP . . . . ... ... .. 42
2.45 Otherapplications . . . ... ... ... ........ 42

25 Conclusions . . . . ... 43
Nomenclature . . . . . . . . . . . .. 45
Centrifugal Turbines for ORC Applications 57
Abstract . . . . . ... e 58
3.1 Introduction . . . . .. ... .. 58
3.2 Preliminary DesignMethod . . . . . . .. ... ... ...... 60
3.2.1 Mean-line Design Tool for ORC Turbines . . . . . . .. 60

3.2.2 Optimization Procedure . . . ... ........... 61



3.3 Centrifugal Architecture for ORC applications . . . . . . . .. 62

3.4 Analysis of the Centrifugal Architecture . . . . ... ... .. 64
3.5 Design of Exemplary 1 MMMachines . . . ... ... ... .. 68
3.5.1 DesignAssumptions . . .. ... ... .. ....... 68
3.5.2 Design Methodology . . . .. ... ... ........ 69
3.5.3 Results: Transonic Turbine . . . . . .. ... ... ... 71
3.5.4 Results: Slightly Supersonic Turbine . . . . ... ... 73
3.6 Design of Exemplary 10 ki\Machines . . . . .. ... ... .. 75
3.6.1 DesignAssumptions . . ... ... ... ........ 75
3.6.2 Design Methodology . . . .. ... ... ........ 7
3.6.3 Results: Transonic Turbine . . . . . . ... ... .... 78
3.6.4 Results: Slightly Supersonic Turbine . . . . ... ... 78
3.7 Conclusions . . . . . .. ... 79
Nomenclature . . . . . . . . .. . 82
Thermal Energy Storage for Solar Powered ORC Engines 89
Abstract . . . . ... 90
4.1 Introduction . . . . ... ... 90
4.2 Siloxanes: High-Temperature ORC Working Fluids . . . ..... 91
4.3 Concepts of TES Systems for Power Plants . . . . . ... .. 93.
4.4 Direct Storage of Working Fluid in Rankine Power Stagion. . . 95
44,1 StorageMethods ... ... ... ............ 95
442 Discharge Methods . . . . ... ... .. ........ 96
4,43 Storage Systems . . . ..o 96
45 CaseStudy . . . ... . . ... a8
45.1 Working Principle . . . . . ... ... ... .. 98
4.5.2 Flashing Rankine Cycles with Organic Fluids . . . . . 100
4.5.3 Flashing the Organic Vapor Down to Saturated Conuiti@01
45.4 DesignAnalysisResults . . . ... ... ....... 101
455 DynamicModelling . .. ... ... ... ....... 102
45.6 Control Strategy . . . . . .. .. ... 102
45.7 Dynamic AnalysisResults . . . .. ... ....... 103
46 Conclusions . . . .. ... ... 105
A.1 Comparison Between Flashing and Evaporative OrganikiRa
Cycles . . . . 106
A.2 Complete Flash Evaporation as a Working Condition forCOR
Power Systems . . . .. ... ... . ... ... 110
A.3 System Components Dynamic Modelling . . .. .. .. ... 111

Nomenclature . . . . . . . . . . . . e 113



5

Design Methodology for Flexible Energy Conversion SystemAc-

counting for Dynamic Performance 121
Abstract . . . . . .. 122
5.1 Introduction . . . . . ... .. .. ... 122
5.2 Methodology . . .. ... ... . . ... 123
5.2.1 Multi-Objective Design Optimization . . . .. .. ... 123
5.2.2 Assessment of Dynamic Performance . . . . ... .. 124
53 CaseofStudy . ... ... ... .. . .. ... . ... 124
54 SystemModeling . ... ... ... ... ... .. ... ... 126
5.4.1 Preliminary ORC Power PlantDesign . . . . . .. .. 126
5.4.2 DynamicModeling . . . ... ... ... ... ..... 129
543 Validation . . .. ... .. ... .. ... ... 133
544 TheDYNDESTool ... ... .. ... .......... 134
55 ResultsandDiscussion . . . . ... ... ... .. ..., 139
5.5.1 Multi-objective Design Optimization . . ... ... .. 139
5.5.2 Assessment of Dynamic Performance . . . . ... .. 140
56 Conclusions . . . .. ... ... 142
Nomenclature . . . . . . . . .. ... 143

Design of CSP Plants with Optimally Operated Thermal Storge 149

Abstract . . . . . . 150
6.1 Introduction . . . .. ... ... ... 150
6.2 Modeling Framework . . . . ... ... ... ... ....... 153
6.3 Operation Strategy . . . . . . . . . . 156

6.3.1 Reference Operation Strategy . . . . . ... .. ... 156

6.3.2 OptimalControl . . . . ... ... ... ........ 156
6.4 Computational Infrastructure . . . . . ... ... ....... 157
6.5 Results&Discussion . . . .. ... ... ... .. 157
6.6 Conclusions . . . . ... ... ... 162
6.7 Acknowledgements . . . . ... ... ... ... 163
A.l SolarFieldsDesign . . .. .. .. ... ... .. ....... 163
A.2 Financial Analysis . . . ... .. ... ... .. ... 166
A.3 Modelica and Optimicalistings . . . . . ... ... ....... 168
Nomenclature . . . . . . . . .. . 169



Fundamental Aspects 175

7  Flexible Asymmetric Shock Tube (FAST): Commissioning of a&High
Temperature Ludwieg Tube for Wave Propagation Measuremerd 177
Abstract . . . . . .. 178
7.1 Introduction . . . . . ... .. 178
7.2 Fundamentals . . .. ... .. ... .. ... ... 178
73 TheFASTSet-Up . . ... ... .. .. . . ... ... ..., 180

7.3.1 Working Principle . . . . ... ............. 181
7.3.2 VapourGenerator . . . ... ... ... .. 182
733 ReferenceTube . . ... ... ... ... ....... 184
734 ChargeTube . ... ... ... .. ... ... .... 185
7.35 FastOpeningValve . . . . ... ... ... ...... 185
7.3.6 LowPressurePlenum .. ... ............ 185
7.3.7 Condenser and flow returnpipe . ... ... ... .. 187
7.4 Data Acquisition and Control system . . . . . . ... ... .. 187
7.4.1 Vapour generatorcontrol . . ... ... .. .. .... 187
7.4.2 Reference Tubecontrol . . . .. ... ... ...... 187
7.4.3 Charge Tubecontrol . .. ... ... ......... 188
7.4.4 Low Pressure Plenumcontrol . . ... ... ..... 188
7.45 DataAcquisition . .. .. ... .. 0 oo 188
7.5 Validation . . ... ... 188
7.5.1 Tightness characterization . .. ... ... ... ... 188
7.5.2 Valve Opening Sequence . . . . . ... ... ..... 189
7.5.3 Wave Speed Measurements. . . . ... ... ... .. 193
7.6 Conclusions & Future Work . . . .. ... ... .. ..... 196
Nomenclature . . . . . . . . . . .. 197

8 Nonclassical Gasdynamics of Vapour Mixtures 203
Abstract . . . . . .. 204
8.1 Introduction . . . . ... ... ... 204
8.2 Admissibility Region for Rarefaction Shock Waves in Bemyas

MiXtures . . . . . . . 206

8.3 Nonclassical Gasdynamics Behaviour of Dense Gas Migtur. . 212
8.4 Conclusions . . . .. ... .. ... 218
A.1 iPRSV-WS Thermodynamic Model . . . ... ... ... .. 219

9 Conclusions & Perspectives 229



Summary
Samenvatting
Acknowledgements
About the Author

List of publications

235

239

243

245

247






1

Introduction
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1.1 Energy Scenario

Energy provision is one of the major challenges for the HurSaniety, and it
is increasingly clear that the current producteamnsumption model is not sus-
tainable, due to the wake of consequences induced by theugtdra of fossil
energy resources: global climate change, local pollutiorg difused geopoliti-
cal disorders. According to the Energy Technology Perspeteport published
by the International Energy Agency in 2012 (ETP-2012j)obal energy demand
has nearly doubled since 1980, driving up energy-relatedrdgrouse gas (GHG)
emissions, which amount now to the 68% of the anthropogextad. tIf current
trends will continue unabated, a further 85% rise is expebte 2050, leading
the world down the path towards &6 rise in average global temperature during
the same period, with potentially devastating results ndigg climate change,
long-term energy security, and, finally, our survival.

The ETP-2012 introduced the so-called 2DS scenario, whiehtifies tech-
nology options and policy pathways ensuring an 80% chanliiding the global
temperature increase to®2 by 2050. According to the study, this figure is com-
patible with a sustainable future.

Achieving the 2DS will require extensive transformationtioé energy sys-
tem, aiming at cutting energy-related GHG emissions in bgl2050 compared
to 2009. The message is clear:ffdrent energy systems deliver venffdrent
futures. People and governments must choose what futuyewthet, and start
building the appropriate energy system now if that futur® ibe realized.

Furthermore, a collectivefiort is required in every aspect, since no single
fuel, technology or sector can deliver a dominant proporid the necessary
emissions reduction. Accordingly, the 2DS reflects a cdrededfort to reduce
overall consumption and replace fossil fuels with a mix afewwable and nuclear
energy sources. It is discussed how substantial oppoyterists to increase en-
ergy savings, #iciency and know-how across sectors and technologies, such a
those between heat and electricity, or among transportrahgsiry applications.
This sustainable energy system is foreseen to be smarteg, deoentralised and
integrated.

In the author’s opinion, energy conversion systems basdtkeoorganic Rank-
ine thermodynamic cycle (ORC) have the potential to play gormale in this
envisaged framework. ORC power plants are one of the mogépreolutions for
the exploitation of externalthermal sources in the power-output range from, say,

‘Energy Technology PerspectivesTP2012. Technical report, International Energy Agency,
2012.
2External with respect to the power system, as opposed tatbmal combustion encountered
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few KWE, up to tens of MW. Furthermore, the cogeneration of thermal power
can usually be accomplished in a fairly straightforward way

In ORC power converters, a phase-changing organic compsuadopted
as the evolving fluid which, following the working principtiefining the Rankine
cycle, allows to exploit a given source in order to convert péits energy content
into useful outputs, such as, e.g., mechanical, electdecal thermal energy.

The global difusion of ORC power systems grew at a fast pace during the
last 20 years, primarily thanks to the intense academiarebkedfort which ac-
companied this idea since its early days. The possibilitiaibdring the working
fluid and the operating thermodynamic conditions to the iappbn at hand of-
fers important advantages. Higher conversiéiiciency, lower cost and improved
compactness of the system can be attained by limiting theifspavork in the
expansion process, giod by reducing the irreversibility produced during thermal
power transfers.

The ORC energy converters are extremely flexible in naturd,adle to ex-
ploit a virtually infinite variety of thermal sources. At tlsame time, this poses
great challenges from the design point of view. Innovatiwacepts can be de-
vised drawing from the fundamentals of the working fluid hebia passing to the
component- and up to the system-level of detail, but theesponding general-
ized design methodologies have to be concurrently develapd integrated. The
work documented in this thesis aims at contributing to thepis, by presenting
the original results of numerical and experimental researeestigating the po-
tential of molecularly heavy and complex organic compouasisvorking fluids
for the ORC power systems of the future.

1.2 Thesis Outline

This thesis is composed of two main parts, in turn constititte self-contained
chapters, each addressing a specific sub-topic. The alexaterial forms the
basis of several publications on peer-reviewed internatigpurnals: five papers
are already published, one has been accepted for publicatma two are about
to be submitted for publication.

S

The first part illustrates several advancements in the fiekehergy conversion
systems, with a focus on ORC turbo-generators. A more @etaiéscription of

in, e.g., gas turbines.
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the chapters follows.

Chapter 2 presents an introductory review on ORC systems, with anvaxerof
their history, the description of the state-of-the-artrirboth the academic and the
industrial perspective, and an outlook to envisaged pdtis\elopment.

The cumulative global capacity of ORC power systems is wguieg a rapid
growth, which started a decade ago, in accordance with retmmlopments in
the energy conversion scenario. The potential for the asioe into electricity
of the thermal power coming from liquid-dominated geoth&rmeservoirs, waste
heat from primary engines or industrial processes, bioroasgustion, and con-
centrated solar radiation is arguably very large. ORC p@ystems are one of the
most flexible conversion technologies, in terms of capaaity temperature levels,
for these energy sources, and are currently often the orgifcaple conversion
technology in many applications. In addition, they can eogyate heating ayat
cooling. Related research and development is thereforeragty lively.

Firstly, basic elements on the thermodynamic cycle, wayKinid, and design
aspects are introduced, together with an evaluation ofradgas and disadvan-
tages in comparison to competing power systems. An overeféle long history
of the development of ORC technology follows, in order tacgléhe more recent
evolution into perspective. A compendium of the many aspetthe state of the
art is then illustrated by reviewing the engineering solusi currently adopted in
commercial power plants, the main-stream applicatiorgetter with information
about exemplary installations. An outlook on the many reeand development
activities is provided, whereby information on new highpmet applications such
as automotive heat recovery is included. Possible dinestaf future develop-
ments are highlighted, ranging fronfferts targeting volume-produced stationary
and mobile mini-ORC systems with a power output of fewgk\Wp to large base-
load ORC power plants.

Chapter 3 documents the original research conducted in the field of QRD-
expanders. As a matter of fact, these are the most criticapooents whenfg-
cient ORC power systems have to be designed. The varietyssilje working
fluids, the complex gas dynamics phenomena encounteredhandck of sim-
plified design methods based on experience on similar mashmake the design
of efficient ORC turbines a complicated task.

Relevant paths of development may thus be concerned wittihgidevel-
opment of generalized design methodologies, and (ii) tlsesssnent of non-
conventional machine architectures: the research pexentthis chapter aims
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at exploring both. The first critical evaluation of the cé&ngal or radial-outflow

turbine (ROT) architecture as a candidate technology foE@Rbo-generators is
presented, together with a novel methodological frameviarthe design of these
machines. The developed tools can be of help for the desa@friROT machines,
for virtually any power-output.

The first part of the chapter deals with the design of comparalge size
turbines, i.e. in the MW power output range, which is the power output typical
of present industrial applications. The second part of Hapter is devoted to the
assessment of the down-scaling potential of the ROT authite, considering its
implementation in the promising field of mini-ORC turbo-geators, i.e., systems
with power output of the order of 10 kiV The results show that the radial-outflow
turbine is a promising concept for future ORC power systesimge it allows for
the realization of icient, compact, and reliable turbo-expanders in the invest
gated power-output range.

Chapter 4 deals with the assessment of a novel thermal storage syaiiened
to high-temperature ORC systems for concentrating solaiepgCSP) applica-
tions, stemming from the observation that the direct se@ighe ORC working
fluids can be ffective thanks to their favourable thermodynamic propgrtiehe
feasibility of energy storage is of paramount importanaestdar power systems,
to the point that it can be the technology enabler. The istei@ highly fi-
cient and modular concentrated solar power plants of smati¢dium capacity
(5 kWe—-5 MWE) is growing: ORC power systems stand out in termsfia€iency,
reliability and cost-fectiveness in such power-range.

The concept of complete flashing cycle (CFC) is introducec asean of
achieving an unmatched system layout simplification, wpieserving conver-
sion dficiency. This is a new variant of the Rankine cycle, origynattroduced
by the presented research, whereby the vapour is produc#udiyling the or-
ganic working fluid from liquid to saturated vapour condiiso

The discussion of a case study follows: a 100&®FC turbo-generator with
direct thermal energy storage, coupled with state-ofatigearabolic trough col-
lectors. A dynamic model, developed for the complete systemsed to inves-
tigate the performance under extreme transient conditi@wsadopting a rela-
tively simple and robust control strategy, the storageesyss demonstrated to
be dfective in decoupling the solar field and the ORC power blockictv can
thus be operated close to nominal conditions notwithstanttie environmental
disturbances. The feasibility of remotely controlled @ien is thus positively
assessed by means of this preliminary study.
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Chapter5 presents a methodology conceived to help in the definitictheodpti-
mal design of power generation systems. The innovativeaiéia the integration
of requirements on dynamic performance into the procedOygerational flexi-
bility is an increasingly important specification of powsgstms for base- and
part-load operation. Thus, it is crucial to discard, in arlyephase of the design
process, plant configurations which feature unacceptaliardic performance.

The test case is the preliminary design of d@hgyid power plant serving an
off-shore platform, where one of the three installed gas tesbisicombined with
an organic Rankine cycle turbo-generator in order to irsrdhe overall energy
efficiency. At the top level of the procedure is a stationary rhodapable of
performing the on-design thermodynamic cycle calculatsord the design of the
main components of the system. The results of these siron$atire used within
the framework of a multi-objective optimization procedwoeidentify a number
of equally optimal system configurations.

A dynamic model of each of these system designs is autoriigtameter-
ized, by inheriting its parameters values from the optitmaresults. Dynamic
simulations of selected reference transients allow thetiscriminate among the
initial set of solutions, thus providing the designs thabatomply with dynamic
requirements.

Chapter 6 introduces a new methodology aimed at assessing the patenti
optimal control techniques in the context of thermal enesfgyage management
for concentrated solar power (CSP) plants. These systeesemirthe possibility
of integrating a thermal energy storage able of sustaingwgral hours of full-
load operation in the absence of solar radiation. Howewerally adopted design
software tools assume a short-sighted strategy for stonagegement. The novel
design method is applied to a test case, a state-of-theairiat receiver plant with
direct storage, using molten salts as working fluid, and atpeg in a context of
variable electricity prices.

The system modelling and optimization problems are foriedli@and imple-
mented using modern high-level modelling languages, teusastrating the po-
tential of the approach. Berent operating strategies are compared based on a
detailed financial analysis. A wide system design spacenisidered, and the re-
sults are presented for all the foreseeable combinatiosslaf field size and stor-
age system capacity. The proposed method is an additioo@i@® tool allowing
to treat the storage operation strategy as a new relevaiablatn the design of
next generation energy systems. Notably, this could be wicpéar interest for
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ORC-based CSP systems operating in the envisaged distfilggneration sce-
nario, possibly cogenerating thermal power for heatingomting purposes.

S

The second part of this thesis presents the contributicardagy the experimental
and numerical investigation the non-classical gas dynamtavior of dense va-
pors of single- and multi-component organic fluids. A mortailled description
of the chapters appearing in this part of the work follows.

Chapter 7 describes the commissioning of the Flexible AsymmetriccRhiaube
(FAST) experimental setup designed and built at the Delft/élsity of Technol-
ogy. The aim of this Ludwieg Tube facility is to measure theesp of propaga-
tion of pressure waves in organic vapors, with the final dbjeaf providing the
first experimental evidence of the most exotic non-clatgiea dynamics phe-
nomenon, i.e., the rarefaction shock wave (RSW) in the deaper region of
fluids formed by complex organic molecules.

The facility operates at temperatures and pressures ofdlee of 400 C and
10 bar, respectively. A fast opening valve induces a ratiefapropagation in the
tube, which is sensed by using dynamic pressure transdudeesequipment and
measurement methodology are described in detail. Thefasiing valve is char-
acterized in terms of its opening time, which is proven torbalsenough to allow
for the detection of the RSW. The results regarding a shoclevi@ming in air
are presented, and used to demonstrate and validate tipecag@bilities. Prelim-
inary expansion measurements ip floxane are also presented, being of special
interest to the end of the envisaged non-classical gas dgaaperiments.

Chapter 8 presents the first investigation about the non-classicaldyaam-
ics of binary mixtures of organic fluids in the vapour phaseftddently from
mixtures of ideal gases, thermodynamic properties of deageurs of multicom-
ponent mixtures do not scale linearly with the mole fracdioh each compound,
as molecular interaction amongi@irent molecules plays a major role. The fun-
damental derivative of gas dynamiCsbeing a derived thermodynamic property,
is also #ected by non-ideal mixingfgects. In addition, experiments on the ther-
mal stability of siloxane mixtures, and a deeper understgndn the chemistry
of thermal decomposition of these compounds, show thagnapératures close
to the so-called temperature stability limit, a pure silexaindergoes a rearrange-
ment transformation, whereby small quantities of other poumds of the same
family are formed.



CuaPTER 1

The composition of the mixture is therefore a new relevamiatée in the
study of BZT fluids, and, importantly, such mixtures are asnsidered as work-
ing fluids for ORC power systems, one of the possible apdinatof non-classical
gas dynamics.

A predictive thermodynamic model is used to compute thevagliemixture
properties, including its critical point coordinates ahe tocal value of”. The
considered model is the improved Peng-Robinson Stryjek-¥abic equation of
state, complemented by the Wong-Sandler mixing rules. Aefitiermodynamic
region is found where the non-linearity paramdtes negative, and therefore non-
classical gas dynamics phenomena are admissible. A nootormadependence
of I on the mixture composition is observed in the case of binaitures of
siloxane and perfluorocarbon fluids, with the minimum valti& o the mixture
being always larger than that of its more complex component.

The observed dependence indicates that non-ideal mixis@ Isérong influ-
ence on the gas dynamics behaviour—either classical orcla@sical—of the
mixture. Numerical experiments of the supersonic expaneioa mixture flow
around a sharp corner show the transition from the classtcdlguration, exhibit-
ing an isentropic rarefaction fan centred at the expansionet, to non-classical
ones, including mixed expansion waves and rarefactionkshawes, if the mix-
ture composition is changed.



Part |

Innovative Concepts






ORC Power Systems: from the Concept to
Current Applications and an Outlook to
the Future

Part of the contents of this chapter will appear in:

“ORC Power Systems: from the Concept to Current Application

and an Outlook to the Future”

P. Colonna, E. Casati, T. Mathijssen, C. Trapp, J. Larjola,
T. Turunen-Saaresti, & A. Uusitalo

J Eng Gas Turb PoweSubmitted for Publication (2014)




CHAPTER 2

Abstract The cumulative global capacity of Organic Rankine Cycle @Qpower
systems for the conversion of renewable and waste thernead)eiis undergoing
a rapid growth, which started a decade ago, in accordancé véatent develop-
ments in the energy conversion scenario. It is estimatetthigapower capacity
of all these types of power plants currently adds up to attl@a800 MWg. The
potential for the conversion into electrical or mechanigawer of the thermal
power coming from liquid-dominated geothermal reservoiaste heat from pri-
mary engines or industrial processes, biomass combusdiath concentrated so-
lar radiation is arguably very large. ORC power systems are of the most flex-
ible conversion technologies in terms of capacity and teatpee level of these
energy sources, and are currently often the only applicableversion technology
for external thermal energy. In addition, they are suitafdethe cogeneration of
heating angbr cooling, another advantage in the framewaork of distréaupower
generation. Related research and development is therefdremely lively. These
considerations motivated thg@rt documented in this chapter, aimed at providing
consistent information about the evolution, state, andljiKuture of this power
conversion system. Firstly, basic theoretical elementtherthermodynamic cy-
cle, working fluid, and design aspects are introduced, togretvith an evaluation
of advantages and disadvantages in comparison to compggtimologies. An
overview of the long history of the development of ORC poyatems follows, in
order to place the more recent evolution into perspectivecompendium of the
many aspects of the state of the art is then illustrated bigvang the engineering
solutions currently adopted in commercial power plantg, tain-stream appli-
cations, together with information about exemplary instédns. An outlook on
the many research and development activities is providadreby information on
new high-impact applications such as automotive heat rgois included. Pos-
sible directions of future developments are highlightethging from gorts tar-
geting volume-produced stationary and mobile mORC systems with a power
output of fewkWeg, up to large baseload ORC power plants such as, e.g., for
ocean thermal energy conversienOTEC.

2.1 Introduction

The concept of an engine based on the Rankine thermodynawii, evhereby
the fluid is an organic compound instead of water (seefitg-2.1b) originates
from two main observationsl{3]:

o if the selection of the working fluid is an additional degrédreedom for
the design of the thermodynamic cycle, the fluid can be cheseh that it

12
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is optimal from both a thermodynamic and a technical pointielv. The
properties of the fluid, e.g., the properties at the vappridi critical point,
the saturation line, and the specific heat directiige how well the tem-
perature profile of the thermal energy source and sink candiehad by
the corresponding cycle heating and cooling processese spefigs2.1c-
2.1d The conversion feiciency of the power system, aside from the ef-
ficiency of the expander, strongly depends on the exergyitobsth the
primary heat exchanger and the condenser. Furthermorks cynofigura-
tions that are not possible if water is the working fluid, carcbntemplated:
the supercritical cycle configuration is possible even & thhermal energy
source is at low temperature. As for the advantages wittertgp techni-
cal aspects, it is notable that: (i) the fluid pressure angitielevels within
the system can be selected, to a certain extent, indepdyflfeni the cycle
temperatures (for example, relatively low fluid temperaturthe evapora-
tor can correspond to high pressure, and vice versa),ffeéceve thermal
energy regeneration can be realized by means of one singleximactive
de-superheating process, (iii) for the majority of the aiga&Rankine cycle
(ORC) working fluids, the expansion process is completejy tthus blade
erosion issues in turbines, and inherent expansioffiéiency due to con-
densation are avoided, (iv) several ORC working fluid are sistable as a
lubricant for rotating machinery, thus further simplifytige system.

For low power output, from few k\& up to few MWk, the realization of
an dficient, reliable, and costfiective steam expander is challenging: the
volumetric flow is extremely small, the expansion ratio cangively large,
and the specific work over the expansion is also very larges tie design
of a simple axial or radial turbine is problematic and tfcegency bound to
be low. Steam volumetric expanders in turn must be compkghalleng-
ing lubrication issues must be dealt with, and the net expargficiency

is heavily dfected by blow-by and friction losses. Water cannte&ively
lubricate, therefore it must be mixed with a lubricant, whitecreases ther-
modynamic €iciency, and can thermally decompose if it flows through the
evaporator. In addition, for several applications, theZmeg temperature
of water is too high, and the very low pressure in the condecae lead

to unfeasibly large dimensions of this component. If thekiay fluid is
organic, the much smaller enthalpy decrease of the expandipor allows

to design an expander, be it a turbiri 4, 5] or a positive displacement
machine (e.g., screw, scroll, vane, or piston expandrjdaturing a lower
rotational speed and higher volumetric flow for a given poagput.
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Summarizing, the selection of the working fluiffexts at the same time the
thermodynamic performance of the system, and the desiglitd aomponents.
For a detailed treatment, the reader is referred to R@&f. For example, if the
thermal energy source features a relatively small poteatid a rather high-
temperature (say 2 MW andTsource > 300°C), the selection of a fluid formed
by complex molecules (large specific heat) yields to a diigbtiperheated and
regenerated cycle as the corresponding optimal cycle aoatign. The rela-
tively large volume flow due to the small enthalpy drop over¢ipansion allows
for the design of anfécient and simple turbine, with fiiciently large flow pas-
sages. In particular, the small specific expansion worknaallalso to limit the
number of stages (e.g., 2 or 3), and the resulting rotatispetd may be 10 20
times smaller compared to a steam turbine for the same apg@inditions. The
dominant need of reducing the number of stages, this incigdkeir pressure
ratios, together with the low values of the sound speed o&#panding organic
vapor, leads in most cases to the acceptance of highly superows, at least
in the first stator, which therefore requires special carthénfluid dynamic de-
sign. Depending on the condensing temperature, the volumedt the outlet
of the turbine can be large, thus requiring a comparativalibregenerator and
condenser. As a consequence, cost issues related to thedresiier equipment
might arise. Additional challenges ensue in case vacuurditons have to be
managed. Conversely, the overall low maximum pressuresersystem can be
beneficial as far as the cost of the evaporator and safetgssae concerned. It
is also notable that regeneration positiveffeats the thermalfgciency of the cy-
cle, but negatively ffiects the temperature at which the heat source can be cooled
(limited by the temperature of state 3 in figutelg, thereby the amount of ther-
mal power that can be converted into mechanical power. &imgasoning can
be applied to other applications, e.g., low- and mediumpienature geothermal
energy conversion, leading toff#irent results.

The working fluid is also subjected to a number of other cainsis, which can
be more or less stringent depending on the application, iyamefluid should be

o non-toxic, non-flammable, non-corrosive, and cdgtative,

o characterized by a low or zero Global Warming Potential (G¥&fiel Ozone
Depletion Potential (ODP),

o thermally stable and compatible with all the containing aedling materi-
als up to the cycle maximum temperature,

o possibly a good lubricant, featuring also good heat trarnsfeperties,
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Figure 2.1:The processes forming an exemplary superhgmgenerated Organic Rankine cycle
power plant in thel — sthermodynamic plane of the working flui1lg together with the corre-
sponding process flow diagrathlh 2.1c Q — T diagram of the ORC evaporator, assuming that
the energy source is flue gas at 3W) compared to th€ — T diagram of the boiler of a simple
steam power plar2.1dhaving as energy input flue gas at the same conditions.
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o if used for generator cooling, an electrical insulator amhpatible with the
adopted resin.

With reference to high-temperature applications, one rkatde deficit of cur-
rently adopted working fluids (hydrocarbons, siloxanesflperocarbons) is their
thermal stability in contact with typical containing masds, which sets the peak
cycle temperature threshold at around 38) depending on the specific fluid,
and on additional technical, operational and cost-relatststraints. These are
the frequency of fluid charge substitution, the level of flpigtity, the level of
plant sealing, and the dearation requirements in the l@ssure part of the plant.
Ideally, an organic fluid which would not thermally decom@ds contact with
stainless steel) at temperatures up to 50800 °C would substantially increase
the conversion féiciency in some applications. So far the highest thermalilgiab

in realistic operating conditions was reported for a migtaf pentafluorobenzene
and hexafluorobenzen8][ The fluid underwent dynamic thermal tests at temper-
atures up to 468C, and no decomposition was observed during the 532 hour test
The fluid is claimed to feature low toxicity in case of acutel aubacute expo-
sures, but products of thermal decompositions of perfluitmms are chemically
aggressive and possibly highly toxie][

These exemplary considerations show that the design of amalpsystem
is a complex problem, possibly leading to multiple techhsmdutions, with dif-
ferent equipment selection, each with its advantages ssatidantages. With
reference to the example previously illustrated, the siele®f a working fluid
made of simpler molecules would result in a faster-rotaing smaller turbine,
possibly dfected by lower fficiency, and requiring reduction or power electron-
ics for the coupling to the electrical generator. In turre #doption of such a
fluid could eliminate the need for a regenerator, and entaibse compact and
super-atmospheric condenser.

One of the main and unique advantages of ORC power systerhatishie
technology is applicable to virtually argxternalthermal energy sourcewith
temperature dierences between thermal source and sink ranging from approx
mately 30 to 500C [10]. ORC systems are therefore technically suitable for the
conversion of renewable or renewable-equivalent energsces such as

o geothermal reservoirs (liquid-dominated or steam-dotaethavhereby the
steam is too contaminated to be directly expanded in a teybin

o solar radiation,

1External with respect to the power system, as opposed totaal combustion of reciprocat-
ing engines or gas turbines.
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biomass combustion,

o

o

industrial waste heat recovery,

o

urban solid waste, and landfill gas combustion,

o

heat recovery from other prime movers (reciprocating ezgigas turbines,
fuel cells, etc.),

o ocean thermal gradient.

Other advantages of ORC systems are:

o the overall simplicity of the plant configuration,

o the reliability and durability of slow-rotating expansidevices,

o the possibility of using common stainless steel (or in soases aluminum)
as construction material, thanks to the low peak systenspresand tem-
perature, and to the non-corrosive nature of the workingdlut his feature
can be compared, for instance, with materials requirediggr-temperature
water, gas turbines, or Stirling engines.

The graph of figure.2 synthetically shows the current relation between the
temperature of the energy source and the power capacity &f @ver systems
vs steam power plants. The graph refers either to systerhard@ommercially
available, or to those currently under development or stlidNotably, the state
of the art is quickly evolving, therefore figu&2 has been adapted here in order
to account for the fact that the boundary of ORC technologyliegtions is ex-
panding toward the region of conventional steam power @aptications. This
chart might need to be updated in few years.

If large-capacity high-temperature energy conversioriesys are excluded
from the comparison (primarily therefore steam power gartompeting tech-
nologies for the conversion of the mentioned energy sowscesn principle the
Stirling engine, the Closed Brayton Cycle (CBC) power planid the externally-
fired gas turbine (EFGT). For low-temperature energy s@Jreqy., geothermal
reservoirs or heat recovery, the Kalina cycle power plag {s also a potential
competitor, though power plants based on this concept azel@wver develop-
ment stage vs. ORC power systems, and faffecdities due to inherently higher
complexity [L3].

Conventional Stirling engines can operate at fiicgent level of dficiency
only if the thermal energy source is at high temperaturedatively 700-1100°C),
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Figure 2.2:Current and future fields of application of ORC vs Steam posystems in terms
of average temperature of the energy souliGgsource @nd plant power capacity. Boundaries are
indicative, and evolving in time. Adapted from Ref]].

therefore they are developed mainly for high-temperatoter conversion 14,
15], biomass and biogas combustidt6], and domestic micro-cogeneratioh7]
for a power range from 1 kWup to several tens of k& The necessarily com-
plex kinematic mechanisms, and the challenging high-teatpee sealing re-
quirements for the typically leak-prone working fluids (ldeh, Hydrogen, Nitro-
gen, Air) have so far hampered the reliability of the systbmiag developed. Or-
ganic working fluids have been proposed for high-pregswderate-temperature
Stirling engines 18], but no actual development is known to the authors. High
power density, high net conversioffieiency (the world record is 325 % [19])
and possibly low cost, if large-series production is ergésh are positive features
of Stirling engine technology.

Developments of medium-capacity CBC power plants aregeéltd systems
employing carbon dioxideas working fluid R0], and they have been initially
proposed for next-generation nuclear power plalt$ [As previously illustrated,
CO,, being a simple molecule, is arguably unsuitable for thégeesf low power
output expanders. The development of medium-capacity-(30 MWg) super-
critical CO, CBC power plants is now actively pursued in combination witih-

°Note that Carbon Dioxide is an organic compound, as it costaarbon, therefore systems
based on supercritical G@hermodynamic cycles entailing working fluid condensatesit is the
case in some proposed configurations, qualify as supeadrifirganic Rankine Cycle systems.
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temperature solar tower technolog®2], and very high conversionfiéciency at
moderate peak cycle temperature is possibly attainablerdapnately 50 % at
750°C).

The EFGT concept is proposed for biomass combustion or gaisifin 23],
and for high-temperature solar conversi@d][ the main challenge being the high-
temperature at which the primary heat exchanger must @pdpaptotypes so far
achieved limited ficiency, and issues of reliability still need to be solved.

Fossil-fuel fired ORC systems compete with fuel cells, mgas turbines,
Stirling and reciprocating engines for innovative apglimas, like micro-cogeneration
of heat and power (CHP) for apartments and houg8ls Pomestic cogeneration,
that is the use of small CHP systems in place of conventiomsabg diesel boilers,
can be beneficial in terms of fuel utilization in countrieshwtold or moderate
climate.

Research and development of ORC technology has been regeiviever in-
creasing impulse starting from the beginning of this centimgether with a rapid
increase of the installed power capacity, and the numbedemedsity of applica-
tions. This work stems from the need for a reasoned synthbsigt the evolution
of this technology (se@.2), its state-of-the-art (se@.3), and an outlook toward
the future (sec2.4), thus providing information on both commercial applioas
and active research topics.

2.2 Evolution

The idea of using a fluid dierent from water in a Rankine cycle for power con-
version is rather old. As early as 1826, Thomas Howard padetite concept
of an engine using ether as the working flugb. Among the low-boiling pres-
sure fluids, several inorganic substances were conside@deated throughout
the years, with limited success. This short review is lichite Rankine engines
employing organic fluids. Probably the first organic workfhgd used commer-
cially in Rankine cycle engines is naphtha. A patent of Fkawwt Ofeldt [27]
is at the basis of several ORC engines adopting a recipmacatipander fed by
a naphtha vaporizer and powering launches, seeZF8g Naphtha was used as
fuel, working fluid and lubricant, allowing to avoid the cadtthe specialized op-
erator needed for steam engines, because of the much loagoretion pressure
in the boiler. The Gas Engine & Power Company of New York ckihin 1890
to have sold five hundred ORC engines based on the Ofeldtrdgx8h
Simultaneously in Europe (1888), a British inventor by tlzene of Alfred
Yarow also developed a naphtha-based ORC engine for lasr8lip One of
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Figure 2.3: Earliest ORC engines2.3a engine of the Ofeldt naphta launch, 1897. Fuel is
pumped from the tank in the bows by air pressure, generatechlaynd pump, and passes through a
coil boiler. Part of the vapour issuing from the boiler is fedhe burner that heats the boiler itself,
and the rest drives a three-cylinder engine. The long U-ailibe bottom is the condens&9].
2.3 Shuman’s solar ORC-based pumping system prototype liedtal Philadelphia (US-PA),
1907. The the flat solar collector is also visible. It wasadithe hot box with double glazing
containing the blackened pipes acting as the vapor gemggdio

these engines, built by the Swiss company Esher Wyss AGr (latbecome
Sulzer), reached a certain notoriety as it propelledMiignon the boat that Al-
fred Nobel launched in 189Bp]. Even if the boiler was operated at a pressure
lower than that of steam engines, the early days of ORC esgieee &ected by
several accidents3f].

Frank Shuman, in 1907, was probably the first who had the ifleasolar
ORC engine: he used a flat solar collector of about 12Qarboil ether at tem-
peratures around 12T and drive a 2.6 kW engine, see also Fig@.3b[34]. Ro-
magnoli in 1923 used water at 8& to boil ethyl chloride and run a8 kW, en-
gine [7, 35].

Professor Luigi D’Amelio (1893-1967), chair of thermal angdraulic ma-
chinery at the University of Naples, is possibly the fathemmdern ORC tech-
nology. In 1936, his work on a solar power plant for irrigatioased on an ORC
engine using monochloroethane as working fl@f] won him a prize of 10,000
Lire.3 A series of 3 cm-deep vessels full of water would receiverseldiation,

3The prize was awarded by the Libyan governatorate of Itatythe National Association of
Combustion Control. Such solar ORC plant would have beed tsspump water in the arid areas
of North Africa.
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Table 2.1:Specifications of the first solar ORC power plant proposed fio§. .. D'’Amelio in
1935, as reported in Ref3f].

Working fluid CoHsCl
Surface of solar collectors | 270 n?
Evaporation temperature | 40°C
Evaporation pressure 2.7 bar
Condensation temperature| 23°C
Condensation pressure 1.3 bar
Turbine isentropic &iciency | 0.65

Net power output 4 kW
Net conversion ficiency 0.035

thus heating the water up to about 8D. The water is circulated to a shell and
tube evaporator where the working fluid is heated and evégmbia small pipes
at approximately 40C. The vapor is expanded in an impulse axial turbine stage,
and generates mechanical work. The monochloroethane vapondensed at
23 °C, and the liquid pumped back to the evaporator. The desigaifggations
of the plant are reported in takifel. The estimated thermal conversiofi@ency
was about B %. The cited monograph outlines for the first time all thermai
principles of ORC system and turbine design, notably indgdhe selection of
the working fluid among several candidates, see also Ris3§]. In 1939, these
ideas were implemented in a6&W) prototype for the conversion of low-grade
geothermal energy which was commissioned and operategssfatly in a labo-
ratory of the University of Naples3p]. The experience gained with the prototype
led to the realization of an 11 kW geothermal ORC pilot power plant on the
island of Ischia in 1940. A second power plant of 250 Wased on the same
technology was built in 1943 but was never operatd]. [After the second world
war, D’Amelio resumed his studies on the ORC concept, anevbik presented
at the first conferences on solar energy received consieeaiiention 1, 42].

The first commercially operated geothermal ORC power pkasb-called bi-
nary power plant, was briefly operated at Kiabukwa, in the Denatic Republic
of Congo, in 195243]. It featured a power capacity of 200 kj¢Mitilized geother-
mal water at 9PC as heat source, and it supplied power to a mining comparg. Th
second oldest geothermal ORC power plant was commissionBdratunka in
the Kamchatka peninsula in 19643 44]. It was a pilot plant exploiting geother-
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mal water at 8%°C, rated at 670 kW, and using refrigerant R12 as the working
fluid [45]. It provided a small village with electricity and greenises with heat-
ing.

Dr. Lucien Bronicki met Prof. D’Amelio during his PhD studién the late
50’s in Pari§ and started to study the application of the ORC principlenals
solar power plants4e]. He and made an important contribution by outlining for
the first time the relation between the working fluid and th&gle of the expander
in an article published on an international journd. [In the 60’s, perfluorocar-
bons were studied by other authors as working fluids for @RIE turbines47].
Several experimental solar ORC systems have also beertedpdihese adopted
static non-focusing collectors, thus achieving compeetilow maximum cycle
temperature (around 10), and solar-to-electricfigciency (typically< 5 %).
Furthermore, also during the 60’s, few ORC-driven systeongie pumping of
water for irrigation or desalination purposes have beemc@nted 84].

In these years, Dr. Bronicki and his group designed, buildl &sted several
small solar ORC units (210 kWg) with monochlorobenzene as the working fluid.
These systems featured inlet fluid temperatures of the afd&50°C. Some of
these plants have been reported as having run for 12 yedrsuvitepairs 48].

In 1972, they realized a highly unconventiona#t ®Wg unit powered by a ra-
dioisotope, featuring a much higher TIT, and thus a cascayelé configuration
was adopted, employing ftierent working fluid in the top and bottoming cycle
systems49]. The group then succeeded in deploying the results of thegkes
in the first commercial application of mini-ORC turbogerers, i.e., the power-
ing of remote telecommunication stations and of the awegof gas pumping
stations 50]. The most important requirement was reliability in ordeatlow for
a very long operation without maintenance service, whilevecsion #iciency
was not so relevant (about 5 %). The first units of this type 8k using
monochlorobenzene as the working fluid, were operationdl9@il. In the pe-
riod between 1961 and 1988, thousands of these small ORQgeinerators were
installed. The power capacity ranges fron2 @ 6 kW, the working fluid is
commonly dichlorobenzene, or more rarely trichlorobeezeatue to the need of
high thermal stability, being the working fluid directly lied by combustion flue
gases. These systems pioneered the high-speed hermietigenerator solution:
the radial-inflow turbine and the generator are directlypted and enclosed in
a single sealed canister. Journal bearings support the sisitig the working
fluid as a lubricant and coolant, without additives. The gatwe is a solid-rotor
brushless alternator: The three-phase output of the att@ris connected to the

4June 2013, personal communication.
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rectifier feeding the load. The electrical output terminaksch the outside of the
assembly thanks to ceramic feed-throughs. The high bofmigt of the work-
ing fluid enables returning the condensate by gravity withibe need for a feed
pump. The stainless steel evaporator is of the once-throymhy and the con-
denser is naturally air-cooled in order to avoid moving gaithe recuperator is
tube-in-shell #6, 51]. In more recent years, photovoltaic panels substituted-mi
ORC turbogenerators for these applications.

In 1975, Prigmore and Barber presented the first results e§@arch activ-
ity aimed at coupling an array of solar flat-plate collect@asl ke ORC tur-
bogenerator using R113 as the working fluid, and a compresdidler for air
conditioning. The evaporation and condensation tempersitwere equal to 93
and 35°C, respectively, thefciency of the ORC module was 7 %, and the sys-
tem overall COP approximately 0.53]. The possibility of reaching maximum
cycle temperatures higher than 300 by adopting focusing collectors (mainly
linear), has been investigated in the late 70’s: a prototype tested at Sandia
National Laboratories in New Mexico, in combination withrglaolic trough col-
lectors to heat a thermal oil loop powering an ORC turbogeoeiof 32 kW, and
also supplying space heating and cooling with an absorgiiooonditioner 53]

. Also in the US, from 1976 to 1984, the Jet Propulsion Lalmyatleveloped a
power system using parabolic dishes coupled with an ORC poweelule. The
cavity receiver was designed to heat toluene at approxiynd@® °C and 42 bar.
The rotating parts (single-stage impulse turbine, cargaf pump, and alternator)
were mounted on a single shaft rotating at 60,000 rpm. The saonking fluid
was also used for bearing lubrication. A solar-to-eleatnoversion #iciency of
18 % was measured, with a power output of 16gWus lower than the design
value, due to test condition$4].

ORC power systems have been adopted also in combinatiorsaldh ponds,
whereby a temperature gradient is established in a water bpan artificially in-
duced salinity-gradient. An experimental 5 MV8olar Pond Power Plant (SPPP)
was operated from 1983 to 1990 in Beit Ha'aravah, Israg|l. [A 200 kWg SPPP
operated from 1986 to 2002 at temperatures as low #C68 El Paso, Texas,
USA [56].

The first experimental geothermal cascading ORC power plaast called
Magmamax, and it was located in East Mesa, Imperial vallglif@nia [43].
Its initial design was very ambitious, as it was based on erconnected ORC
power plants. The topping cycle utilized isobutane as theking fluid, while
the bottoming cycle adopted propane. The plant was comonisdiin 1979, and
was rated at 183 MW gross power (and 11 MWhnet). Though it went through
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a number of operational problems and changes, it paved thdonahe follow-
ing generations of geothermal power plants. After two omeall experimental
geothermal ORC power plantsq], in 1984 the company founded by Dr. Bron-
icki commissioned its first commercial ORC power plant fog tonversion of
geothermal energy in Wabuska, Nevada, featuring a capafict90 kWe [56].

As a consequence of the ol crisis of the late 70’s, many athis for geother-
mal power plants manufactured by several companies follpwsile also the
capacity of these plants gradually increased toward thei4yV g range. The
working fluids were mainly light hydrocarbons, chlorobemezs, and chloro-fluoro-
carbons (CFC). In this period, few ORC power plants were adsalfor the con-
version of other renewable energy sources, like indusivadte heat and engine
exhaust gases. The largest of these plants was built in Jdapditsui Engineer-
ing & Shipbuilding, featuring a power output of 15 MW57]. As a result of
rising concerns about air pollution, followed by rising ffyeices during the olil
crisis, investigations on the use of Rankine engines farraabiles started in the
70's [58, 59]. Both steam and organic compounds were considered asmgorki
fluids, with either a turbine or a piston expander. A 30&kfototype was suc-
cessfully tested as bottoming cycle on a long-haul tr@60], but never made it
to the commercial market. In the 80's, intense research amdldpment activity
occurred also in East Germany, Finland, France, Japarelldtaly, USSR. In
the US, notable developments were related to five 60@ kMits for industrial
heat recoverygl], and to a concept for electricity generation for the ing&ional
space stationd2, 63].

Particularly relevant are the studies carried out in Italying the 60’s and
the 70’s by Prof. Gianfranco Angelino, one of the fathers otiern ORC power
systems technology, together with his colleagues at Raiite di Milano, Prof.
Mario Gaia and Prof. Ennio Macchi. Their work was importalsbabecause it
helped laying the scientific and technical basis for re¢eantd developmeng].

An example of the application of these investigations isuteented in a study
presented by Bado and colleagues, a 35:k&rfluorocarbon (gF1¢) unit pro-
viding a net electric conversiorfficiency of 19 % at condensing and collectors
cooling loop exit temperature equal to 40 and 8QQrespectively§4]. Such unit
was subsequently built and tested, and a fitiency of 17 % was recorded at a
turbine inlet temperature of approximately 270 [65, 66]. In these first proto-
types, axial turbines were directly coupled to an asynabmsrgenerator rotating
at 3,000 rpm. Notable is the Borj Cedria 12 k\Wolar power station in Tunisia,
which was commissioned in 1983. The working fluid was teti@cethylene, and
during field tests a net electricdlieiency of 11 % was recorded, with evaporation
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and condensation temperatures equal to 84 af€C2€espectively§7]. Based on
these studies, a company was established in 1980 by Gaiacohiygany was ini-
tially involved in the realization of experimental soladageothermal ORC power
plants adopting various working fluids and single or multige axial turbined].
Studies on the use of siloxanes as working fluids for highpenmature ORC power
systems were conducted in collaboration with Angelino amavorkers B3, 68].
The first biomass-fuelled turbogenerator, which was |latedetermine the com-
mercial success of the company, was commissioned in Bfangtzerland, in
1998 [L1]. It was a skid-mounted 300 ki\genset, using siloxane MDM as the
working fluid, and featuring a 2-stage axial turbine. Thenpisas ordered by the
Swiss army in order to provide electricity and cogenerateat ko a barrack.

In Finland, Prof. J. Larjola led the development of highegpbermetic turbo-
generators in the hundreds kWwange, in which the turbine, generator and pump
share the same shaft. One of the first applications of this ¢ty ®RC turbogener-
ator was the use as the charger of the batteries of a deepizmersible §9]. The
hermetic turbogenerator configuration was similar to thigyeaini-ORC units for
remote power applicationg (), 71]. The knowledge acquired with these develop-
ments was later utilized in commercial units that were migidkestarting from the
early 2000's 72].

Information concerning operational ORC power plants refito the period
before 1995 are collected in Re8]| containing also data from RefZ§], which in
addition covers earlier years. During the 1980’s, howefesssil fuel prices were
relatively low: this led to most of the experimental plangsig shut down because
economics were not attractive. The main data related to Hjerity of the plants
that have been commercially operated after 1995 are showabile2.2. Fig. 2.4
presents a quantitative assessment of the the evolutiomstdlied ORC power
plants in the same period, in terms of both cumulated powemnamber of units.
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Figure 2.4:Commercial ORC power plants commissioned between 1995endrid of 2013,
based on the data reported in Tt number of units installed (solid line), and cumulated powe
capacity (dashed line).
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Manufacturer Country Output Out. cogeh Working Energy Turbine Turbine inlet N Year Ref
kWEg kwr-°C Fluid source typ&Nstgs Tmax. °C Pmax, bar units commiss.
Atlas Copco (?) CA 2100 - R134a WH rad. inl na na 1 2012
TR 22500 - n-Butane G rad. ifl na na 2 2013
DE 3600 - iso-Butane G rad. ifl na na 1 2014
TR 22500 - n-Butane G rad. ift na na 2 2015
Exergy (IT) TR 1000 - FC B rad. outna na na 2 2012 8, 75)
IT 1000 - HC G,B na na 2 2013
IT,FR 100- 1000 - RE,FC,SIL WH,B na na 4 2014
ITTR 1200- 12000 - HC WH,G rad. outaxial/na na na 7 2015
GE Energy (US) na 125 - R245fa B rad. inl 121 17.2 >100  2009- 2011 76l
GE Oil & Gas (IT) CA 17000 - Cyclo-pentane WH rad. ji2 250 1 2012 17,78
BN - 1 2014
CN,TH - 4 2015
Ormat (US) US,Vars. 400 3500 - n-Pentane G axial — 4 105- 170 na 67 1995 1999 79,80
2000- 15000 - G,S 140- 180 na 144 20006 2013
300- 6500 - WH 110-180 na 19 1999 2013
Tri-O-Gen (NL) Vars. 80- 160 - Toluene WH rad. ifl 325 32 21 2009 2013 [72,81]
135-160 - B 6 2012- 2013

Table 2.2:0verview of the main characteristics of commercial ORC pogbents commissioned
after 1995, data fromfiicial companies’ websites and personal communications [ECCBM-
PLETED - MISSING DATA]. For older data see, e.g., Ref3, T3]. Countries of installation are
indicated with ISO 3166 Codes. FC: (per)fluorocarbons, H@récarbons, RE: refrigerants, SIL:
siloxanes. Out. cogefT : thermal power cogenerateddelivery temperature. Energy source=B
biomass, G= geothermal, S Solar, and WH= waste heat. bys number of turbine stages. ‘Vars’
stands for ‘various’, and ‘na’ for ‘not available’.
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CHAPTER 2

2.3 State of the art

A brief description of the most commonly adopted technigalans encountered
in commercially available systems is provided here. A sagakand iterative
design process is often carried out in the order in whichetlteshnical solutions
are presented. The design of one system component stroegénds on the oth-
ers, therefore a trend toward an increasingly integratetdaamtomated approach
is pursued $2-84]. The number of possible combinations of the technical-solu
tions applicable at system and component level is very Jamge it explains why,
even for similar specifications, the units that have readoeadmercial status can
differ considerably. As it was in other sectors of the power fiafter a period
in which a relatively large variety of products compete tog iarket, evolution
may reduce this diversity in the future, at least for a givppligation.

2.3.1 Technical options

The selection of the available solutions for the design ofséesn and its compo-
nents depends on the initial specifications, which moshdadte:

o Type of thermal energy source, average power capacity, erage tem-
perature

o Availableg/usable cooling fluid (water or air) and its average tempegatu

ORC modules can exhibit a certain level of standardizatipriaua power
capacity of 2= 3 MWEg, while larger power units, like those of larger geothermal
power plants, are highly customized.

Cycle configuration and working fluid

As discussed in Se@.1, the design decision about the cycle configuration and
the working fluid is closely coupled, and it has consequermmethe choice of
the expander and its desig][ Currently, saturated and superheated cycle
configurations are common, while the supercritical cyclefiguration has been
implemented only in few case§4, 85. Two and three pressure levels in the
evaporator have been adopted only in large geothermal polaets in order to
substantially reduce the average temperatufiergince between the geothermal

5In case the expander is a turbine, a small degree of superheathe turbine inlet and through-
out the expansion is needed in order to avoid droplets imggainst the rotor.
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and the working fluid 86]. The supercritical cycle configuration might be opti-
mal from a purely thermodynamic point of view, but the powensumption of
the main feed pump becomes very large. T@bBists the working fluids that are
most commonly employed, together with their main propertia general, fluids
formed by more complex molecules are suitable for high-teneapire applications
(e.g. siloxanes, toluene), and small-medium power capastfiile those formed
by simpler molecules (e.g. refrigerants, alkanes) are tedop low-temperature
applications, and are suitable also for large power output.

Table 2.3: Main properties of the most flised working fluids in current ORC plants, see
also Tab. 2.2 MW: molecular weight,Tpei: normal boiling temperaturepyap@soc: vapour
pressure at 80C. MDM: octamethyltrisiloxane, MM: hexamethyldisiloxan@P5: Perfluorode-
calin, PP2: perfluoro-methylcyclohexane, r245fa: 1,13tRentafluoropropane, rl34a: 1,1,1,2-
tetrafluoroethane. Data from Re87].

Fluid  Chemical MW Ter Pcr PCR Thoil  Pvap@soc
name formula [gmot] [°C] [bar] [kgm3] [°C] [bar]
toluene GHg 92.1 318.6 41.26 278.8 110.6 0.389
cyclo-pentane €Hio 70.1 238.5 45.15 272.6 49.2 2.522
iso-pentane €Hi» 72.1 187.2 33.78 215.7 27.8 4.575
iso-butane GH1o 58.1 134.7 36.29 224.6 -11.8 13.438

MDM  CgH24Sis0; 236.5 2909 14.15 302.9 152.5 0.091
MM CgH150Sh 162.4 2455 19.39 292.9 100.2 0.537

PPS GoF1s 462.0 2919 17.88 565.0 140.7 0.133
PP2 GF14 350.0 2119 20.60 574.7 75.8 1.152
r245fa GH3Fs 134.0 1540 36.51 489.3 151 7.893
ri34a GH2F4 102.0 101.1 40.59 545.6 -26.1 26.332

Rotating equipment

In case of larger power plants, one of the advantages refattte selection of
an optimal organic working fluid is that it is possible to dgsian dficient tur-

bine for rotational speeds that allow for direct couplingat@ynchronous gen-
erator (3,000,500 rpm if the grid frequency is 50 Hz, or 3,000 rpm if it

is 60 Hz). If this is not possible or wanted, reduction geas then be used.
The shaft seal demands for special attention, especiatlyeifworking fluid is

used for lubrication, in order to avoid excessive leakagé#.isbften used in a
dedicated bearings system for the shaft, especially in-shbating turbines and
pumps, whereby mechanical seals are adopted for the shegteXpander, elec-
trical generator, and feed pump can rotate independeriy &ne another, or, in
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some cases and for systems rated at hundreds ¢f khéy can share the same
shaft [/2, 76, 81]. The so-called high-speed hermetic turbogenerator adgem
allows to enclose the rotating equipment into a single cpaimd use the working
fluid as bearings lubricant and generator coolant. In amiditithanks to the use
of an inverter, the rotational speed of the turbine can bedan order to match
the machine optimumfgciency at the given operating condition. However, the
consequent high-rotational speed of the feed-pump leatishayhly sub-optimal
operation.

Expander. ORC expanders are currently dynamic (turbines) in the vast m
jority of the cases, while volumetric (screw, scroll) exdars are in the pre-
commercial or market-introduction phase. Turbo-expamderer the power ca-
pacity (from about 100 k\y to several MW{), expansion ratio (approximately
from 5 to 100), and inlet temperature (20 to~ 350°C) ranges typical of current
commercial ORC power systems. Volumetric expanders difineen refrigerant
compressors are employed only in the low-temperature amecépacity power
systems (1 to about 100 k\y which are now being proposed to the market. An
exception are the 1 MWscrew expanders that have been recently installed in
a low-temperature geothermal power plant in New Mexigg.[ The maximum
volumetric expansion ratio of volumetric expanders cuitygorevents their use in
high temperature systems. These machines feature lowegrdpe& eficiency if
compared to turbo-expanders, which in turn are not yetaiiwith a power out-
put of few kWe. Screw and scroll expanders can be cdBtative because they are
derived from volume-produced refrigerant compressorsiséirgjuishing techni-
cal feature is that they can tolerate a fraction of liquid kiog fluid. Ref. B9
provides an overview on the main aspects of volumetric edpanfor small ORC
power systems. ORC expanders are in geneftdréint from other common ma-
chines expanding steam, air or other gases, because dgsereperties deviate
largely from ideal gas behavior, thuffecting the design, and because the speed
of sound is much lower than in light gases or ste@®-92].

Axial turbines are commonly adopted for medium to large povuput ORC
systems (several hundreds k\¢ several MW) in single or multi-stage arrange-
ment (currently up to four in large-capacity units). Thenisepic dficiency in
nominal conditions typically goes from 80 % to less than 908/&ase of smaller-
capacity systems (up to 200 la) the radial inflow configuration is preferred be-
cause it allows to achieve highffieiency with one single stage, even in case of
large expansion ratibigh TIT. The optimal rotational speed in these cases can be
of the order of several tens of thousands rpm. A two-stagelradlow turbine
configuration has been recently implemented in a large OR@pplant [77].
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Systems based on turbines adopting the multi-stage radlitdw configurations
have been recently successfully commercializé&g). [

The first ORC scroll expanders proposed to the market areresgmi-hermetic
or hermetic, the power output varies from 1 to 10 kWhe volumetric expansion
ratio is at maximum 4-5, while the rotational speed is betwg&&00 and 6,000
rpm [93].

Screw expanders are in a slightly more advanced stage ofopewent, and
their power output reaches several hundredskWhey feature either the sigle-
screw or the double-screw configuration, and the maximunamsipn ratio is
slightly larger than that of scroll machines (5-8Q]. Their rotational speed can
be as high as 10-12,000 rpm in the smaller machines.

Bearings. Conventional oil bearings are typically used in case thetetal
generator is external to the turbine casing. If the workingdfhas good lubri-
cant properties, especially designed bearings are adotttesl simplifying the
turbinggenerator assembly. These are often of the tilted pad typeadine high
rotordynamic stability theyfder. The high-speed hermetic turbogenerator assem-
bly configuration also demands for special bearings, eitiagnetic, or lubricated
with pressurized working fluidg7, 76, 94]. Magnetic bearings are utilized in
some units that are in the initial commercialization pha#h Vow turbine inlet
temperature. The implementation of this technology in éiglemperature sys-
tems requires additional study.

Pump. The power consumption of an ORC pump is comparatively laiger
that of the pump of a steam power plant, being the ratio ofpleeisic pump work
to the specific turbine work larger. For this reason, evendghastandard centrifu-
gal water pumps are often adapted for the use in mainstrea@&ems, some-
times ad hoc pumps must be employed in order to achiefiiismt compression
efficiency. The cost and comparatively loffieiency of multi-stage pumps is one
of the main reasons why the supercritical cycle configunaigocurrently seldom
adopted 86].

Heat Exchangers

Evaporator / Primary heater. The primary heat exchangevaporator can be of
the once through type[ 72], or the shell and tube type, having the working fluid
typically in the shell side95, 96]. Thermal energy can be transferred directly
from the heat source (flue gas, hot waste stream, geothees®ivoir, solar radi-
ation) to the working fluid, or indirectly via an intermedahermal loop. Direct
heating allows for higher temperature and pressure in taparator, while indi-
rect heating demands for additional pumping power, thusctlineating implies
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higher net conversionfigciency. The choice among the two solutions depends
on many aspects: avoidance of hot spots that increase thefrigorking fluid
decomposition, ease of control, safety regulations, anttactual issues. In case
of high-temperature applications, and if the working fllednore expensive than
the diathermal oil, lowering the temperature of the workiiluid is a way of de-
creasing the frequency of working fluid charge substityttbereby lowering the
operating costs.

Regenerator. The adoption of a regenerator depends on the working fludi, an
optimal cycle configurationg3]. In some cases, the thermodynamic advantage
can be quite limited, but the adoption of the regeneratoihedmreducing the size
of the condenser, which is often a significant cost comporiargmaller capacity
ORC power plants, the regenerator can be of the finned tubtatr fype, thus
being very compact. In larger power plants, the regeneiatorore often of the
shell and tube type. In any case, regenerators selectiohaocsunt for a limited
pressure drop on the vapor side, which directlgets the turbine outlet pressure,
and thus its power output. This becomes a critical aspduti€bndenser operates
at very low pressure.

Condenser.Depending on the availability and regulations, water-edajon-
densers are preferred because of the higher achievabléinetrey of the power
plant. Wet cooling is also adopted if the ORC power plant cegates distric or
process thermal energy or if it powers an absorption chdterefrigerator. De-
pending on the system capacity, compact heat exchangeraaeecommonly
adopted in low-power output systems, while shell and tulkeadopted in larger
power plants. Direct air cooling is seldom adopted, bec@usensiderably in-
creases the working fluid inventory, while air-coolers waih intermediate wa-
ter/glycol loop is the most frequently adopted technical sohuti

2.3.2 Energy conversion applications

The current applications of ORC power plants are listed lrererder of rele-
vance in terms of presently installed power capacity. OR®grcsystems are
either the preferred or the only technology that can be adbfur the conver-
sion into electricity of several types of relevant thernsalewable energy sources.
For example, arguably most of the high temperature vaporikted geothermal
reservoirs are already exploited, while the potential gfill-dominated ones is
still very large B3]. Similarly, in case of biomass combustion, the optimahpla
capacity is mainly limited by the cost of fuel gathering. loth cases, the flex-
ibility in terms of temperatures and scalability makes OR@/@r systems often
more attractive than steam power plants. This is testifidti&gteadily increasing
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number of ORC power plants being commissioned all over thédwo

Geothermal Reservoirs

ORC power plants around the world are used mainly for the @wion of liquid-
dominated reservoirs at temperature of 1250 °C, though examples of op-
erational plants fed by a mixture of steam and brine at higdperature exist
(Zunil Guatemala - 20 MW, Ribeira Grande | and Il in San Miguel, Azores -
14 MWE, Olkaria lll, Kenya - 13 MW, and Oserian, Kenya -8 MWEg) [96].
The goethermal fluid usually contains also a substantialusutnof incondensible
gases, which might form corrosive compounds. In case ofgiinase geothermal
fluid, the steam and the brine are separated, and the steasedsta evaporate
the organic working fluid, while the brine is used for liquidsking fluid preheat-
ing. The saturated cycle configuration with an alkane as &iwgrfluid is the
most common. Sometimes the system includes a regenenaitaisé of a steam-
dominated geothermal reservoir of large capacity, wheeetgam power plant is
used as the high-temperature conversion system, an ORG ptam¢ as bottom-
ing cycle results into anfécient combined cycle configuratio®q]. Exemplary
plants of this type are the Upper Mahiao, Philippines (125 pVthe Mokai 1
and 2, New Zealand (100 MY, and the Puna, Hawaii (30 M¥Y[96].

Solid biomass or biogas combustion

High-temperature ORC power plants in the M\fower range fuelled with vari-
ous types of solid biomass have been installed at incregsiog in Europe start-
ing from the early 2000's, thanks also to favorable legistat More than 200
ORC gensets of this type are in operation. Most often themetplre integrated
into wood-manufacturing sites, and feature the CHP arraege, whereby the
heat discharged by the ORC unit, at temperatures typiceligvb100°C, is used
for process purposes, or district heating. Many of thesegp@ystems adopt a
superheated and regenerated cycle configuration, indiestting, two, or in few
cases, three-stage axial turbines, and MDM as the working. fllihe rated net
electrical dficiency is usually in the 15 20 % range, while the total energy ef-
ficiency can be as high as 90 %. Information on exemplary bésn@HP power
plants of this type can be found in Re@{] related to a 1 MW power plant in
Lienz, Austria, in Ref. 99] for the 11 MWEg power plant in Tirano, Italy, and in
Ref. [10Q for that in Ostrow Wielkopolski, Poland, rated abIMWE.
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Flue Gas from Gas Turbines or Gas Engines

Several examples of ORC turbogenerators used to recovee \waat from the
exhaust of gas engines already exists, [78], and the nhumber of these instal-
lations is also increasing. In cases in which the recipinga¢ngine or the gas
turbine is fed with biogas, the addition of an ORC heat reppggstem is often
economically viable because of the subsidized value of #émegted electricity.

Industrial Waste Heat

Opportunity for heat recovery in the manufacturing and pssandustry are count-
less. The majority of the thermal energy is wasted at tentpers between 60 and
400°C, with a capacity that monotonically increases toward gaantities at low
temperature.

Only recently this enormous potential has attracted istegnd few ORC power
plants recovering various forms of thermal energy otheswiasted are now op-
erational, while many feasibility studies are performed.

First examples of industrial waste heat recovery ORC povaantp can be
found in the cement industryl1]. Throughout the production of cement, about
34 - 40% of the process heat is wasted to the environment, maialyhe ex-
haust gases from the rotary kiln, coming from the limestor@h@aters and also
from the ambient air used for clinker coolingdZ. Depending on the cement
plant configuration, and the procegi@ency, waste heat streams are available at
temperatures between 215 and 38D[103 104]. The first ORC heat recovery
system (15 MWE) in a cement factory was commissioned in 1998 at the Hei-
delbergCement AG plant of Lengfurt, Germany. Other sudabssxamples are:
the 4 MWe ORC power plant at A.P. Cement Works in India (2007), and the
2 MWEg Ait Baha, Morocco, plant of Italcementi (2010)Q1]. Similar plants
are under construction or commissioning: a 4 M@RC plant in Alesd (Roma-
nia), a 5 MWE plant in Rohoznik (Slovakia), and a9lMWE plant in Untervaz
(Switzerland).

In comparison to the quite standardized cement producsiere] manufactur-
ing requires quite diverse processes. The potential for reeavery in the steel
manufacturing industry by means of ORC power systems hasieeently stud-
ied, and especially heat recovery from the exhaust gas etrigleArc Furnaces
(EAF) and rolling mills has been found promisintdp]. One of the implemented
arrangement features an intermediate loop, whereby $atuséeam at tempera-
tures around 308C is used in order to transfer the thermal energy of the fuenac
off-gas to the ORC working fluidl0g. Currently, a 3 MW unit is under con-
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struction at the EAF of Elbe-Stahlwerke Feralpi in Riesar(@ny) as part of the
European H-REII Demo project (Heat Recovery in Energy Isitenindustries).

The glass industry alsoffers vast opportunities for waste heat recovery by
means of indirectly heated ORC power systems. An internediaat transfer
loop can collect thermal energy from the hot gas exiting thenothat melts
and refines the raw materials. The exhaust gas temperat@eslatively high
(400- 500)°C [101]. Since 2012 one such system3MWE) is in operation at
the AGC floating glass production site in Cuneo, Italy. Otbeamples of suc-
cessful ORC power plant installations for industrial heatowvery are at the urban
solid waste incinerator plant in Roeselare, Belgium (3 MWand at the sintered
magnesite production site in Radenthein, Germany (1dy1Whe Roeselare plant
receives thermal energy at approximately P80from a pressurized water loop
transferring heat from the incineration furnace, and istefié because initially
the plant was supposed to provide only district heating. JR€ system adopts a
saturated configuration, axial turbine, synchronous ggogrand Solkatherm as
the working fluid.

Concentrated Solar Radiation

The design paradigm of concentrated solar power (CSP)9laaged on ORC
engines is mainly related to the choice of the maximum plamiperatureJ07).
High temperature entails increased conversifiitciency, but calls for compara-
tively expensive solar collecting equipment and power kldthe complementary
approach consists in selecting a low maximum plant tempegathich allows to
adopt simpler technological solutions, but leads to lowaversion éiciency,
which in turn demands for a larger solar field surface for a&gipower output.
The STORES project, in the US, has investigated a new pareftigthe success-
ful deployment of thermal solar plants: economy of producitan be achieved
by means of high-volume manufacturing of small-capaciéyndard and modular
systems, suitable for distributed energy conversiongatiof larger centralized
power plants. ORC turbogenerators have been identifieceagptimal conversion
technology in this context, because of their performanckralimbility [108, 109.
The main outcome of the study has been the construction dirgttsolar plant of
this kind in the Saguaro Desert, Arizona (US). The planteett in operation in
2006, uses pentane as the working fluid and features a nopunedr of 1 MWE,
with no need for onsite sfia The cycle iciency is 21 % with inlet-turbine and
condensation temperatures equal to 204 andQ5respectively. The reported
average annual solar conversidfi@ency is 12 % 110.
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2.4 Future scenarios

Research and development activities are very lively begaiggether with the
constant technological improvement related to currentiegpns, new high-
potential ones in the field of renewable energy and wasteseavery are consid-
ered and actively studied and developed. The growth of fleatiiic and technical
interest in ORC power systems is testified by the increaseiefsfic literature in

this field, see Fig2.5. The sudden increase of the number of publications related
to ORC technology in the 80's and after 2000 can be correlatéige increase of

oil prices, though the more recent trend is continuing nibistanding the decrease
and stabilization of oil prices of more recent years. It caralgued therefore that
policy and strategic considerations are driving theseissud
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Figure 2.5:Number of published journal articles or conference pagsinge 1980, in English.
Results within the subject areasgineeringand energy(dashed line) and, among these, works
dealing with ORC power systems, i.e., with the acronym ORg@2apng in the article title, abstract
or among the keywords (solid line). The data series are riarethwith respect to the maximum
value, which is explicitly indicated in the figuré11].

Nowadays, the application showing the highest growth piateis arguably
heat recovery at largely flerent capacity and temperature levels. All the appli-
cations of ORC power systems described in 2e®.2are undergoing a fast-pace
growth, which will continue in the coming years, given thelgdl turn toward
renewable energy, which is also happening in various c@msin Asia. Waste
heat recovery by means of ORC power systems is actively netsesdh in case of
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automotive engines (from few up to 2015 kWt net power output) and larger
stationary reciprocating engines, but also as bottomirits fior medium-size in-
dustrial gas turbines (up to about 20 MyYespecially those used as mechanical
drive in gas compression stations, and for power generatidime chemical and
oil industry.

With reference to fig2.2, new applications of ORC power systems are located
at the boundaries in terms of temperature and power cagmdityhlighted in the
chart. At power levels of few k\, the conversionféciency of low-temperature
ORC systemsTay. source S 130°C) is probably inherently too low for economic
viability, though the system is feasible.

A number of researchfirts are ongoing aimed at developing Rankine cycle-
based heat recovery systems for passenger vehicle appigatvith a number of
studies identifying ORC turbogenerators among the moshigiog solutions112-
114). If the energy source is at high temperature, iT@y, source S 450°C, in the
power range starting from hundreds k\both steam and ORC power systems
are feasible and various economic and technical considerdtive the selection,
though ORC power systems are more often selected. It is engntly that, at this
temperature range, ORC power systems are being developedit&imegawatt
capacity level, while for larger power capacity ORC powesteyns cannot com-
pete with steam power plants. At medium temperatures of tieegg source,
Tav.source S 300°C, but large power capacity-(several hundreds My, ORC
power plants are studied for the heat recovery from largeqasing units in the
oil and gas industryJ05, and other sectors of the chemical industry are also in-
terested. At low temperature level of the heat source, ntiyréhe only very large
energy source that is driving some developments in the pee&or is the ther-
mally stratified water of tropical and equatorial oceanwagj wherebyl oy, source
is actually extremely low (see set4.3.

As for the most relevant research topics, the supercritigelle configuration
is receiving attention because its thermodynamic meritds@areful evaluation,
together with implications on turbomachinery design, duelénse-gasfiects,
and large expansion rati®2, 83, 115. The fluid dynamic design of unconven-
tional organic fluid pumps for high pressure levels, anddargmpression ratio,
whereby compressiblefects might also play a role, should be considered, though
at the moment no study can be found in the literature. In gyao steam power
plants, multiple pressure-level cycles and reheating paeged vapor have been
considered in order to boodffieiency [LO, 116]. However, the feasibility of these
solutions is challenged by the additional plant complettigy imply. The Lorentz
thermodynamic cycle is known to be thermodynamically thst loption for the

37



CHAPTER 2

exploitation of sensible heat sources and, to this erfterént solutions adopting
organic working fluids in so-called trilateral cycles haveeb proposedll7-
119. Generally speaking, the criticality with such systemsekted with the
fully wet expansion process, still posing technologicaia@erns regarding the ex-
panding device, if this should be a turbirl2(). If very high electrical iciency
is sought, the binary (or cascaded) cycle configuration @attyactive and its
evaluation has driven some interest, presenting sevevah&ages if compared to
a single cycle with large pressure ratid] 43, 109, 121].

Research on new working fluids can have a large impact, edlyebecause
fluids for high temperature applications that satisfy afjuieements do not exist.
However, fluid manufacturers are currently refraining froighly targeted devel-
opment of new working fluids because the dimension of the atavkuld require
taking as arisk the large investments needed for R&D aets/iin new molecules,
new synthesis processes, and new production plants. Theaingsing fluid mix-
tures has been addressed already many yearslagp &nd still stimulates many
theoretical studies.

An innovative idea that very recently sparked some inteieshe integra-
tion of the selection of the working fluid into the automatedle optimization
procedure 123. Furthermore, new developments due to the advancements of
simulation science promise to overhaul the traditionalisatjal and iterative de-
sign process. The new design paradigm can be ternmadhl prototyping The
physics involved in an ORC power system is relatively wetlenstood and there-
fore it can be accurately modeled, The power of modern soéa&ad computers
are making it possible to develop and use a programming@nvient in which
the entire system and its components can be modeled andasauiub the level
of detail that is needed for preliminary design and optirdara[124]. Dynamic
simulation capabilities allow considering requiremermnigransient operation and
control in this early design stag84]. Applications that may feature critical con-
trol aspects are automotive heat recovet$4, and the conversion of concen-
trated solar radiationl5).

The fluid dynamic of expanders is often the aspect of an OR@msyattract-
ing more researchfiort. A sizable improvement of the expander performance
directly dtects the power output and thus the return on investment, witea
without afecting the cost of each unit. On the contrary, improvemettheheat
exchanging equipment can often be obtained only by inangasie heat transfer
surface, therefore the cost of each unit. The fluid dynanfitgrbo-expanders and
volumetric expanders is intensely studi@@§], and the non-conventional features
of highly supersonic flows typical of high-temperature ORgbines has driven
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even quite some fundamental studi#®7, 128]. Recently, several researctiats
have been also devoted to investigate innovative turbinéigurations, see, e.g.,
Ref. [129.

All types of volumetric expanders for mini-ORC power sysseane currently
studied theoretically and experimentally. Piston expaneeuld be suitable for
high-temperature applications, and they have recently saelied for truck en-
gine heat recovery system$3(, though the need for a lubricant, and the high
blow-by losses are flicult challenges to overcome. Predictive models for scroll
expanders are actively studietB[l, 132], and also experimental activities are pur-
sued P3]. Models of single and twin-screw expandeiS8§ are also under strong
development.

The literature reports very few articles dealing with heath@ngers specifi-
cally designed for ORC power systems, see, e.g., R8# jand [135. However
the design of more compact and lighter heat exchanger plagsyaimportant
role, particularly in the emerging field of mobile applicats. To this end, several
heat transfer enhancement techniques are investigattindeto new concepts
such as micro-channellB4, 136, 137] and porous 138 139 heat exchangers.
The addition of nano-particles to the working fluid might enéficial for ORC
power system for which ultra-high heat transfer to and fromworking fluid is
relevant [L40. Polymeric materials heat exchangers might also be ammjti
the future [L41].

More detailed information on current and possibly futureeggch and de-
velopment activities is given in the following sectionspdading on the specific
application. In this respect, one important factor thathmigfluence the level and
amount of future research is the recent interest in ORC tdoby by large global
companies. This is testified either by the starting of R&D kvdevoted to new
applications, or by the acquisition of companies that dgseii ORC techology.

2.4.1 Heat Recovery from Automotive Engines

The potential of recovering heat from the exhaust and thérgpeystem of auto-
motive engine cannot be understated. The developmentigarad this product
is radically diferent from that of stationary units, that now veers towast tf
economy of scale (larger, customized power plants). In oagani-ORC power
systems the paradigm is rather oriented towards an econdprgduction (large
number of standardized units). If this industrial sectastscessful, several new
large markets for mini-ORC power systems could open up,esge,Sec2.4.2
Recently interest is being reviveiif2-146], and a considerable research and
development gort by original equipment manufacturers (OEM) and tier-sap-
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pliers has been focused especially on the waste heat rgdower long-haul truck
engines 130. In this case, as opposed to car engiries/], the amount of thermal
power that can be recovered is arguably enough to allow édésign of an ORC
system that does not incur into the limitations inherentdoyvsmall expanders
and tight space constraints. In addition, the large numbeperating hours at
cruising speed, plays an important role in the evaluatiathefrofitability of the
investment. Feasibility studies on heat recovery from cajirees have unveiled
several limitations with current technological and ecoimoonditions.

The first units that will be marketed are likely to be add-amrseiisting trucks
and their engines, employing ethanol as the working fluid laigth-speed tur-
bines. Because the system is designed to fit existing traskds and engines,
strict requirements on the volume occupied by ORC companenist be com-
plied with. Designers face the problem of the selection ef working fluid:
a simple-molecule compound, even water, allows for thegtlesi a compara-
tively efficient simple-cycle system without internal regeneratiang compact
condenser, thanks to the relatively high pressure. On ther dtand, if the ex-
pander is a turbine, the small flow passages and the highamdhispeed pose
technological andf@iciency issues. In turn, volumetric expanders likely reguir
a lubrication system, are kinetically complex, and sulgj@db vibrations. Regu-
lations and requirements on the working fluids for the autbracsector are also
quite stringent: aspects like toxicity, flammability, ODRdaGWP are regulated.
Even though a rational approach would require that thesecéspre considered in
relation to the corresponding indexes of the fuel, whiclhaagported in quantities
that are at least an order of magnitude larger. Very imptytahe freezing point
of the working fluid must comply with the typical requiremewif the automotive
sector, therefore operation of the ORC system should beagtesd for engine
idle and startup temperatures as low-a °C. Another notable dierence with
stationary applications is that the inherently dynamicrapen of the unit 148
demands for advanced control strategie$d, which in turn ask for appropriate
dynamic simulation capabilitied 50].

An interesting concept that might be successful in the longe is thecombined-
cycle power trainin this case the primary engine and its integrated heavesgo
system are designed together in order to optimize all atitispects: ficiency,
volume, weigth, reliability, etc. The potential for impewent with respect to the
add-on approach can be large, if one thinks to the similtwithe design method-
ology of combined-cycle power stations. In this case theagmbthe steam tur-
bine systems are optimized in an integrated fashion, whitdndeads to a gas
turbine which is lessfécient than what is achievable with a simple gas turbine

40



ORC PwER Systems: HisTory, Srarus, PERSPECTIVES

cycle configuration, because the waste heat carffimently recovered, see, e.g.,
Ref. [15]]. In a combined cycle powertrain, also the relatively laggeount of
thermal energy dissipated by the engine cooling systenddmitecovered. Given
the radical changes with respect to current practice that awsystem could im-
pose, it is likely that the whole cab and drivetrain shoulddesigned around
the new combined-cycle powertrain. Another interestingsfality is that the
combined-cycle powertrain generates electricity to poelectric in-wheel mo-
tors and batterieslpZ.

2.4.2 Domestic CHP

The potential advantages of finely distributed cogenandisve been studie@¥,
especially in case of capillary natural-gas distributibke in large parts of Eu-
rope. Besides the high utilization factor and total systéficiency, there might
be a strategic interest in promoting a new business modeistilaited power
generation, due to the increasingfaiulty to locate or refurbish power stations in
densely populated areas because of permitting and puldeptance.

Among the technologies that are suitable for small-capaaéctrical power
conversion and cogeneration of heating, domestic ORCdb@sH> units under-
went research and development activiti#é83, 154]. In comparison to Stirling
and micro-gas turbine generators, ORC systems display goteatial advan-
tages. In case of recent developments, the power capaogighisr very small
(1 kW) [153 or small (10— 30 kW) [154)], and the need to keep the cost low,
especially in the case of a new application promoted by sooafipanies, resulted
in low-temperature cycles and the use of scroll expandéry [whereby the elec-
tric efficiency is bound to be low 510 %). In any case, the total enerdiie@ency
can reach values of the order of 90 %. The market for mini-ORP @nits for
domestic use could be very large (e.g., several millions peii year in Europe
only), but the higher investment cost compared to a tratalilleater might be a
barrier to widespread market introduction. The introductdf mini-ORC power
systems for other applications, see S2d.1 could boost the development of
derived products for this sector.

2.4.3 Ocean Thermal Energy Conversion - OTEC

An ORC power plant could be suitable for the conversion ofahergy deriving
from the temperature flerence between surface and deep ocean water, which is
in the range 26- 25 °C in various parts of the tropical and equatorial belt. The
OTEC concept has been studied for a long time, though no coomhapplica-
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tion exists, the very lowféiciency being the main technical and economic chal-
lenge [LO]. Recently, experimental research has been resumed astdpfahts
have been built, utilizing mainly ammonia as the workingdlim a saturated
cycle configuration. ORC systems utilizing a refrigerantdrydrocarbon as al-
ternative working fluid are being studietq6, 157]. Technical problems related
to deep-water pipes and pumps can now be solved thanks to@@aents in
off-shore technology. Economic viability might be achievedha future, de-
pending on energy value and policy, arguably only with larggallations (many
tens to hundreds or more M@ The co-production of other goods could also
positively influence the economic feasibility. An intefagtoverview of various
aspects related to OTEC power plants can be found in R@éf.fogether with the
illustration of a study on the hybridization of an OTEC powwéant with the addi-
tion of solar concentrators, and the utilization of comptexfiguration (multiple
pressure level) for maximuntieciency.

2.4.4 Concentrated Solar Power - CSP

The majority of the present researcfiioets are devoted to low-to-medium tem-
perature solar ORC systems, aiming at using comparatimekpiensive solar col-
lectors, and often cogenerating heat and cooling. In thieoasit opinion, also
considering the promising results achieved in the pa4tg6], the investigation
of higher temperature and thus higfiit@ency systems is worth more attention.
The advantage of solar ORC power systems is arguably thépingf locally
cogenerating heating and cooling power, and still achgeelectric gficiency that
is competitive with photo-voltaic panels, at the cost of aencomplex system,
possibly requiring more maintenance. The potential maokelistributed solar
cogeneration is very large (medium and large building ingblar belt). In this
respect, innovative concepts aimed at including thernabge, while simplify-
ing plant layout and operation, and preserving or improypegormance might
be successfull2(. The combination of solar power conversion with other func
tions has also been studied: examples are desalinized, watmmbination with
cooling by means of absorption chiller§, [158-161]. Also the hybridization
with other energy sources seems promising; this is the dasgstems integrat-
ing concentrated solar input with biomass combusti@?], industrial waste heat
recovery, geothermal energ¥g3, or ocean thermal energi (). As anticipated,
the use of small-capacity solar or biomass-fueled ORC nestiol power the elec-
trification of remote areas has been envisaged since thefiidies on this tech-
nology [36, 46], and this research field is still actively investigaté®], 164].
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2.4.5 Other applications

Other niche applications attracted some reseaffdts. An example is the heat
recovery from high-temperature fuel cells, which discleditge gases at tempera-
tures exceeding 400C, and achieve extremely high electric@ig@ency (50 % to
60 %, respectively). They have not reached widespread miatkeduction be-
cause of the very high cost per lgVend because of long-term reliability and main-
tenance issues. The first commercialized units are in theumegdower range
(300 kWk to 3 MWE), and an ORC power system is the heat recovery system of
choice [L65-168].

ORC turbogenerators are increasingly studied also asriitpcycles in
combined systems for advanced power conversion facilithescording to sev-
eral authors, this can be the solution of choice to recoveepdérom the exhaust
of high dficiency small and medium-size gas turbines, in order to ek&886
efficiency at power levels as low as 5 M\W169, 170]. Similar systems are being
considered also for CBC-based plants proposed for nextrgeéme nuclear and
CSP applications1[71].

Another notable application that has been studied in thegrak that might
attract attention in the future is the conversion from swdiation in space. At the
time of the initial activities aimed at the development of fhternational Space
Station, together with Stirling engine and Closed Braytgol€ gas turbine, ORC
power systems were intensely studied, also experimeriaély172 173. It is
well possible that the increasing presence of devicesingwstround the earth and
further space exploration will drive the development ofcsalesolar or nuclear-
powered ORC systems, whereby the main advantage with tetspgicotovoltaic
panels could be the possibility offigiently cogenerating the heat needed for
propulsion or for the thermal control of on-board equipment

2.5 Conclusions

The concept of the organic Rankine cycle (ORC) engine is sirmoeval with
that of the steam engine and, similarly, the concept has beplemented into
actual power systems with an impressive growth of technoddgophistication.
Arguably, the main cause of the recent success of ORC povsterag is their
very high flexibility. It is a technology that can be used towert external
sources of thermal energy at widelyff@rent temperature levels, and at an equally
wide range of capacities. This characteristic places OR&epsystems in a
prominent position among the technologies that are seitéd renewable of
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renewable-equivalent thermal energy conversion (gewthlereservoirs, biomass
combustion, concentrated solar radiation, industrialte+sagat recovery, waste
heat recovery from reciprocating engines and gas turbeesan thermal gradi-
ent). ORC power systems can also cogenerate heat and ¢abiugyare inher-

ently suitable for distributed energy conversion with wnedgd dficiency.

Technical solutions have been developed out of scientifit tanhnical re-
search, and some times quite fundamental investigatioadothe way to highly
innovative improvements. This is the case, for instancthestudy on new fluids,
and their modeling, and the study of the complex gas dynaoficense vapors
and supercritical fluid flows of organic substances. Equallyortant were tech-
nical inventions related to the various components of tiséesy, and the hermetic
turbogenerator, or the recently re-descovered radialautilirbine are good ex-
amples. Design problems are quite complex as fundamergattss like those
related to thermodynamic cycles, and fluid dynamics, cabedaitudied without,
at the same time, taking into account realistic technicabtraints. The develop-
ment of new technology benefits today from the applicatiothefmost advanced
engineering methods, like high-fidelity simulations of ddiows, and complex
multi-physics system and component optimization.

The cumulative installed capacity of ORC power plants haanlgrowing at
a sustained rate starting from the first years of the new nmilen, as well as the
number of ORC power systems. The number of vendors is inageaand large
manufactures of conventional power equipment are enté¢negnarket, together
with several new dynamic enterprises. The analysis of thdadte information
about commercial power plants shows that the range of powtputs of ORC
units that enter into operation is expanding towards batielsand smaller units,
if compared to few years ago. The application of ORC techmpoto geothermal
heat and biomass combustion conversion, the two applicatioat sparked the
growth of ORC installations, continues the trend, wherdi® gower output of
geothermal ORC power plants is increasing (the plants tleaé wecently com-
missioned feature capacities from several tens of (MW to the last one, which
reached almost 100 M. Biomass-fuelled ORC power plants are still spreading
in Europe, where policy is favorable, but the situation isyet equally favorable
in other continents. Waste heat recovery from prime mowvedsiadustrial pro-
cesses by means of ORC power plants has also started to greeeimt years, and
it is the application with arguably the highest potentialtia foreseeable future.

Very recently, a considerable amount of research and dewvedot éforts are
dedicated to the development of ORC systems for applicatoitable for high-
volume production, and heat recovery from automotive esgystands out. The
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automotive industry is boldly committed to the initiativ&everal solutions are
investigated, dferent above all with respect to the expander. Volumetrist@pi,
screw, scroll) expanders are attractive, as much knowlédge small refrigera-
tion compressors is available, but limitations relatedn® maximum expansion
ratio and inlet temperature arefiittult to overcome. High-speed turbines are
very promising given their ability to expand vapors fromthigmperature and to
handle large expansion ratio. In addition they potentiaffgr a high degree of re-
liability, given their simplicity, as it can be extrapoldtéom the experience with
turbo-chargers. The first models of mini-ORC turbogenesator heat recovery
from the exhaust of truck engines will likely be commeraati in the next few
years. If successful, the production of a large number ofdgtedized and cost-
effective units could promote the adoption of mini-ORC powestems in many
other high-volume applications. Examples are domestic ,Gliffributed solar
power plants cogenerating heat grccooling with thermal storage, and capillary
waste heat recovery. The possibility that ORC power blocksmake OTEC
plants a viable solution for base-load energy conversiahertropical oceans is
also interesting.

As a final remark, it is worth noting that modern technolobiggress is
often the outcome of strong collaboration between acadamiaindustry. Aca-
demics shall continue to strive with their role of lookingnégh-risk high-reward
research, especially now that the technology grew furtt@nfits infancy. The
level of research and development should reach those of matere energy con-
version technologies, like, e.g., gas turbines or recging engines. The com-
panies that have been on the market since the beginning diftnsion of ORC
power systems, and those that are now entering the marketrsrafore maintain
or increase their attitude toward research and innovatuthput which the solu-
tions needed in order to fulfill the high potential of currand future applications
cannot be identified.

Nomenclature

S, p = specific entropy [kJ kgt K1], pressure [bar]
T,p = temperature’C], density [kg n]

MW = molecular weight [g mof]

W, Q = Electric power, thermal power [kKW]
Subscripts
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E, M
Acronyms

ORC
ROT
OTEC
CFC
GWP
ODP
CBC
CHP
EFGT
SPPP
EAF
CSP
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electrical, mechanical

Organic Rankine Cycle
Radial Outflow Turbine
Ocean Thermal Energy Conversion
Complete Flashing Cycle
Global Warming Potential
Ozone Depletion Potential
Closed Brayton Cycle
Combined Heat and Power
Externally Fired Gas Turbine
Solar Pond Power Plant
Electric Arc Furnace
Concentrated Solar Power
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CHAPTER 3

Abstract A critical component in designingfisient ORC plants is the expander, which is typically
aturbine. The variety of possible working fluids, the comples dynamic phenomena encountered,
and the lack of simplified design methods based on previqesiexce on similar machines make
the design of gicient ORC turbines a complicated task. Relevant paths efarel may thus be
concerned with (i) the development of generalized desighadelogies, and (ii) the assessment of
non-conventional machine architectures: this chapted@es both. In particular, the first critical
evaluation of the centrifugal or radial-outflow turbine (R{architecture as a candidate technology
for ORC turbo-generators is presented.

In the first part of the chapter, starting from basic turbormiery theory, all the special fea-
tures involved in ROTs design are enlightened. The mainnfysdbeing that, in order to design
efficient centrifugal turbines, particularly for low power quuit applications, it is needed that (i)
the blade discharge geometric angles, the radial chords,dtage expansion ratios, and the re-
action degrees are allowed to vary among each cascade, @nth¢i diameter and the speed of
revolution are included among the optimization variabliss discussed how simplifying assump-
tions usually adopted in the axial turbines practice arei¢gtly not applicable. A novel design
methodology is derived and presented for the preliminazingi of ROTs in the power size range
from severaMWEg down to fewkWEg, i.e., covering most of the applications foreseen today. An
original in-house mean-line code coupled to an externalmoizer is developed, which allows to
determine the preliminary design of ORC turbines of varioosfigurations and working with dif-
ferent fluids. This tool, namezilurbq is adopted to verify the novel method by presenting several
exemplary design exercises.

The second part of the chapter deals with the design of ¢agai machines with MW g power
output, handling expansion ratios of the order of 60, anatioig at 3000 rpm, thus representative
of present industrial applications. Several simplificasaderived from the axial-turbines practice
are adopted in order to illustrate their consequences. Tésigh of two dferent turbines is per-
formed withzTurbq a transonic six-stage and a supersonic three-stage ohisscdnfirmed that the
adopted simplifications lead to unwanted design featurash a&s converging meridional channels
and large flaring angles on the last stages. The predicted-fliynamic giciency for the transonic
and the supersonic machine is around 86% and 81%, respéctive

The third part of the chapter focuses on the assessment dbtie-scaling potential of the ROT
architecture, considering its implementation in the prsimg field of mini-ORC turbogenerators.
The novel design methodology is applied to the sizing of dXl: ROTSs, handling an expansion
ratio of 45: a 5 stages transonic, and a 3 stages slightly ssqgrac ones. The proposed design
procedure proves valuable in sizing machines with a menaichannel which monotonically di-
verges maintaining maximum flaring angles lower thaf. IDhe resulting turbines are projected
to exceed a fluid-dynamigfEiency of 79% and 77%, with speed of revolution around 1240GD
15400 rpm, respectively.

The results show that the ROT architecture is a promisingeptfor future ORC power sys-
tems, which allows for the realization gfieient, compact, and reliable expanders down to a power
output of fewkWe. However, the design of these machines presents sevetiahbity which are
unveiled here for the first time.

3.1 Introduction

As anticipated in Ch2, ORC power systems have been demonstrated to be advaréageopared
to steam Rankine cycles for a number of applications: thisdily a consequence of the increase
of specific cost of turbomachinery as the scale of the plahiages. The use of organic fluids, char-
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acterized by high molecular weight, make available céi&etive solutions for the turbo-expander
[1-4]. The specific enthalpy drop along the turbine expansiom isninversely proportional to the
molecular weight of the fluid. This determines two main adagas in case of organic fluids: pri-
marily the relatively small specific work can be disposed iova number of stages; secondarily,
for a target power output, a relatively large mass flow rateeguired, resulting in an enlarged
size of small-capacity ORC turbines with respect to steaits (i#]. On the other hand, the low
number of stages leads to high expansion ratios per stage;ctiimbined with the low speed of
sound, leads to the widespread application of transonicsapérsonic turbines in ORC systems.
As a result, highly dissipative systems of shock waves arenconly found in these machines,
complicating their design and the performance of the whpttesn, particularly during part-load
operations %, 6]. Moreover, part of the expansion process usually occuckoise proximity of the
saturated vapour curve, or even close to the critical painguch thermodynamic conditions com-
plex equations of state are necessary to accurately deshetworking fluid behaviour. This design
scenario is further complicated by the lack, in the openditere, of experimental data regarding
flows of organic fluids 7, 8], specially in the thermodynamic region of interest.

The most successful commercial applications of ORC powantplhave been deployed in
the power size ranging from hundreds of kW to approximately 5 MW, and these systems
represent now the state of the art of the ORC technology. tletess, since the first examples
of implementation, the ORC technology proved suitable lier ¢conversion of thermal energy into
electricity for very low power capacity, down to few kW1, 2, 9]. These small systems are often
referred to as mini-ORCnfORC) power plants, and many researchers are still investgshe
development omORC modules, see e.g. Refl(] Furthermore, depending on the application,
i.e. mainly the temperature levels of the thermal sourcecduide rejection sink, dierent working
fluids are available in order to better suit the (often cotifii) design requirement4-4].

Concluding, the potentially infinite variety of power-outpand adopted working fluids, to-
gether with the thermo- and fluid-dynamic operating condgi typically encountered, make the
design of icient ORC turbines a challenging topic. Furthermore, sifiieol design methods based
on statistical information on similar existing machines aot yet available. Relevant paths of de-
velopment may be concerned with the development of gezerhliesign methodologies, and the
assessment of non-conventional machine architecturissctibpter explores both.

The original in-house mean-line cod@urbq developed to perform the preliminary design of ORC
turbines, is described i§3.2. The concept of centrifugal turbine, and its applicatio@®C power
modules are discussed §8.3 An in-depth analysis of the specific features of centrifugebines
is thus performed and, i§8.4, it is shown how the relation between the design assumpéindshe
resulting machine featuresftiirs from the axial arrangement. A novel and general metlogital
framework is developed and presented, which may be of suppétine designer of radial-outflow
turbines of any power output. The design of several exemmantrifugal machines is thus pre-
sented. Comparably large size centrifugal machines ni e MW: power-output range, are dealth
with in §3.5, following the work on the same topic published in Ref1][ Similarly, §3.6 investi-
gates in detail the down-scaling potential of the radiafow turbine architecture, considering its
implementation in the 10 k@Wpower-output range, following the work on the same topidighked

in Ref. [12].
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3.2 Preliminary Design Method

The preliminary design of a turbine is the phase in which threlamental machine features, such
as the number of stages, the velocity triangles, the speeglofution, and the blading geometry,
are selected. As detailed in the seminal work of MacBhithis step is fundamental particularly if
no previous experience is available regarding the speciichine to be designed. In other words,
although advanced design methods based on computatioithtfilnamics constitute a precious
help for the designer, they can yield high turbine perforcgaonly if the boundary conditions es-
tablished in the preliminary design phase allow for5it [This is often obtained for conventional
turbines by making use of simple rules based on statistiéatrination on existing similar machines
[13]. As anticipated, since this is generally not available wHesigning an expander for an ORC
power system, a more general approach must be followed.rticglar, a simultaneous optimiza-
tion process accounting for all the main variabl&geting the turbineféiciency is desirable: this is
typically achieved by resorting to so-called 0-D mean-inethods 14]. Several studies reported
a good agreement between the results of such calculati@hsaasurements, if reliable loss and
flow angle correlations are applietif-17].

The mean-line design coddurbq specifically conceived for ORC turbines and developediwith
the present research, is describe§3r2.1 zTurbohas been thus introduced in an optimization pro-
cedure, in order to automatically determine the optimaigtefeatures of the machines, depending
on the designer’s objective, as detailed2.2

3.2.1 Mean-line Design Tool for ORC Turbines

The main aim of this code, whose development has been gireatitributed by the author, is to
provide a preliminary machine design without any limitation the adopted working fluid, flow
regime, and architecture: axial, radial-inflow, and radiatflow turbine arrangements can be de-
signed withzTurbo The code is coupled with thEluidProp software library, allowing for an
accurate evaluation of the working fluid thermophysicalerties [L8]. The balance equations for
mass, energy, and momentum, alongside a loss model to eva&naopy generation, are written
in a generalized formulation, and both subsonic and superstows are properly treated in the
stationary and rotating frames of reference. The caladascheme of a single turbine stage, as
performed byzTurbq is briefly summarized in the following:

1. At the beginning, the total upstream thermodynamic dénth, the stage expansion ratio,
and the mass flow rate are provided as external inputs (eaytpsts of the thermodynamic
cycle optimization). This is the case also for several ge¢dmeguantities related to manu-
facturing limits (e.g. trailing-edge thickness, Htip clearance, and staootor gap). The
values of several design variables are thus initially agglyjramong others: the rotational
speed, the reaction degree, the blades chords and outleeg@oangles, and the channel
minimum width (throat dimension).

2. By assigning the stage reaction degree, the stator owgletity and the corresponding
isoentropic Mach number can be calculated. If the flow is mqec, for instance, isen-
tropic expansion is assumed from the inlet section wheia tminditions are given (e.qg.
pressurePr;, and temperaturd;,), up to the choked throat where sonic conditions are
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attained. The system of equations accordingly implemeisted

s = S(Prin: TTin)
by = Birin(Prin. Trin) = 5¢(tn. 9 (3.1)
M = p(hen, S) - C(hun, S) - A,

wheres is the specific entropy, and the subscript ‘th’ indicates(gtatic) thermodynamic
conditions in the throat section. Solving the continuity&tipn appearing in syster3.Q),
the throat flow passage arég, can be evaluated and, if the throat width is assigned, the
blade height can be computed. On the contrary, if subsonicdtzurs at the outlet section,
the thermodynamic conditions are obtained by solving tHartc@ equations for the mass
and the momentum in the tangential direction, between tbengéric throat and the down-
stream non-bladed zone, as detailed in RET].[In both cases the flow angle is calculated
starting from the blade geometric angle (BDA) by applyingrapgr deviation correlation.
The blade number is evaluated by applying the Zweifel loéergon [19], which provides
the optimal solidity as a function of the flow deflection asrélse cascade. It should be
noted that a proper selection of solidity and blade loadingild need a specific aerody-
namic optimization, which is beyond the intrinsic limitatis of a mean-line approach.

. The initial isentropic design represents the first guessauh iterative procedure to estimate
the cascade losses. Several loss-prediction methods aitebde® withinzTurbg such as
those proposed by Ainley & Mathieso(], Craig & Cox [15], and Traupel 21]. Alter-
natively, user-defined loss diieients can be specified. The estimation of losses allows to
correct the flow velocities and the blades height previoeslymated (see poirz above).
The choice of a suitable model is critical, since its accyta@comes questionable for flow
conditions departing from the validity range of the methad][ In the case at hand, the
situation is further complicated by i) the fact that the niaeharrangement is not axial, ii)
the diferent fluids and thermodynamic operating conditions, hi€) onset of post-expanded
and supersonic flows, and vi) the possibly low scale dimewsas the machines, that may
induce a stronger interaction amongfeient loss mechanisms (e.g., profile and tip-leakage
losses) which is unlikely to be properly captured by the nsde

. A similar methodology (i.e. points to 4), implementing the conservation of rothalpy, is
employed for the calculation across the rotor in the rotgfiame of reference.

The outputs of the procedure outlined above (relative toglsistage) are: i) the velocity diagrams,
ii) the meridional channel shape, and iii) the performaneeameters (@&ciency, loss coicients,
etc.). For multi-stage turbines, such procedure is appfade-by-stage, assuming a value for the
number of stages. The repartition of the expansion amonstéges is a critical aspect, particularly
when dealing with turbines elaborating large expansicinsatith few stagesH].

3.2.2 Optimization Procedure

The methodology described §8.2.1 once implemented in the framework of an optimization pro-
cedure, allows to search for the optimal machine de$g2d). The optimization of a turbomachin-
ery is typically aimed at the maximization of its fluid-dynarefficiency, which may be formulated
in general terms as:

Aw
Ny = f(lP’ o, M, Re Sh,)() = —Cz ’ (32)
Ahrs — x =34
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The subscript "}’ clarifies that the ideal total-to-static enthalpy dropdisecalculate thefciency
is reduced by a fraction (in the range<Qy < 1) of the discharge kinetic energy, supposing this can
be recovered downstream of the last stage. In other wgtdss nrr if y = 1, andyr, = nrsif x =
0; the choice of a value fogy has a deep influence on the turbine design, as shown in Hefllje
functional dependence gffrom the work and flow caicients¥ and¢, and the Mach and Reynolds
numbersM andRe is expressed by the first equality in E.2). This dependence includes also the
term sh synthetically indicating the turbine shape and accognfiim the influence of geometrical
parameters such as the solidity, the blade angles, theafdi® trailing-edge thickness and of the
tip clearances with respect to the blade chord, etc. From thematical point of view, several
main aspects have to be taken into account: i) the definitiasuitable objective function to be
maximized or minimized, ii) the independent variables dm&rtrange of variation within the design
space, iii) the geometrical and fluid-dynamics constradasnding the space of solutions, and iv)
the algorithm to be used to search the design space for tiveal®olution.

In this chapter the feiciency defined in Eq. 3.2) is chosen as the objective function, with
x = 0.5. This assumption implies that affdiser is used downstream of the last rotor, and is able
to recover half of the kinetic energy of the exiting flow. Ceming the optimization strategy, a
flexible and non-intrusive approach is desirable in ordde&ve to the user the choice of the in-
dependent variables, the constraints, and the searchitailgorTherefore zTurbois coupled to a
well known open source external optimization softwakota[24]. An evolutionary optimization
strategy, based on a single-objective genetic algoritsnadbpted in the present analysis. For a
single objective optimization, the application of a gradibased algorithm would require a lower
computational fort. However, due to the possibly highly non-regular bebawf the fitness func-
tion, local optima may be found during the search. Genegiorithms span the whole design space,
and have therefore the advantage of being more robust uhiderespect, proceeding towards the
global optimum R5].

In particular, the adopted optimization method is the snghjective version of the multi-
objective elitist genetic algorithm proposed R6[ and implemented ind4], based on binary en-
coding and dynamic memory allocation.

3.3 Centrifugal Architecture for ORC applications

Some critical challenges encountered in the desigrffafient vapour turbines are a consequence
of the large variation of the volumetric flow rate over the axgion. The low speed of sound
characterizing ORC working fluids further complicates tlesign of the expander, leading to su-
personic regime within the flow passagé&s [In the centrifugal architecture, the fluid enters the
machine close to the rotational axis, and flows outward irrélaal direction (see fig3.1). This

is advantageous primarily because it provides a natureg¢ase of the passage area along the flow
path. Another major advantage is the possibility of implatimgy multi-stage arrangements in a
comparatively easy wayJ, 28]. The counter-rotating centrifugal steam turbine was psagl by
Ljungstrom in the early 20 Century and widely adopted until the Sixti€29]. The limits of the
Ljungstrom turbine emerged for large-capacity machinesulting in a maximum power capacity
of about 65 MW per unit. This is mainly due to the féliculty, for larger output, of elaborating
the corresponding volumetric flow rates in a single-casimgregement. Eventually, the require-
ment of two counter-rotating electrical generators deieechthe success of the axial-flow concept
[29). Notably, none of these issues applies in the ORC contekt @ such, several studies have
discussed the potential merits of these machines in thi[6eB0, 31]. These characteristics have
recently driven also the industrial interest towards é¢argal ORC turbines, which have been thus
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successfully introduced in the market. Summarizing:

ROTOR

STATOR
and CASE

B[O

1 VAPOR INLET

VAPOR INLET
(THRUST BALANCING)

VAPOR OUTLET

| .9 |
L

Figure 3.1:Centrifugal turbine schematic, adapted frada][

1. The low specific expansion work typical of ORC fluids allaa$) adopt the stator-rotor ar-
rangement (radial sequence of stators and rotors), anaiijtain a relatively low peripheral
speed, which is typically well below the mechanical strésg|

2. The peripheral speed of the blades does not change alenlgiatie span, and no radial
equilibrium establishes in the span-wise directi@f][ This results in a design and man-
ufacturing simplification, since the velocity diagrams d¢@nchosen such that the reaction
degree and work cdigcient at midspan are optimal. These conditions are maiedaadl
along the span of the (untwisted) blades. Notably, a me@n#iethod is thus expected to
yield more accurate predictions in this case.

3. The relatively small temperature variation across an @RKine, typically of the order of
100°C), makes the thermal gradient acting on adjacent blade famiess critical than in
steam machines; as a result, all blade rows can be installeglhas machined on the same
disk.

4. Full admission inlet stages can be adopted: the first rolasacterized by a low volumetric
flow rate, can be placed where the rotor diameter is smédilas, allowing for comparatively
larger blade height. The simplicity of the multi-stage asly allows to maintain tight
clearance between moving parts, thus reducing leakageaddition, disc-friction losses
are comparatively low.

Notably, these last aspects regard loss mechanisms wisighagticularly severe for small turbin@s[
9, 27).

3.4 Analysis of the Centrifugal Architecture

Anin-depth analysis of the specific features of centrifugddines is performed here, following Ref.
[12]. The aim of the treatment is, starting from the design pdoces proposed in the literature,
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to derive a novel methodological framework which may be gipsrt to the designer. It is in
fact shown how, in the general case, the relation betweeddbign assumptions and the resulting
machine features fiers from the axial arrangement case. This, in turn, makedetelopment of
design procedures specific for the radial-outflow turbirehigéecture necessary, in particular as the
machine power output is reduced.

Most of the available works on the subject of radial-outfl@ntrifugal turbines (ROTSs) deal
with the design of large power output machines and, ususiliyplified procedures are borrowed
from the vast literature available in the field of axial tumks, lacking specific treatments. A typical
assumption is therefore that all the rows feature the sammegeical blade discharge angles (BDA)
[11, 27, 28, 32]. Referring to Fig. 3.2, this implies that, for all theN stages of the machine, the

ba

negative
positive

Figure 3.2:Schematic of the two-dimensional flow through a turbine staighe repeating type.
All the rows feature the same geometrical angles (BDA). Téepheral velocity is assumed to

be constant along the machine, i, y Us. The stage reaction degree is 0.5, and the velocity
triangles are thus symmetrical. The sign convention forfline angles is also reported, adapted
from [22]

following holds
@1 L —B2, anda; L —Bs. (3.3

Usually also the blade chords are kept equal, i.e.

N
bst = brot~ (3-4)
Other simplifying assumptions are commonly introducedarding the distribution of the total ex-
pansion among the stages, and among stator and rotor intageh(se. the stage degree of reaction
R). For instance, these quantities can be kept constant atherggages, i.e.,

(pL”‘) N (pL“‘)l/N (3.5)
Pin stg Pin total’ .
R a, with (0 <a< 1). (3.6)

Eqg. 3.5indicates that the total load is divided such that each d&mares the same expansion ratio.
Similarly, Eq. 3.6 bounds the value of the stage reaction to be the same foreadtéiges. A typical
design choice in the case of axial turbine stages is to impusethe reaction degrees is around
50% @ = 0.5 in Eqg. 3.6), i.e., a value ensuring close-to-optimal stagécency [L7], Eq. 3.3
By assuming that the variation of the mean-line peripheetdaity is negligible and that the axial
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velocity component conserves throughout the expansiersdicalled repeating-stage arrangement
is obtained, see, e.g., Fi§.2 Repeating stages are usually characterized by simikarstad rotor
blades, namely

as 2 dl,Wg 2 Cz,Wz 2 C3. (37)

Notably, these conclusions rest on assumptions that cgrbenpartly realized in radial machines,
since the peripheral speed varies in the stream-wise @iredProper design rules are therefore to
be established if centrifugal turbine arrangements aratefést. Even if the constraints imposed
by the repeating stage approach are neglected, radialwutfechines dimensioned on the basis
of common axial turbine design criteria, i.e., fulfilling E®.3, 3.4, 3.5, and 3.6, may show i)
different velocity triangles per-stage, notwithstanding thengetrical similarity of the stages, and
ii) a characteristic meridional channel shape, which te¢ndse convergent in the first stages while
becoming divergent in the last stages, see, §.and Refs. 11, 32].

A converging-diverging meridional shape of the flow charieei/pically an undesirable fea-
ture, particularly in case of mini-ORC turbines, since i thlade height might already be insuf-
ficient at the inlet (a full-admission first stage is prefdeads far as ficiency is concerned), and
i) large variations of the meridional channel lead to spase velocity components which, even
though not captured by a mean-line analysis, deterioratpeénformance of the turbine.

In a radial turbine, contrary to what happens in axial tuebinthe stage chord has an influ-
ence on the distribution of the stage diameters along thénimacand thus on the work extraction
process. This is in turn governed by the variation of penighgpeed, being

Dout = Din + b, (38)
woe U2 = 2 D2 (3.9)

out*

This feature has an impact also on the variation of the vottimflow rate, and consequently of
the flow passage are®,; needed to accommodate the flow along the expansion. Fonagstay
applying the continuity equation to the outlet section & thaded region of a subsonic row, see,
e.g., Fig.3.2, such area may be expressed as

m

Aot = Hoyt 0 = ————,
Pout Vout Nbids €

(3.10)
whereH,; ando are the blade height and the channel outlet section widtim(aldo the flow) at the
outlet of the channel, respectively, axigl; is the corresponding flow velocity magnitudiygs is
the number of blades, whikeaccounts for possible correction factors (e.g., that fockihg dfects
due to the boundary layer or the blade section). Assumingtdinear suction blade end-side, the
relation among the outlet section widifand the blade geometric discharge angle BDA is expressed
as

0= S co¢BDA), (3.11)

where the blade pitcB is evaluated according to the equation
S = 7 Dout Npis: (3.12)
Finally, in order to express the blade heigh,, Eq. 3.10may be rearranged into
m
Pout Vout COS(BDA) Doutm €

Hout = (3-13)
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This last variable greatlyfBects the meridional channel shape, which may be charaeteby the
so-called flaring anglé, i.e., the ratio between the blade height at the outlet arndeainlet of a
given row. Assuming a constant span among subsequent rogvbldade height at every row inlet
may be specified as equal to that at the outlet of the previmusie., for every row ‘i’ apart for the
first stator (for which£1), the equaht;H' = Hi-1 holds. This leads to the following expression for
the flaring angle of the row

5~ (3.14)

Hou| pit;lljt Vg&t COS(BDAH) Din i
Ho |l phy Vi, Ccos(BDA) (Din i b)
—_— —_— T ——
A B C D
TermsA andB in Eq. (3.14 are determined by the expansion process across the mackine
by the distribution among the stages of the loading and of¢letion degre®. If simplifying
assumptions are adopted, by assigning, for instance, convalaes to every stage as in Ecs6
and3.5, both A and B may be considered approximately the same for all the steRgeferring to
Fig. 3.2, and usingV to indicate the velocity magnitude of the flow discharged lgeaeric row,
it can be noted that! ,, = Ci , andViL = WEL if the it row is a stator. Conversely!,, = Wi,
and Vil = CEL if the it" row is a rotor. This implies that, if the reaction degree iouad 0.5,
~ 1, beingCl,, = Wi}, for a stator, andM.,, = Ci-L, for a rotor. Hence, the influence of term
B on ¢ vanishes. In radial-outflow turbindgtends to be lower than one as a consequence of the
increasing peripheral speed that, in turn, increases hésootor outlet velocity. This fact can be
handily explained by resorting to the energy balance in¢fetive frame of reference, which states
the conservation of rothalpy across the rotating cascade, i.e. referring to Big.
2 2 2 2
LUy .19

2
Wo = Wy, = Vi = 201 = s + =2, (3.16)

Compared to an axial stage having the same features, ieesaime stator outlet velocity:2,
inlet rothalpy and expansion ratio (which leads to a simit@ue of static outlet enthalplys), a
centrifugal stage isféected by a greatei; due to the larger kinetic tertd3/2, In these conditions
B has an adversdfect on the flaring angle, and this can be compensated onlytingam the other
terms of Eq. 8.14).

Regarding ternC, assuming that all the blades have the same value of BDA dicgpto Eq.
3.3 the equalityC = 1 is obtained. The meridional channel shape becomes thergfimarily a
function of termsA andD.

The quantity represented by teipi.e., the row diameters ratio, is plotted against the rdatin
diameter in Fig.3.3, considering dierent values of the radial chord. It can thus be seen how, for
radial stages placed at progressively larger diameletsnds to unity, i.e., its potential influence on
¢ vanishes. In other words, as expected, centrifugal stdg@acterized by small values of the ratio
b/D;, tend to behave like axial stages, with the chord size havfithg influence in determining the
meridional channel shape, which is rather determined byxipansion process, i.e., by tedin
Eq. 3.14. This is the case of the ROTs described in R&8],[and proposed for Rankine cycle
power systems working with potassium and ranging in sizenf2® up to 200 MW,. In the case
small of ROT's, however, the low mass flow rate leads to coatpaaly largeb/D;, ratios, due pri-
marily to the need of obtaining acceptable blade heightatutbine inlet. The design is therefore

rt:h2+

which leads to
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Figure 3.3:Diameters ratio for a centrifugal roDi/Doudrow, 1-€. termD in Eq. (3.14), as a
function of the row diameteDy, 0w and of the radial chord.

likely to include rows characterized by(Bin/Dout)row Value smaller than unity, i.eD < 1, see Fig.
3.3 For this condition, if the simplifying design assumptigm®viously described are adopted,
a convergent meridional channel is likely to be obtainedesia B ~ const. andC ~ 1. This is
the case of the preliminary fluid dynamic designs presemie§8i5, and of the 240 MW ROT
described in Ref.32]. As anticipated, however, this is not a suitable solutgpecially for small
power-output machines. The present treatment demorstiaeefore that, although useful in re-
ducing the complexity of the preliminary design, the sifyptig assumptions usually adopted, e.g.
Egs. 3.3-3.6, are not applicable in general in the ROT field. A novel desiggthodology is thus
necessary, following two main guidelines, i.e.

1. the blade discharge geometric angles, the radial chtrdsstage expansion ratio, and the
reaction degrees are allowed to vary among each cascade,

2. the diameter and the speed of revolution are included grif@moptimization variables.

In particular, this last choice stems from théidulty of providing ara priori estimation for the
design quantities at hand, e.g. based on statistical irfdomregarding existing machinery, as done
in the turbomachinery practicd3, 33]. As a consequence, all the afore-mentioned quantities add
to the independent variables involved in the optimizatioobfem. This will be discussed further,
with the help of several examples, in the next sections.

3.5 Design of Exemplary IMW, Machines

The purpose of this section is to clarify the procedure preskin§3.4, by performing the design
of two exemplary centrifugal turbines in the M\Wower-output range. The tool adopted for the
preliminary design is the in-house softwarBurbq presented i§3.2.1 The treatment follows the
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work documented in Ref1fl], which constitutes also the first published investigatibthe use of
the ROT architecture in the ORC field. The main design assomgpadopted are detailed$§s.5.1

3.5.1 Design Assumptions

The results of the thermodynamic cycle analysis providentieded inputs to the turbine prelimi-
nary design procedure. Operating conditions typical ofralustrial high-temperature ORC turbo-
generator are considered here. The main characteristittiso€ycle, resumed in Tab3.1, are
common to all the machines designed in the present sectioawbrking fluid is siloxane MDM,
whoseT—s diagram is represented in Fi§.4. The outlet pressure corresponds to a condensation
temperature of about 3%, which frequently occurs in ORC power plants co-genegatiectricity

and thermal power to be used, e.qg., for district heating.rmass flow rate value is imposed in order
to obtain a power-output close to the target one of about M2Z,M It can be noted that the first

Fluid MDM
Mhow [kg s 22
Trin[°C] 274

prin [bar] 10
zn 0.61
Pout [Par] 0.17
P1in 59
vP(: t
Vo ls 85

Table 3.1:Thermodynamic cycle parameters assumed for the prelisnahesign of the turbines
presented in this section, afterl]. The last two terms indicate the pressure and the isoeotrop
volumetric flow rate ratios across the turbine expansiore Wwhrking fluid is siloxane MDM (oc-
tamethyltrisiloxane, §H,40,Sis): MW = 23653 [g mol?], Tcr = 2909 [°C], pcr = 1415 [bar],
pcr = 3029 [kg m3].

part of the expansion takes place in the so-called densesgas where the compressibility factor
is significantly lower than unity, i.ez, < 1. In these conditions relevant real gdieets occur, and
accurate thermodynamic models must be adopted in ordert&inokh meaningful turbine design
[6]. As anticipated, the software library presented in R&§] js adopted to this end.

As a common feature of comparatively low-output power gatieg systems, ORC turbo-
generators are likely to work infledesign conditions for a large part of their operative tifae.
Thus, preserving a reasonably good turbiffeciency in a wide operating range is of paramount
importance. This can be better accomplished by using tracso slightly supersonic machines, i.e.
with maximum flow Mach numbers lower than approximatel. 1Additionally, the condition of
subsonic flow at the rotors inlet (in the relative frame oérehce) is imposed. These configurations,
where the stages can be constituted of converging-onleblaate able to handle load variations by
adapting to the new conditions through post-expansionghnena. If the load change produces a
post-expanded flow with Mach number not exceeding abauttthe induced fciency losses are
comparatively limited17]. On the contrary, if Mach numbers larger thad &re attained already in
design conditions, the onset of dissipative shock pattisregpected to stronglyfiect the turbine
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Figure 3.4:Saturation curve of siloxane MDM in &-s diagram, showing the thermodynamic
boundary conditions for the turbine design, i.e. the ird&ltconditions, point IN, and the discharge
pressure. Point CR indicates the liquid-vapour criticahpof the fluid.

efficiency, in particular during f6-design operationss[ 17]. However, the choice of dealing with
highly supersonic flows is typically justified by the oppanity of minimizing the number of stages
[9]. As mentioned ir§3.3, however, the adoption of the centrifugal architecturevedl to increase

the number of stages with relative ease, thus relaxing tinistcaint.

Therefore, all the machines whose design is proposed irotlmving belong to one of these
general classes, i.e., they are either transonic or sfightbersonic ones. To this end, it is possible
to tentatively vary the number of stages, or to include dié® among the optimization variables.
In the present case, the designs of a subsonic six-stagadudnd of a three-stage transonic one
featuring supersonic post-expanding flows are presented.

The losses-estimation method proposed by Craig & Cox isteddmere 15], see§3.2.1, and
the only losses modelled are the profile, and the second&g. on

3.5.2 Design Methodology

The variables and parameters involved in the design areatetl in Tab. 3.2, see alsd3.2.1
Primarily, the rotational spead is constrained to the value of 3000 rpm, in order to directiypte
the turbine and the electrical generator. This, in fact,saald important economic benefit to the
resulting machine, in that electronic converters are ngaired. Both the tip clearandg and the
trailing-edge thicknesk are set to minimum values, related to mechanical resistano@nufac-
turing limits, and common to all the row5,[23]. The radial clearancel, i.e. the gap between the
cascades, is also assigned a fixed value, since a properizgiton of this parameter is outside the
capabilities of a generalized mean-line approach. Howeanrsidering its strong impact on the
performance of axial turbine84], an even larger influence may be expected in radial machines
centrifugal turbines, in fact, the radial gap directljeats the variation of the radial coordinate and,
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Common parameters
w [rpm] 3000 tg [mm] 0.1

te[mm] 0.1 cl [mm]

Hmin [mm] 10 Omax [o]

=

30

I+

6-stage Machine

Design Variables LB UB
Din [mm] (x 1) 200 -
(pT,in/pS,out)stg (X 1) 1.97 1.97
R(x1) 04 0.6
BDA[°](x1) 65 75
b[mm](x1) 25 40

3-stage Machine

Design Variables LB UB
Din [mm] (x 1) 150 -
(Pr,in/Ps,oustg (X 3) 35 5
R(x3) 01 0.6

BDA[°] (x6) 60 75
b[mm] (x6) 25 60

Table 3.2:Design variables, with relative lower (LB) and upper (UBJhds, and parameters
involved in the proposed design methodology as applied testaljes centrifugal turbine.
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hence, may induce afflision dfect due to the increase of passage area in the flow directiom. T
minimum blade heighHn, constitutes a critical parameter as the size of the mackineduced
and, in the present case, it is assigned a value of 10 mm. Tirggfizngles, i.e. the angle between
the end-wall contour and the radial direction, is constdiim the typical range adopted for axial
machines of:30° [5, 23]. The lower constraint on the inlet diamet®y, may be tentatively de-
termined in order to be compatible with the minimum bladeghtikeeping however in mind that,
owing to the possibility of a converging meridional chanrkis does not necessarily occur in the
first stage, seé3.4.

Regarding the 6-stage machine, the design assumptionesdtiag stages$8.4) is adopted in order
to illustrate its consequences on the result. Cohereihidyrtain variables of the problem, i.e. the
pressure drops, the degrees of reaction, the radial cremmdghe blades outlet geometric angles, are
assumed to be the same for all the stages. In particular,|ddesangles, which are given values
typical for turbine cascades, are opposite in sign betwéaors and rotors. The global total-to-
static pressure ratio is evenly distributed among the stdge Erin/Ps.oudstg = (Prin/ Ps,oudNstes.
The reaction degree is left to vary between 0.4 and 0.6, igiameof high stage-performance. This
allows also to split almost equally the expansion ratio leetwthe stator and the rotor, thus limit-
ing the maximum Mach number within the stage. The conssamposed on the radial chord are
selected in order to preserve acceptable blade asped eatébto limit the turbine dimension, i.e.
its maximum diameter.

In the 3-stage machine, due to the increased stage-loadlintihe preceding simplifications are
removed in order to limit the maximum Mach number td and to respect the constraint on the
maximum flaring angle. In particular, the pressure dropsdégrees of reaction, the radial chords,
and the blades outlet geometric angles are allowed to assalmes dffering among the stages,
according to the novel design procedure introduced at tHee#3.4.

3.5.3 Results: Transonic Turbine

The main features of the optimized 6-stage turbine are shioviiab. 3.3. The optimal velocity
triangles are shown in Fig.5aand, as expecte@3.4), there is no similarity among them, notwith-
standing the design assumption of repeating-stages. Anettpected feature of the machine is
the shape of the meridional channel, see Bidgb which appears to be slightly convergent in the
first stages, while in the last one the flaring angle reacheptbscribed upper limit of 30 This
trend is strictly combined to the other quantities of theglem, and more insight may be gained by
considering again Eq3(14).

An increase in the flow passage area is required along thenstwése direction, in order to
accommodate for the considerable growth of the volumetow flate as the expansion process
proceeds. Being the blades angle and the radial chord vabresrained to be the same in this
case, the only free variable that can be exploited to thisietite flaring angle. In the first stages,
where the increase in passage area determined by the didnoeease is comparatively large, the
meridional channel tends to be convergent. On the contaarincreasing divergence is needed in
the subsequent stages.

The adoption of a comparably large number of stages redheeblade aerodynamic load-
ing, which is an interesting quantity for underlyingférences and analogies with respect to the
axial architecture. In axial machines, this quantity ismally proportional to the stage specific
work w. Conversely, for radial outflow configurations, the redoetof the the aerodynamic load-
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Pm[MW] 1.27  6max[] 30
Din [m] 0.2 Dout[m] 0.98
Hmin [MM] 8.2  Hmpax[mm] 147
R 047 BDA[] 66
b[mm] 30
nty=05 0.87 Mmax 1.16
nty=05cFp  0.86  Mmaxcrp 0.99

Table 3.3:Main results for the 6-stage 1 My\transonic turbine.

M= 0.93 Mc,=0.93
1*rot " =z
Mo—oss M08
- “ ) MUZ: 0.40 ! th ] 200
M= 0.44 | 6"rot
nd th
2" rot 0.95 0.49 050 0.94 | 5!h rot
0.56 I 4"rot
: 3ot 100
d
ot 0.92 0.42 0.92 i 2ot
0.40 i Trot —
0.70 0.65 : - E E
| | ooood] {o
" 0.89 0.36 0.90 ! 23 j—
4" rot | I
0.85 | 036 0.79 i
i
i -100
" 091 038 0.40 090 ! Rotational
5" rot I axis
1.00 0.94 !
i

0 4
ROT radiugmm]

ot 0.95 s oo . . 1-200
116 0.48 110 0 20 00
(b)

(@)

Figure 3.5: Design results for the 6-stage transonic 1 MWrbine, following the repeating-
stage assumption, adopting the boundary conditions megpartTab.3.1, and the Craig & Cox loss
estimation methodlf]. Fig. 3.5ashows the velocity triangles, in black those referring @ ribitor
inlet section, in grey to the rotor outlet. The Mach numbensesponding to the flierent velocity
components are also detailed. The meridional section istepin Fig.3.5h

ing, expressed by the work déieient ¥, does not imply a direct decrease wf as shown in
Fig. 3.6a In fact, by assuming the definition typical of axial turbénee. ¥ = wstg/zUz, with
U= (U + Uou)stg/2, can be noted hoW can lower throughout the expander, notwithstanding the
fact thatAhyrr, 5, i.€. the specific work extracted, increases. This resnlthé initial stages be-
ing characterized by a lower specific work, but larger blagidedtions and aerodynamic loadings,
which cause the profile losses to increase. The trend is thigtlyscorrelated to the constraints
imposed on the geometry.

The loss-estimation method of Craig & Caokd| predicts a significant variation of the losses

72



CeNTRIFUGAL TURBINES FOR ORC APPLICATIONS

st [
10
=)
4
g2
z
.
-
6 2 e
2 4 6 8 10 12 12 3 456 7 8 9101112
Nruw row
(@ (b)

Figure 3.6:Design results for the 6-stage transonic 1 MWirbine of Fig.3.5. 3.6a evolution of
the load distribution among the stages, in terms of the ge@dic loading expressed Ny (solid
line), and of the stage specific wovk (dashed line).3.6k0 row-by-row evolution of the kinetic
energy loss cd@cients{, (solid line), ands (dashed line) accounting for profile-, and secondary-
losses. The presented results are obtained with the Craigx@ntdel fL5].

throughout the machine, as shown in Fg6h This is a direct consequence of the turbine config-
uration, featuring stages characterized by veffedént geometrical quantities (e.g. solidity, aspect
ratio etc.). In particular, end-wall loss d&ieients are found to be more influential in the first stages,
characterized by lower blades aspect-ratios. The same ttemracterizes also the profile losses,
which assume larger values in the high deflection bladeseofitst stages. As a result, the stage
efficiency increases along the machine, passing from about A3be ifirst stage to about 95% in
the last one.

3.5.4 Results: Slightly Supersonic Turbine

The main features of the optimized 3-stage turbine are showliab. 3.4. The increased aero-
dynamic loading lead to anfliciency penalty with respect to the 6-stage machine. Thenapbti

velocity triangles are shown in Fi@.7aand, as expected¢8.4), the optimized blades geometrical
angles vary along the machine in this case.

It can be noted that the application of the design procedwopgsed in§3.4 allows to avoid
any converging part in the meridional channel, as showngn Ei7h At the same time, the con-
straint on the maximum flaring angle is respected notwitithtay the fact that the same expansion
is performed with three stages only. This is achieved by erease of the chords in the last stages,
accompanied by a reduction of the deflection and a consequartse of the radial velocity com-
ponent.
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Pm [MW] 1.22
Mmax 1.36 omax[°] 30

T]T)(:O.5 084 Mmax 136
nmmy=05cFp 0.8l Mmaxcrp 1.40
Stage
1st 2nd 3rd
(Prin/Ps,oudsty 3.7 4.7 4.8

R 0.23 0.35 0.40

Table 3.4:Main results for the 3-stage supersonic turbine.
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Figure 3.7:Design results for the 3-stage supersonic 1 Wrbine, following the repeating-
stage assumption, adopting the boundary conditions egpartTab.3.1, and the Craig & Cox loss
estimation methodlf]. Fig. 3.7ashows the velocity triangles, in black those referring t ribitor
inlet section, in grey to the rotor outlet. The Mach numbensesponding to the flierent velocity
components are also detailed. The meridional section istepin Fig.3.7h

3.6 Design of Exemplary 1kW, Machines
The purpose of this section is to further clarify the procedoresented i§3.4 by presenting the

design of two exemplary centrifugal turbines in the 10k@éwer-output range. The tool adopted
for the preliminary design is the in-house softwarkurbq presented ir§3.2.1 The treatment
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Figure 3.8:Design results for the 3-stage supersonic 1 iWrbine of Fig.3.7. 3.8a evolution

of the load distribution among the stages, in terms of thedyeramic loading expressed by the
work codficient¥ (solid line), and of the stage specific work 3.8k row-by-row evolution of
the kinetic energy loss céiiients, (solid line), ands (dashed line) accounting for profile-, and
secondary-losses. The presented results are obtainethei@raig & Cox loss modell).

follows the work documented in Refl)], which constitutes also the first assessment of the down-
scaling potential of the ROT architecture, consideringnitslementation in the field of low power-
output mini-ORC turbo-generators. The modelling framédwesembles closely the one presented
in §3.5.1, and is discussed i§3.6.1

3.6.1 Design Assumptions

The results of the thermodynamic cycle analysis providengedled inputs to the turbine prelimi-
nary design procedure. The solution presented by LaBg$r an ORC turbo-generator recovering
thermal power from the exhaust of an heavy-duty truck engireelopted here. The main charac-
teristics of this cycle, resumed in Tak.5 are common to all the machines designed in the present
section. The working fluid is siloxane DwhoseT—s diagram is represented in Fi®.9. The
outlet pressure corresponds to a condensation tempeicftateout 100°C. The mass flow rate
value is imposed in order to obtain a power-output close ¢édaiget one of about 10 k(W Also

in this case the first part of the expansion takes place indhmabed dense gas region, where the
compressibility factor is lower than unity, see also Talh. Relevant real gasflects are therefore
expected, and accurate thermodynamic models are neédtg).[

For the reasons detailed $3.5.1, two machine configurations are presented: a five-stage tran
sonic turbine, and a three-stage one, which is slightly mqpec.

The loss estimation method adopted is the one proposed bypdlrf21]. However, as already
mentioned, the predictive capability of these models iseetqd to decrease as the flow Mach
numbers increase, and as the size of the machine is redubed, & comparison amongfidirent
models is presented for the three-stage expander, by rgriteg the same machine using the Craig
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Fluid Dy
frow [kg s71]  0.266
Trin[°C] 242.5

prin [bar] 3.9
zn 0.80
Psout[bar] 0.087
in 45
ol 53

Table 3.5:Thermodynamic cycle parameters assumed for the prelipitesign of the turbines
presented in this section, afte85. The last two terms indicate the pressure and the isodotrop
volumetric flow rate ratios across the turbine expansispeetively. The working fluid is siloxane
D, (octamethylcyclotetrasiloxane gB,404Sis): MW = 29662 [g mol?], Tegr = 3133 [°C], pcr =
13.32 [bar],pcr = 3013 [kg m3].
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Figure 3.9:Saturation curve of siloxane,in aT-sdiagram, showing the thermodynamic bound-
ary conditions for the turbine design, i.e. the inlet totahditions, point IN, and the discharge
pressure. Point CR indicates the liquid-vapour criticahpof the fluid.

& Cox model [L5]. Beside the estimation of profile and secondary losses, thisse due to tip-
leakage are considered in this case, being an increasiigglfisant contribution for comparatively
small machines. The modeled physical phenomena accouthdaeduction of the useful mass
flow rate, and for a larger flow angle deviation downstreanhefd¢ascade3f]. In particular, tip-
leakage losses are assumed to be null across the statog tnatime possibility of using an almost
hermetic sealing on the turbine shai{.[ On the contrary, unshrouded rotor crowns are assumed,
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and the associated tip leakage losses estimated. Shrooasdare generally preferred in small
turbines in order to reduce tip-leakag83][but, in the present chapter, greater importance has been
attributed to easy the machine realization, see 3.

3.6.2 Design Methodology

The design of the machines considered here, given their amtipely low power-output, is per-
formed following the novel design procedure purposelyodtrced at the end @f3.4. In particular,
the pressure drops, the degrees of reaction, the radialshamd the blades outlet geometric angles
are allowed to assumeftirent values among the stages. The variables and the géoparm-
eters needed to perform the turbine design, see§&.1, are collected in Tab3.6. The design
framework is similar to the one described§i8.5.4 and all the quantities are described therein. As
anticipated, both the inlet diametEx, and the speed of revolutian appear in this case among
the variables to be optimized, see e§®.4. For the blade heighitl, which is a critical quantity
given the low power-output, the minimal value compatibléhwhechanical resistance and manu-
facturing limits is assigned as the lower bousd43]. Further analysis conducted on the machines
presented i83.5by means of CFD tools highlighted that, for centrifugal togs, is beneficial for
the machine performance to adopt maximum flaring anglesrithan those suggested from the
axial turbines practicelfl]. Following this results, the range of variation of the flariangles is
now reduced ta12.

Common parameters

tg [mm] 0.1 te[Mm] 0.1
clf[mm] 1 Hmin [MM] 2
omax[]  +12
Design Variables LB UB
Din [Mm] (x 1) 20 100
wlkrpm] (x1) 5 20
(Pr,in/ Ps,oudstg (X Nstg9 2 S)
R(X Nstgg9 0.1 0.6
BDA [°] (X Nrows) 55 75
b [mm] (X Nrows) 2 12

Table 3.6:Design variables, with relative lower (LB) and upper (UBubds, and parameters
involved in the proposed design methodology as applied testaljes centrifugal turbine.

3.6.3 Results: Transonic Turbine

The main features of the optimized 5-stagROT are shown in Tabl8.7. Is to be noted that the

optimal angular velocity, i.e. 12400 rpm, is consideralnweér than the values encountered for
traditional axial or centripetal machines designed for imjgarable application and power output,
see e.g. 35]. The optimal velocity triangles are shown in Fig§.10aand, as expected, the blades
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Pm [kKW] 10.6 =05 0.79

Mmax 0.98 w [rpm] 12400
Din [Mm] 53 Doyt [mm] 180
Hin [mm] 2 Hout [mm] 15

omax[°] 9.0
Stage
15'[ 2nd 3rd 4th 5th
(pTym/pSyouastg 22 25 26 24 23

R 031 0.36 0.39 0.40 0.40

Table 3.7:Main results for the 5-stage 10 ky\transonic turbine.

geometrical angles vary along the machine, suggestingtisatbmized geometry configurations are
needed in order to achieve highlffieientmROTSs.

As already observed i§3.5.4 the proposed design procedure proves successful in oigain
smooth increase of the blade heights along the machine théthoncurrent increase of the radial
chords. The resulting meridional contour is depicted in Bd0h The maximum flaring angles,
of the order of 9 are, are located on the last stage.

The relation between the stages aerodynamic loading, thesed deflections, and the corre-
sponding profile losses, is similar to what already obsearatidiscussed in the previous sections.
In particular, the specific work elaborated by the stagesedses along the machine, while the de-
flections and consequently the losses tend to follow an éfgpiwend, as shown in Fi®.11 Asa
result, also in this case the stagBaency increases along the machine, passing from about@2% i
the first stage to about 88% in the last one. As expected,akalpes heavilyféect the performance,
and the associated loss fldgient reaches maximum values in the first two rotors, charaetd by
larger tip clearangblade-height ratios. Notably, tip-leakage losses are ewaipe in magnitude
with profile and secondary ones.

3.6.4 Results: Slightly Supersonic Turbine

The main features of the slightly supersonic 3-stage demigishown in Tabl&.8. As anticipated,
the design is performed adopting twdtdrent loss-estimation methods, i.e. the Craig & Cb3{,[
and the Traupel one[l]. The comparison among the predictions of such models isidied in
all the figures presenting the outcome of the design. It cacobeluded that the obtained turbine
design is scarcely dependent from the adopted loss predictethod.

Coherently with the similarity theorylp], stating that the smaller the machine, the higher
the speed of revolution needed to achieve better perforejahe three-stage turbine rotates at
15400 rpm. The optimal velocity triangles are shown in FRjl2aand, also in this case, the
blades geometrical angles vary along the machine. The mealbchannel of the optimal design is
depicted in Fig3.12h and its appearance is similar to that of the 5-stage machine

With respect to the transonic machine, the use of only thtages increases the blade aero-
dynamic loading, as shown in Fi®.13a thus lowering the overall turbinefikiency. The main
sources of loss are reported in Fi§.13h from where it can be noted that the majoffeiiences
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Figure 3.10:Results for the design of the 5-stage transonic 1G,krbine designed following
the novel methodology presented in this chapter, adoptiegbbundary conditions reported in
Tab. 3.7, and the Traupel loss estimation meth@d][ Fig. 3.10ashows the velocity triangles,
in black those referring to the rotor inlet section, in greythe rotor outlet. The Mach numbers
corresponding to the flerent velocity components are also detailed. The meritliseetion is
depicted in Fig3.10h

among the two models are found in the predictions of the stangnioss cofficient in the first
stages, characterized by aspect ratios close to one. Fismpéfspective, the Craig & Cox model
resulted to be somehow more conservative.

3.7 Conclusions

The first critical evaluation of the centrifugal or radialtbow turbine (ROT) architecture as a can-
didate technology for ORC turbo-generators is presentddhéspecial features involved in ROTs
design are enlightened, the main findings being that, inrdoidesign €icient centrifugal turbines

it is needed that i) the blade discharge geometric anglesattiial chords, the stage expansion ra-
tios, and the reaction degrees are allowed to vary amongaastiade, and ii) the diameter and the
speed of revolution are included among the optimizatioratées.

It is discussed how simplifying assumptions usually addjtethe axial turbines practice are
typically not applicable. A novel design methodology isided and presented for the preliminary
sizing of ROTs in the power size range from several Mdéwn to few kWt. The in-house mean-
line optimization codeTurbg which allows to determine the preliminary design of ORMines
of various configurations and working withftiirent fluids, is presented and adopted to verify the
novel method by presenting several exemplary design ese=ci

First, the design of two 1 MW centrifugal turbines is presented, a transonic six-stagkaa
supersonic three-stage machines. These expanders hanekpansion ratio of 60, and rotate at
3000 rpm. Simplifications derived from the axial-turbineagtice are adopted in order to illustrate
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Figure 3.11:Design results for the 5-stage transonic 10kWrbine of Fig.3.10. 3.11a evo-
lution of the load distribution among the stages, in termthefaerodynamic loading expressed by
the work codficient?, and of the stage specific wovk 3.11h row-by-row evolution of the kinetic
energy loss cdicients, (solid lines),s (dash dotted lines), angl (dashed lines) accounting for
profile-, secondary- and tip leakage-losses. The preseesedts are obtained with the Traupel loss
estimation model41].

their consequences. The results of the design exercise®dcaut withzTurbq confirm that the
adopted assumptions lead to unwanted design featuresaswamverging meridional channels and
large flaring angles on the last stages. The predicted fiyidualic eficiency for the transonic and
the supersonic machine is around 86% and 81%, respectively.

Thus, the down-scaling potential of the centrifugal arttitre is assessed, by applying the
novel design methodology to the sizing of two 10 K\ROTs, handling an expansion ratio of 45.
The design of a 5 stages transonic turbine, and of a 3 stagb#yskupersonic one is presented. The
proposed design procedure proves valuable in overcomengriticality previously highlighted. In
particular, the resulting meridional channel monotorycedlverges maintaining maximum flaring
angles lower than 20 The resulting turbines are projected to exceed a fluid-ayoafficiency of
79% and 77%, with speed of revolution around 124000 and 15g@®0respectively.

This research therefore demonstrates that the ROT artiiéeis a promising concept for fu-
ture ORC power systems, capable of preserving its featm@parformance when downscaled, for
both transonic and slightly supersonic configurations.aipular, transonic machines are expected
to outperform the supersonic one during partial load opmrat thus contributing to significantly
enhance the averag@ieiency of the ORC turbo-generator which, in the typical ¢césealled to
work within a wide range of operating conditions. The de@jpart-load modeling tool necessary to
assess and quantify this last point will be developed as btieemext steps of the present research.
Finally, CFD-based tools have a demonstrated their strotgngial in deepening the results of the
mean-line analyses presented here, and they will be threrkfrther developed in the future.

Nomenclature
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Pm[kW] 10.3 nty=05 0.77

Mmax 1.33 w [rpm] 15400
Din [Mm] 57 Doyt [Mm] 162
Hin [mm] 2 Hout [mm] 18

omax[°] 11.8
Stage
1st 2nd 3rd
(Prin/Ps,oudsty 3.6 4.1 4.5

R 0.25 0.37 0.42

Table 3.8:Main results for the 3-stage 10 k¥\supersonic turbine.
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Figure 3.12:Results for the design of the 3-stage supersonic 1f) kibine designed following
the novel methodology presented in this chapter, adoptiedpbundary conditions reported in Tab.
3.5. Fig. 3.12ashows the velocity triangles, in black those referring te tbtor inlet section, in
grey to the rotor outlet. The Mach numbers correspondingeadiferent velocity components are
also detailed. The solid lines represent the results obdaivith the Traupel modePR[l], while the
dashed ones those pertaining to the Craig & Cox d5g [The corresponding meridional section is
depicted in Fig3.12h In this case, the results of the two models are not distsiable.

s p = specific entropy [kJ kgt K™, pressure [bar]

T,h = temperature®[C], specific enthalpy [kJ kd]

p,C = density [kg nT3], speed of sound [nm§]

MW, z = molecular weight [g mof] , compressibility factor
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flow passage area fj) mass flow rate [kg 3]
volumetric flow rate [M s]

stage reaction degree

Reynolds and Mach numbers

shape factor, rothalpy [kJ k]

specific work [kJ kg*], power [kW]
absolute, relative, and rotational speed [ s
average stage peripheral velocity [m]s
blade geometric discharge angt¢ [

mean flow velocity magnitude [nTY
cascade diameter [m] and pitch [m]

blade height and chord [m]

inter-row radial and tip clearance [m]

throat width and trailing-edge thickness [m]
cardinality of quantityx

recovery fraction of discharged kinetic energy

efficiency

work and flow cofficients

absolute and relative flow angle§ [

finite difference for quantityx

angular speed of revolution [rpm]

row flaring angle {]

correction factor for blockingféects

loss codicient (Ahg ossiS the static enthalpy drop due to the

considered loss, velocity = C for the
stators, and/ = W for the rotors)

electrical, mechanical

minimum, maximum value

critical thermodynamic conditions (liquid-vapour)
total and static thermodynamic conditions

sonic throat, inlet, and outlet sections

radial direction

stator, rotor, row, stage(s), blade(s)

Organic Rankine Cycle
Radial Outflow Turbine
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Figure 3.13:Design results for the 3-stage supersonic 1Qkitbine of Fig.3.12 3.13a evo-
lution of the load distribution among the stages, in termthefaerodynamic loading expressed by
the work codicient?, and of the stage specific wovk 3.13h row-by-row evolution of the kinetic
energy loss cdécients, (solid lines),{s (dash dotted lines), angl (dashed lines) accounting for
profile-, secondary- and tip leakage-losses. The black liapresent the results obtained with the
Traupel model 21], while the gray ones those pertaining to the Craig & Cox drig. [
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CHAPTER 4

Abstract The feasibility of energy storage is of paramount impor&afar solar power systems,
to the point that it can be the technology enabler. Regardimgcentrated solar power (CSP) sys-
tems, the implementation of thermal energy storage (TEBYyisably a key advantage over systems
based on photovoltaic (PV) technologies. The interest iighliz eficient and modular CSP plants
of small to medium capacityb (kWeg-5 MWE) is growing: organic Rankine cycle (ORC) power
systems stand out in terms gfi@ency, reliability and costfgectiveness in such power-range.

In this chapter, a thorough investigation on thermal st@agstems tailored to high-temperature
ORC power plants is addressed first, stemming from the oasemvthat the direct storage of the
ORC working fluid is gective thanks to its favorable thermodynamic propertiese Goncept of
complete flashing cycle (CFC) is then introduced as a mearchieaing an unmatched system
layout simplification, while preserving conversigfi@ency. This is a new variant of the Rankine
cycle, originally introduced by the presented researcher@hy the vapor is produced by throttling
the organic working fluid from liquid to saturated vapor cdiahs.

The presentation and discussion of a case study follows:0e&k¥@- CFC system with direct
thermal energy storage, coupled with state-of-the-artapatic trough collectors. The proposed
turbogenerator achieves an estimated 25§ciency, which corresponds to a value of 18% in de-
sign conditions for the complete system. With siloxanesaakimg fluids, the estimated values of
storage density are around KWhe mg2, without considering additional filling materials.

A dynamic model, developed and for the complete systemedstasnvestigate the perfor-
mance under extreme transient conditions. By adoptingativedly simple and robust control strat-
egy, the storage system is demonstrated toffeetéve in decoupling the solar field and the ORC
power block, which can thus be operated close to nominalitiond notwithstanding the environ-
mental disturbances. The feasibility of remotely contlbperation is thus positively assessed by
means of this preliminary study.

4.1 Introduction

The debate over the advantages and disadvantages of vadtaustechnologies is livelyl] 2].
Peters and colleagues compared PV- and CSP-based systdargéescale solar power plants (
50 MWE), and concluded that the cost arfi@ency of storing energy can turn the competitiveness
in favor of CSP systems]. Another potentially important benefit of CSP systemsgrating TES,
along with dispatchability, is their ability to provide drilexibility: this feature might enable higher
overall penetration of other variable-generation tecbgigls such as those based on PV cells and
wind turbines #].

Recent studies have underlined the techno- and socio-etompportunity of shifting toward
a global energy system which is more integrated and complax presently, and which heavily
relies on distributed generatioB][ Within the same context, also small-size CSP power plants
in the 100 kit—5 MWE power range have been investigatéd{]. It has therefore been argued
that the new development paradigm of “getting bigger by ga@maller” could provide a path to
viability for CSP technologies in general, through modityaand economy of production, thus
overcoming the bankability issue which is negativefigating the sectorg].

Another notable advantage of thermal CSP plants for digeibgeneration is the possibility of
co-generating electricity and useful thermal output foximaum energy utilization and flexibility.
The thermal energy discharge from the primary mover carefih used for industrial or domestic
purposes on-site, fand drive an absorption chiller for air-conditioning or pess cooling9, 10].

Among the technologies suitable for higfiteiency conversion of thermal power into electric-
ity and heat in this range of capacity, ORC turbogenerattsdsout in terms of reliability and
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cost-dfectiveness, see, e.g., Rell1]. ORC power plants are steadily adopted for the increasing
exploitation of geothermal reservoirs, while the growthted number of ORC power systems for
the thermal conversion of biomass fuel and industrial wastg is remarkablelp]. ORC-based
CSP plants have been widely studied, and prototypes weriatpubperation already several years
ago [13, 14]; commercial power plants went recently on-lirks], and new ones are planned or are
currently under construction.

To the knowledge of the author, however, no research has jeglished on TES systems
specifically conceived to be integrated into ORC power glaithe study documented here stems
from the need of a thorough investigation on thermal stosygéems tailored to ORC power plants,
and from the observation that the direct storage of highptmature ORC working fluids idfective
thanks to its high heat capacity and other favorable theymahic properties.

The chapter is structured as follows: §4.2 the organic fluids of the class of siloxanes are
briefly introduced; these compounds are widely used as wgnkiedia for high temperature ORC
power systems. Is to be noted that the addition of storagedfithaterials other than the working
fluids itself is not considered at this stage of the resedrch4.3 a brief overview of TES-systems
integration in power stations is reporte$.4 deals in detail with the proposed technical solutions
for the direct thermal storage of working fluid, discussihgit applicability to ORC systems. A
case study illustrating the application of one of the pregplstorage systems is treate¢hb. §4.6
summarizes the conclusions and the foreseen developments.

4.2 Siloxanes: High-Temperature ORC Working Fluids

The ORC working fluids considered in this study belong to #raify of siloxanes, see tablel
These light silicon oils are already employed in commerhigh-temperature ORC applications
since they are non-toxic, environmentally friendly, loarfimable, bulk-produced and highly ther-
mally stable; mixtures of siloxanes are widely employed eat ttransfer fluids (HTF) in multiple
fields, comprising the CSP industrgg, 17]. Multiparameter equations of state, employing the

Table 4.1:Main properties of the fluids considered in this work. MW: emilar weight,Tyq:
normal boiling temperaturgdap@soc: vapour pressure at 8C.

Fluid MW Tcr  Pcr PCR Thoil  Pvap@soc
[gmol] [°C] [bar] [kgm?3] [°C] [bar]
Water 18.0 373.9 220.64 3224 100.0 0.474

Ds 444.9 372.7 9.61 246.8 245.0 0.002
Da 296.6 313.3 13.32 301.3 175.3 0.035
MDM  236.5 2909 14.15 302.9 152.5 0.091

Span-Wagner functional fornig], have been recently developed for these fluitl P0]. These
thermodynamics models, implemented in a software librarg, adopted throughout this work
[21, 22]. The specific thermophysical properties of the workingdduheavily &ect the design
of the most critical components, namely the turbine and ta bxchangers. Other fluids may be
preferred for the same application, based upon multiplesidenations, see e.g. Refsll] 23].
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Figure4.1lillustrates the thermodynamic features of interest in ¢hise for siloxane Pand water
using theT —sstate diagram. A typical analysis of thermodynamic cydesésented here, whereby
the cycle minimum and maximum temperature are fixed, afidréint working fluids are evaluated
in terms of obtainable conversiofffieiency and other technological aspects. Note that fixing the

4001 400
350:_ Prnas= 4.92 bar 350:

[ p,=0.09 bar
300F

O 250f 0 250
[ [
200 200
150f 150f
[ Pi=1.01 bar
100F-—— e 100}
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s[kIKg" °C] s[kIKg* °C]
(a) Siloxane @ (b) Water

Figure 4.1:Comparison between the-s thermodynamic diagram of Pand that of water: the
highlighted temperature levels, resulting from the stddipplication and thus common to both
fluids, ar€Tmin = 100°C, Thax = 250 C, andTyasn = 220°C (dash-dotted black lines). CR: liquid—
vapour critical point, solid-black line: saturation lineatosing the VLE region, solid-grey: isobaric
lines, dashed-black: iso-enthalpy lines. Note that théesafethe specific entropy in diagram (a) is
different from that in diagram (b).

minimum and maximum cycle temperature results also in tleeifipation of the minimum and
maximum cycle (saturation) pressure for the considered.fllihe expansion ratio available for
work extraction is thus also fixed.

From these preliminary considerations, the comparisonetitermodynamic features of molec-
ularly complex fluids with those of water along expansioredds interesting conclusions:

I A consequence of the large complexity of the fluid molecaucture, thus of the high
value of the specific heat capacity, is the so-called reagishape (positive slope) of the
bubble line in thelr —sdiagram of the fluid, which helps visualizing how the expansif the
saturated vapor is inherently dry, see, e.g., R&f].[ This thermodynamic feature implies,
contrary to what can be observed for a simple-molecule fikawater, that for a complex
organic fluid

(a) Starting from saturated liquid conditions, see staia fig. 4.1a an isenthalpic
pressure-reduction representative of a flashing processesailt in the fluid being
in a saturated—vapor state (process d, wherebygy = 1). If the pressure is further
reduced, also superheated-vapour states are attainable.

(b) The previous observation, applies also to an isentrpgssure-reduction process
(c—-¥).
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(c) An isentropic expansion starting from saturated vapmimditions always evolves
towards superheated—vapour statgs © €).

(d) Furthermore, the temperature of the superheated vagbe a&nd of the expansion
may be so high that internal heat-regeneration is mandatbigh cycle dficiency
is required R5).

Il Mainly as a consequence of the higher molecular weightveel specific enthalpy drop
is associated with the given expansion. Thus, the workirid fhass-flow through the ex-
pander must be larger for the same power output. In combimattie low specific enthalpy
drop and the higher mass-flow rate allow for the realizatiboamparatively simple and
efficient turbines even for low or very low power outputgl[23].

Il The saturation pressure corresponding to the maximuoieciemperature is lower (e.g.,
4.9 bar for D versus 39.8 bar for water): this is a major advantage if TES isterest.
Conversely, very low condensation pressure (e.g., 0.09ba, versus 1.01 bar for water)
entails technological challenges for other components,(&urbines and condenser), see
Refs. [L1, 26].

4.3 Concepts of TES Systems for Power Plants

The basic principle of storage system integration into poplants is the so-called flow-storage,
whereby the TES gets its charge according to several maicepts, corresponding to the plant
configurations summarized in fig.2a In solar power plants, storage systems deal with secondary
energy since, as opposed to fuelled thermal plants, starag®ee primary energy side (fuel storage)

is not possible. Fuel control would be feasible (defocusifigneliostats or collectors) but it is
avoided because of the energy loss. Energy storage intelgretb the primary heat transfer loop,

(Oily (Qil/salt) (Qil/H20)  (H20)

il
i

(a) Basic schemes for secondary energy storagéhh State of the art: simplified process flow
Rankine power plants: 1) primary energy, 2) sediagram of the Andasol solar power plant,
ondary energy, 3) mechanical energy, 4) electricadapted fromZ28§].

energy. The tags a, b, ¢ and d help identifying sev-

eral so-called flow-storage options, adapted from

[27.

l ‘ 2 | 3 4 Solar field TES system Heat exc. Power block

Figure 4.2:Thermal energy storage in Rankine-cycle power plants.
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see case of fig. 4.2g is the most adopted concept in commercial CSP plants. drctige, sensible
heat is accumulated into a liquid, which can be thermal ai/@nmolten salt 29]; in so-called
direct systemshe heat transfer fluid serves also as storage medium, whiledirect systems
separated system is used to store thermal energy, sdeig.

The Spanish Andasol solar power plants, which are in omeraince 2009, are representative
of the state-of-the-art for technology based on parabatieghs B0]. They adopt an indirect ther-
mal storage system whereby thermal oil transfers the erzanigcted from the solar field to molten
salt contained in two tanks, see fig2ky such layout, involving multiple subsystems witlfdrent
working fluids, is arguably unfeasible for small-scale splawer plants due to complexity and cost.

Other concepts, see cadgsc, andd in fig. 4.23 are based on the storage of energy in the
working fluid itself, and have been implemented in steam p@iants. Thermal storage can be used
to make pre-heated feed water available to the steam gendopt mainly for peaking purposes,
in power plants with regenerative feed-water heat8dj.[ The storage vessel can also supply the
turbine with steam in saturated or superheated state, lafibetsteam €) or mediunilow pressure
(d) conditions. Also in these cases both indirect and direstesy concepts can be implemented.

Indirect systems for working fluid storage are extensivelestigated as TES for direct steam
generation (DSG) power plantgg]. Direct systems have been successfully used for decadds, a
also recently built CSP plants adopt this TES configuratidmirect system for the accumulation
of working fluid is often calledteam accumulatdi27, 29]. The main advantage of steam accumu-
lators is that they are simpler than indirect systems, ibribantermediate fluid loop and the related
heat exchangers are need@di;4treats in detail these concepts.

The evaluation of the profitability of energy systems is a plicated task, involving a number
of considerations from élierent domains. Among the main elements of the evaluatiomeads to
consider the projected investment cost afitiency of the complete system, possible environmen-
tal hazards, operation strategy, O&M cost, and the localleggry framework, i.e., tafis andor
incentives B2]. In particular, when newly proposed concepts are consiti¢he uncertainty related
to equipment costs has a large impact on the reliability ohsvaluation 33]. Also for this rea-
son, an exhaustive economic evaluation is beyond the sddape present work, which in turn is
aimed at the thermodynamic and technical assessment of agraept for thermal energy storage
suitable for small solar-powered ORC plants. The analyigstifies and discusses the factors af-
fecting the performance and the projected costs of the dereil systems, such as thefi@ency,
the temperature and pressure levels in the storage systewplumetric expansion ratio across the
turbine, and the pressure level in the condenser.

The typical thermodynamic performance parameters for asys&m integrated into a thermal
power plant are

1. the storage densipg, [kWhy mg3], which is useful to evaluate the size of the storage unit
and, thus, to give a first estimate of its cost. Since thermaigy is stored for subsequent
conversion into work, density of available energy (exergg3 to be considere®4]. The
parameter EEED (Equivalent Electrical Energy Density [Wz3]), accounting for the
subsequent conversion into electricity, is also introdubere. This value quantifies the
equivalent electrical energy stored as thermal energyantcubic meter of liquid at the
storage conditions. For a given size of the storage in tefnesjaivalent hours of storage
hegst, the value of the EEED of a certain TES concept allows for fimieary estimation of
the storage volume and of the required mass of fluid.

2. The turnaroundféciency &y, Which accounts for exergy losses along the entire charge-
standstill-discharge cycle, and depends both on desigmamgberational parameter&ym
is typically chosen as the objective variable for the thedymamic optimization of a storage
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system B5]. Systems implementing the direct storage of the workinigl fattain the highest
levels of &um, Namely up to 95%, mainly as a consequence of the absencey dieat
exchange process external to the storage vegggl [

4.4 Direct Storage of Working Fluid in Rankine Power
Stations

The concepts originally proposed and adopted in steam pplaets are introduced here, and their
extension to ORC systems is discussed. Being direct st@ggiems highly integrated into the
power plant, both the storage concept and its discharge made to be considered in order to
properly characterize the system. Three main storage ptsre@d three discharge methods have
been introduced in the past?): these are described §#.4.1and§4.4.2respectively§4.4.3treats
their combination to form several possible storage systesfisr to figure4.3.

4.4.1 Storage Methods

The working fluid is typically stored in the liquid phase, inder to exploit its greater storage
density.

A STORAGE AT CONSTANT PRESSURE

It entails the storage of sensible heat in liquids, usudligtaospheric pressure. Two-tank
arrangements, as well as single-tank systems exploitanthérmocline fect (displacement
storage) are feasibl@§, 37]. Silicon oils have been already adopted as the storageifiuid
these systems3f]. If the direct-storage configuration is adopted, pregsiion is needed
in order to prevent boiling, and an external pressurizer imayeeded in this case. Hot
pressurized fluid can thus be extracted from the storagehassonstant pressure, and this
is the main advantage in power generation applications.

B EXPANSION STORAGE AT ALMOST CONSTANT PRESSURE
In this case liquid and vapour working fluid are stored in mhedynamic equilibrium at
the saturation temperature. A “vapour cushion” is preseatldimes in the upper part of
the storage tank. Hot saturated liquid is extracted frombibigom of the vessel, causing
the vapour volume to increase. Additional vapour is produsg evaporation of a small
part of the liquid volume, thus causing the pressure to @eserslightly. The drains coming
back from the working fluid loop have to be collected and stdnea separate cold-storage
vessel, which, being at lower temperature and pressurtsdselatively inexpensive. With
respect to the displacement storage soluti®) the complications related to pressurization
and thermocline promotion can be avoided and the vesselrddgve to withstand severe
thermal gradients during the charge-discharge phases.

C SLIDING PRESSURE STORAGE (RUTHS ACCUMULATOR)
In analogy with method, liquid-vapour equilibrium is maintained in the storagesel. In
this case, however, not the liquid but the vapour formingairghion is extracted during the
discharge phase. The wide pressure swing during the dixehdrase, a characteristic of
this method, is a major drawback as far as power producticoriserned39]. The main
advantage of this storage method is the fast reaction tilogyiag for high discharge-rates
of saturated steam.
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4.4.2 Discharge Methods

1. VAPOR GENERATION BY FLASH EVAPORATION
Internal flashing in the vessel pertains to the sliding presmethod of storage. In external
flash processes the liquid is extracted from the storage sk thus throttled; processes
featuring multiple flashing steps are also conceivable. diitained vapour stream can be
sent directly to a turbine.
In case water is the working fluid, flashing systems requieeatioption of so-called wet-
turbines, which imply well-known technical challenges aatther low dficiency 40]. How-
ever, in case the working fluid is an organic compound, théédsaturated vapour can be
directly fed to a high fiiciency “dry” turbine (see Sec4.2, pointic). The so-called ret-
rograde characteristic of the working fluid allows also foe tomplete evaporation of the
liquid stream by throttling (see Seé.2, la). The phase-separator and the relative liquid-
drain circuit are therefore, in principle, unnecessary.

2. FEED WATER STORAGE
In case of conventional thermal power stations, thermahg®upstream of the steam gen-
erator is a proven solution for peak-load generation. Witthsa method, peak-load can
be sustained to an extent limited by the amount of power tcalieed by cutting-f all the
regenerative bleeds, and by the overload capacity of tha tagiine generator se27]. In
the case of ORC power systems, extractive regeneratiorves menployed, therefore the
peaking potential would be due exclusively to the overloggbcity.
This discharge method is not applicable to solar steam pplaets as the only storage sys-
tem; in periods with low solar radiation, feeding the tusbionly with steam can become
impossible #1].

3. CASCADING STORAGE
A combination of method and metho@® provides more flexibility for the complete system.
In case the working fluid is formed by complex molecules, atfodischarge method can
be identified, namely

4. DIRECT LIQUID EXPANSION
The liquid extracted from the pressurized storage vessdbedlirectly fed to an expander. If
the working fluid is a complex organic molecule, the so-chilet-to-dry expansion process
becomes possible (see Sec2 1b). Wet-to-dry expanders have been proposed and tested
with promising results40, 42]. However, since none of them has reached technological
maturity, wet-to-dry expansion has not been consideredhi;dtudy, despite its notable
potential.

4.4.3 Storage Systems

Figure4.3shows the main possible system configurations obtainedimpicing the storage meth-
ods described in Sed.4.1(A, B, andC), and the discharge methods treated in £4c2(1, 2, and
3), see Ref.27]. The configurations C2 and C3 are not realizable, while goméition B and C may
be combined: vapor may be taken from an expansion storagehiasaddition to liquid (shown by
the lines for configurations BZ1 and B3C1).

The Al scheme has been proposed for nuclear power pirjtsihile the B2/C1 scheme for
CSP plants41]. The A3 scheme gained acceptance in the late 1920s: thickEspent storage
plant of the coal-fired power station in Mannheim, Germasyyell known B9]. The C1 scheme
(pure sliding pressure) found wider application, mainlyaasolution for bifer-storage. Within
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METHOD OF STORAGE
(A) DISPLACEMENT (B) EXPANSION (C) SLIDING PRESSURH

(2) FEED REPLACEMENT (1) VAPOR (FLASHED)

MODE OF DISCHARGE

(3) CASCADING

Figure 4.3: Main configurations of direct storage systems for steam pglants, as a com-
bination of storage methods and discharge modes. Labelespand to those adopted for the
description in§4.4.1and§4.4.2 For the sake of simplicity, only single-stage flash ORC eaysst
are considered, without internal regeneration. Adaptechfi27].

the island grid of Berlin, the 50 MW Charlottenburg plant - built in 1929 - has been operated with
steam accumulators of 67 M\WIstorage-capacity for more than 60 years. Sliding-pressigems
have recently been realizedd, and this concept has been proposed as a solution to sufg®/ D
plants with biifer-storage capabilitiegfl]. Two-phase refrigerant accumulators working according
to this principle are key components in automotive air cbading systems45].

It can thus be concluded that all the above mentioned cosi@ptapplicable in principle to
ORC power systems. However, applying the very same confmyttsermal energy storage to ORC
power plants leads to EEED levels (see Se8) which are lower than those of direct water-steam
systems, and also of state-of-the-art indirect systenmes $se4.5). In case the working fluid is a
siloxane, for a given power output, the same thermal stocagacity requires a larger vessel, if
compared to a steam power plant.

It is worth noting that the problems related to fluid conta@miat concurrently high-pressure
and high-temperature levels, which have ultimately hiedeghe difusion of water-steam storage
systems, are reduced in case working fluid is an organic cangbgsec. 4.2, Ill). Beside the
vessel volume and the pressurization level, also the casiedfiuid largely contributes to the total
investment cost of the storage system. At present, silaxane approximately two times more
expensive than synthetic oils (typically mixtures of dipylediphenyl ether), in terms of cost per
unit of thermal energy delivere®®]. However, contrary to synthetic oils, siloxanes are défaesb
as non-hazardous materials. Such classification is exppex@ay an important role if the proposed
technology will be applied, particularly if the distribgtenergy scenario is considered.
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The cost of the storage system is however only a fraction efitial investment for a power
plant. The case study presented§ih’5 shows that the direct-storage configuration allows for a
substantial simplification of the overall layout of the flamith a beneficial fect on its initial cost.

4.5 Case Study

In order to evaluate the proposed integrated TES systenmfall-scale solar ORC power plant, the
system of figurel.4a(v'vnet:100 kW) has been studied.

The ORC working fluid is circulated and heated in the SF, wisotomposed of parabolic trough
collectors with evacuated absorber tubes: the feasihifitguch concept has been preliminarily
assessed in a recent study]l The main novelty is the adoption of one of the TES systertre+in
duced in sec4.4 the working fluid serves also as the storage medium, makiegonfiguration
completely of thedirect type. The selected TES system is based on a displacemenstymage,
with vapour generation through external flashing (type Afign4.3).

The concept is aimed at maximizing the simplicity of the plagout, since lowering of initial
cost and maintenance requirements, as well as ease angafafeinotely controlled operation, are
considered as key aspects for distributed power applitsitio

The design data adopted here are reported in thllehe general specifications are common
to all the ORC plants modelled in this study (see alstb and A.2). A relatively high value of
the condensing temperatufgong is chosen, since avoiding excessively low vacuum levelfién t
condenser is mandatory in high temperature applicati@tsuse the presence of air due to inward
leaking accelerates the thermal degradation of the worfkird,

The data specific to the proposed exemplary system in terrflsidfand operating conditions,
have been determined based on the treatment described endA.2, where the main tradefio
existing between systenffieiency, plant simplification, and components design areudised in
detail. Realistic assumptions regarding both the desighefiry air-cooled condenser and of the
plates-regenerator are considered. This information baa bbtained from the preliminary design
of these components, performed with a commercial packageeft exchanger desigh].

4.5.1 Working Principle

In nominal conditions, the temperatures at the outlet ofsthiar fieldT,.ss and in the hot region
of the storage vess&kr not (Which, in turn, equals that of the fluid fed to the ORC systeamd con-
sidered to be both equal Q. For modelling purposes this is chosen as the main operegirigble

(seeA.1 andA.2), while p. is supposed to be maintained at a level higher than the gameing

vapour pressure, by an external pressurizer (1 bar in desiggitions).

Cold fluid is extracted from the vessél) @nd pumped through the SF: under normal operating
conditions the mass flow is controlled by acting on the pumprifer to maintain a set outlet
temperaturdl.. Also in this case the temperature at the outlet of the re@émeT orc oy and that
of the stored cold fluidl'st o, @are assumed to be equalTg. The hot fluid extracted from the
storage vesset] is externally flashed to saturated vapour conditions, ledbeing fed to the ORC
turbogeneratord, with gqq = 1, see Seda). The superheated vapour leaving the turbine enters the
regeneratord), and then the condensef)( The fluid, in saturated liquid conditiong)( is then
pumped back, through the regenerator, to the bottom paledgtbrage vesseby.

The mass flow circulating in the SF is determined by the abkdlaradiation together with the
area of the collectors which, in turn, is related to the chasaar multiple (SM). Optimal combi-
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Figure 4.4:(a) simplified plant layout of a CSP ORC power plant workingading to the single-
stage flash process, integrating a direct TES system badbeé dfsplacement-storage type, from
[47]. (b) cycle state points in th€—s thermodynamic diagram of black points and solid-black
lines). CR: liquid—vapour critical point, solid-gray lineontour of the vapor-liquid equilibrium
region, dashed: iso-enthalpy line.

nations of SM and storage-vessel size can be determinedtialygh detailed techno-economic
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Solar field design data

HCE Schott PTR-70 SCA ET-150
Noptp 0.75 DNbes[W m?] 850
Binc [O] 0 Tamb [OC] 25
Viina [ms'] 0 Apye [bar] 1
SM 1
Main design data for the ORC plants
Wiet [KWE] 100 heqst [NOUrs] 4
Teond [OC] 80 App,cond [OC] 15
€eg 0.85 Nsturb  0.85
Nspumps-fans 0.75 nv-g 0.97
Apet [YoPcond 50 Apra [%Ppcond 10
Apap[bar] O Apran[Pa] 50
Design data for the exemplary system
Fluid D4 Pcong[bar] 0.035
Tre = Trst 0.998 Tc=Tst[°C] 312.6

pc = pst[bar] 14.2
Calculated design performance of the exemplary system

fvuia [kg s 1.81 air [kg s*]  8.61
norc 0.251 NsfFgob 0.71
nsysgob 0.18 Amirrors [mz] 704
VRury, 246 EEED [kWk mZ] 6.2
Vst[m3] 65 Miuid.st [kg]  3E*

Table 4.2: Design data for steady-state modelling, common to all theukited systems (see
alsoA.1 and A.2). For a detailed description of the adopted HCE and SCA togies, see
Refs. @8, 49]. Apyc: pressure drop in the SBy,cond: pinch point temperature fierence in the
condensere.q regeneratorfectivenessq], nv-g: electro-mechanicalfgciency of the generator
and of all the electrical motorsApes, Apra, APxb, aNdApean : pressure drops in the regenerator
(vapour side), in the condenser (process side), in the ezgtor (liquid side), and in the condenser
(static, air side) respectively.

optimization @1, 52]. The values adopted here have therefore to be consideiiadieative.

4.5.2 Flashing Rankine Cycles with Organic Fluids

The main implication of the working principle presented iac$4.5.1is that the plan@always
operates according to a thermodynamic cycle which incladéesshing evaporation process while,
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usually, the flash process is adopted only when the storaogging discharged?[7]. Referring to
figure 4.1, the “flashing cycle” (FC) of the working fluid in the temparet-entropy diagram is
identified by the state points b, ¢, d (with g4 = 1), e, f (1,2, 3, 3,s, 4 for water). When evaluated
for the exploitation of thermal energy sources whose theoapacity can be assumed as infinite,
such power cycles feature an inherently low&icgency compared to the corresponding evaporative
cycle operating between the same maximum and minimum textyer(state pointa, b, ¢, g, h,

f, and 12,5, 6 for water) j0]. However, if the working fluids is an organic compound, ihdze
shown that theficiency penalty fiecting the flashing cycle may be comparatively low. A dethile
treatment is reported iA.1. Flashing ORC power systems for waste-heat recovery ajaits
have been recently investigated by Ho and colleagb@s [

The flashing cycle boasts notable benefits in case of a sol& @Rver system with thermal
storage: i) it avoids phase transition in the SF, with magbramtages46, 54, 55]; ii) it decouples
the SF and the ORC power block by means of a suitable direphtiestorage system, see figure
4.4a A minor diiciency reduction can thus be accepted, in view of the sutiatamplification it
allows for, both in terms of plant layout and operation.

4.5.3 Flashing the Organic Vapor Down to Saturated Conditios

A further simplification of the plant configuration derivesri the possibility of reaching complete
vaporization of the working fluid by flashing (see sé, pointla). In this way several components
become redundant, namely the flashing vessel and the liqaiidl circuit. More details are provided
in A.2. To the authors’ knowledge, ORC power systems working aiagrto the flashing cycle
principle, whereby the working fluid is throttled down towatted vapour conditions before entering
the turbine, refer to figurd.4h have not been considered before, thus this concept is naered
complete flashing cyclCFC).

4.5.4 Design Analysis Results

The steady state modeling of the system is performed with-dmuse code implemented in a well
known computer language for technical computif]] coupled with an in-house library for the
accurate estimation of the thermophysical propertieseflthids R1]. The calculated performance
is reported in tableé.2 while table4.3 shows the thermodynamic properties of the state points of
the thermodynamic cycle. Notwithstanding the selected digsign value foll¢onq, the calculated
efficiency of the ORC power system exceeds 25% which, combintddthe dficiency of the SF,
yields a global ficiency in design conditions close to 18%. This value can lvepewed to the
measured values of recently-built state-of-the-art C@ltpl These steam power plants are much
larger, and adopt an indirect storage system with syntloétacs HTF, and their @ciency is of the
order of 22% 7).

Even if no index of annual performance has been estimate@y&E power systems are char-
acterized by excellentbdesign performance. This characteristic can partialgroome the lower
design diciency in a highly dynamic application such as C8H|[

The calculated values of equivalent electrical energy ile(EEED) storage are lower than
those characterizing traditional TES solutions, and tbig$ for all the considered working fluids
(see fig.8). The proposed system approaches, for the EEED, the lignititue of 6.2 [kWia mZ],
see tablel.2, assuming that the storage vessel delivers its full enesgieat without any variation
in the discharged fluid properties (conditions correspogdo statec). Thermal losses, as well as
exergy losses due to deterioration of the stratificat&8) fire thus neglected: such simplifications
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Table 4.3:Thermodynamic properties of the state points of the ORCegysState labels refers
to the layout of fig.4.4aand to theT—s diagram of figuret.1a States 1 and 2 refer to the cooling
air stream.

state T p v h S q
[°C] [bar] [mPkg'] [kIkg'] [kIkg!k™] [kgsy kg

a 80.0 0.04 0.001 -172.6 -0.43 0
b 205.6 14.20 0.001 59.1 0.12 -
c 312.7 14.20 0.002 291.8 0.56 -
d 283.2 8.49 0.011 291.8 0.57 1
e 234.9 0.06 2.489 233.6 0.59 -
f 87.6 0.04 2.551 45 0.07 -
1 30.0 1.01 0.880 0.0 - -

2 67.0 1.01 1.052 37.2 - -

are typically justified for daily charge-discharge cyclesddtively short standstill times). A recently
designed displacement storage system using synthetis biT&, and proposed as an add-on to the
APS Saguaro ORC-based CSP pldrf[ reaches the value of approximately 15 [k ] [59].
The lower value calculated for the proposed system is maimdyto the low specific work extracted
from the turbine, which causes the fluid to be injected bac¢kérstorage vessel at high temperature

(To = Torc,ou-

4.5.5 Dynamic Modelling

In order to study the dynamic performance of the plant andatgrol system, a modular dynamic
model has been developed using Medelicaobject-oriented modelling languagéd. The mod-
els of the ORC plant components have been taken from thetheamvelopedORClibrary [61],
which is in turn based on thEhermoPowelibrary [62, 63], while the models for the TES system
and for the solar field were developed specifically for thigskypossibly in combination with ex-
isting library models (as in the case of the solar collegtoihe momentum equation is always
implemented in the stationary form, being the propagatibpressure disturbances much faster
than the process of mass and energy transport. Pressureetificsenthalpy are selected as state
variables, and all closure equations (pressure loss, ffer models, and fluid properties) are ex-
pressed as a function op,(h). All the needed fluid properties (and their derivatives esmputed
with the ExternalMedidibrary [64] coupled toFluidprop [21]. The dynamic models of the system
components, as shown in figuteda are shortly described iA.3.

4.5.6 Control Strategy

As mentioned ir§4.5.5 the models of a few components in the system implicitly actdor ideal
control of some local quantity by appropriate means, adlddti A.3. The solar field pump model
incorporates an ideal mass flow controller (e.g., by actinghe pump rotational speed or on a
throttling valve), while the component modelling the flaghvalve an ideal controller of the outlet
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steam quality. Both the model of the dry condenser and oftthéfied storage tank embed an ideal
pressure controller, i.e. able of maintaining always thedeed pressure value without any dynamic
characteristic. This is appropriate for the level of detdilhe present study, where the main focus
is on the dynamics of the temperatures in the solar field attieistorage tank.

The control strategy selected in this preliminary studysaahkeeping the temperature at the
outlet of the SF Touisr) close to the nominal value under transient conditions.s Brisures that
the storage tank is always loaded from the top with fluid atdbsign temperature, thus avoiding
as much as possible mixing phenomena that could reducditbieecy of the downstream ORC
system.

The open-loop dynamic response Tf,;sr to variations of the pump flow rate strongly de-
pends on the value of DNI: at low irradiation, the flow rate s reduced to keep the outlet
temperature constant, so the system dynamics become sldaxgever, the analysis of a linearized
simplified model of this system (which is beyond the scopéisf¢hapter) shows that its frequency
response does not change much with DNI in a frequency raigjalglabover?, wherer is the
residence time of the fluid in the solar field at nominal DNIisTallows to tune a fixed-parameters
proportional-integral (P1) controller with a crossoveeduencyw. = 21 in that particular fre-
qguency range.

In order to further improve the control performance, feedsard compensation of thefects
of DNI has been added to the controller output. The compridtllows the assumption of negligi-
ble heat losses from the SF to the ambient; this of coursesreli the possibility that DNI readings
from an accurate pyrheliometer are available to the cosfrstem.

Finally, a lower saturation limit has been applied to thetaater output, in order to prevent the
flow rate from becoming too small for very low DNI, which coudé dangerous in case of abrupt
solar irradiance increases such as, e.g., when a cloudsldavdield. For the present study, the low
limit is set at 1.0 kg ', with the nominal value being 2.7 kg'sand the maximum value being 4.5
kg s

4.5.7 Dynamic Analysis Results

The complete model introduced in sek5.5 and controlled according to the scheme described in
sec.4.5.6 is used to study the dynamic performance of the case-stady working as outlined in
sec.4.5.1 As anticipated, the main goal is to assess if the whole systn be safely andigciently
operated through automatic control procedures.

From the point of view of safe operation, the main concermargg the possibility of thermal
decomposition of the working fluid to occur: foryBhe limit is close to 400C =Tax [16].
Due to the favourable properties of silicon oils, the cqumesling heat transfer cfiiient is large
enough to prevent, under all the foreseeable operatingitbmms] the wall temperature to exceed
Tmax [46]-
However, as a consequence of the adopted control stratelygpan the mass flow circulating in
the SF follows a reduction of the solar input: a subsequearpsincrease in the DNI may thus cause
the limit of Thax to be exceeded somewhere along the absorber, on the inkeathalurface Tyai)-

From the diciency point of view, keeping the outlet temperature from$# T, srClose to the
nominal value allows to preserve the stratification in tleeagie vessel: the turnarounfiieiency of
the TES system is consequently increased, and the powes tdmchbe operated in conditions close
to the design ones for a larger number of hours.

The virtual plant is thus tested under a situation repregisatof extreme working conditions
[65], whereby a series of clouds (3 in this example) causes tlee srput to periodically drop,
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and than sharply return to the nominal value. THhie@ is modelled by applying a signal with
subsequent ramps to the DNI input of the solar field model figeet.5): the DNI is supposed to
drop down to 10% of its nominal value, perturbing the iniggdady state condition (design point,
storage fully charged). The monitored quantities are teetdtal powerWe ne, the mass flow
circulating in the SFngg, the temperature$,, se and Tsthe, and the maximum wall temperature
along the absorbélryai max-

Tall, max 340

. 0.8k
E” 06 Tova, max é )
= g
[a} 300
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Figure 4.5: Dynamic simulations results, for the virtual solar ORC plamder time-varying
solar input. The black dotted line represents the non dirmeakDNI (with respect to its nominal
value): it drops to 10% its nominal value in 5 s, remains camisfor 240 s, then returns to its
nominal value in 5 s; the interval between two subsequerggiapproximately 230 g.5ablack
solid line: msg; red dash-dotted lin€Tyaimax- 4.5bblack solid |ine:WE,net; red solid line: Toy sg
red dashed lin€T st ot

From the results reported in figudes, it appears that the virtual plant is characterized by time
constants which are large enough to lead to an overlappiiegteof the disturbances, as already
noted in previous workssp|.

The variation of the controlled variabtesr is shown in figure4.5a The ability of the simu-
lated control system to maintaify, srclose to its nominal value is proved: the maximum predicted
range of oscillation around the design value i €5fig. 4.5b).

Also the temperatur@amax, Which occurs in the last segment of the discretized callefdr all
the simulated conditions, remains within safe values amgatticular, it is always lower than its
design value, see figl.5a

The dfectiveness of the TES system in decoupling the ORC powekftom the SF is assessed
(fig. 4.5b): the oscillations inTst et (COrresponding to the turbine inlet temperature) are susst
tially damped with respect to thoseTq, s @ maximum diference of about 10C is predicted. As
a consequence, the maximum drop in the delivered prggt is approximately 20%.
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4.6 Conclusions

This chapter documents a study about extending direct ftovage methods applicable to steam
power plants to ORC power systems. So-called direct thestoedge systems are feasible, whereby
the same fluid is circulated in the heat source, serves aséhatorage medium, and is also the
working fluid of the ORC turbogenerator. A case study regayd 100 kW¢ solar plant imple-
menting such concept is presented: the proposed systeundsat constant-pressure thermocline
storage system, with vapour generation through exterrsthifig of the liquid extracted from the
storage vessel.

The thermal storage system can be integrated into the pherstdecoupling the thermal energy
source from the ORC power block: the system can be classifiedresstant-parameters storage
whereby the fluid enters and leaves the vessel (in principlé)e same thermodynamic condition,
see stateg andb in fig. 4.4a Apart from a substantial simplifications in terms of botlargl
layout and operational strategy, this configuration ersshigh exergetic performance of the thermal
charge and discharge processZgd.

The power cycle operates according to a newly conceivedwenf the Rankine cycle, whereby
a flashing evaporation process precedes the power-genetpansion. The properties of the
adopted complex-molecule working fluids are such that flagban lead to saturated or superheated
vapor conditions. This characteristic implies further jglifications of the system if compared to
conventional steam power plant system with thermal storajee dficiency of an ORC power
plant working according to the newly introduced completsHiag cycle (CFC) may be, under the
described assumptions, comparable to that of a convehtwaporative ORC power system.

A design value of the solar-to-electrifieiency of 18% is calculated for the exemplary 100
kWE solar ORC power system with direct thermal storage and thhbifig cycle configuration. The
storage density values obtained with siloxanes as the ngfkiids are of the order of 10 kWiper
mS storage, i.e. around half of what is typically achieved with storage of diathermic oils. The
advantages in terms of simplification of the plant layoutid@myercome the relatively low values of
storage densities, the need of pressurization, and théispest of the fluids. To be noted also that
the addition of storage filling materials, not considerethia work, is expected to be advantageous
under these aspects.

A dynamic model, developed for the complete system, is usédvestigate the performance
under extreme transient conditions: the reaction to theggesof subsequent clouds, causing the
solar input to drop to 10% of its nominal value, is simulatadelatively simple and robust control
strategy allows to maintain the working fluid temperatur¢hat outlet of the solar field approxi-
mately constant, without risking thermal decompositiorthaf fluid itself. The storage system is
demonstrated to beffective in decoupling the solar field and the ORC power blochkictv can
thus be operated close to nominal conditions notwithstapthie environmental disturbances. The
feasibility of remotely controlled operation is thus poasty assessed by means of this preliminary
study.

A detailed techno-economic analysis of the proposed sysiemd at clarifying these open
questions will be developed as the next step of the projaarder to improve system performance,
particularly in terms of storage density, it might be wortlidstigating the binary cycle configura-
tion, whereby direct thermal storage is implemented in ¢ipping cycle.
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A.1 Comparison Between Flashing and Evaporative Or-
ganic Rankine Cycles

This section presents the thermodynamic evaluation oftéely-state evaporative (EC) and flash-
ing (FC) cycle configurations, as introduced in s&€&. The dfect of diferent working fluids is also
addressed. The general design data, common to all the ndoQ&E systems, are those reported in
table4.2, and figure6 shows the conceptual plant layouts of the considered sgst&hre working
principle is the same described in séc5, whereby the ORC power block shown in fig.4ahas
been lumped here into a single component, and no storagensystconsidered. The thermody-

Solar field (SF) ORC plant

b n L

Solar field (SF) Flash system ORC plant

0| |dmy
i =t

m (BT

(a) EC (b) FC

B

Figure 6: (a) simplified plant layouts of ORC power systems workingoading to the conven-
tional evaporative cycle, and (b) single-stage flash cy8tate points correspond to those in the
T-schart of fig.4.1a

namic evaluation is carried on by varying the maximum terapee of the cycle, which is kept the
same, i.e.Tmax = T¢ = Ty. Itis further assumed that:

1. Inthe EC the working fluid exits from the thermal energyrseythe solar field) as saturated
vapor atT . i.€., State poing in fig. 6a

2. In the FC the working fluid exits from the thermal sourckiii the state of saturated liquid
at Thax and then undergoes the flashing process. It is assumedharié flash evapo-
ration leads to saturated vapor conditions at the outlehefflashing subsystem (process
¢ — d, whereqq = 1): a critical assessment of this assumption is present@d2nAs a
consequence, no liquid drains from the flash vessel have tedireulated ifiiq = 0).

From these assumptions follows that, for each valu&.@f, all the state points defining the two
thermodynamic cycles can be determined for a given workinigl.fl Note that the condensation
temperaturel ong is fixed and specified. The results of the steady state sifon&tperformed
with an in-house code implemented in a well-known languagedchnical computing5e], are
presented in figureg and8.

The main term of comparison is the global systeficencynsysgion i-€. the solar-to-electric
efficiency, defined as

71sysglob = TJORC * TSFglobs 1)
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where ) _

norc = Whet/ Qorc,in 2
is the thermal fiiciency of the ORC systemiVhe; = Wi, — Waux iS the electrical power output of
the plant, decreased of the power consumption for awekaW, is constrained to be the same
for all the simulated case§V,. is obtained by summing the power consumption of all the pumps
(subscripts P in eB) and the fans in the system and it is therefore evaluated as

Waux = WPORC - WPSF - Wpﬂash - V.VFan- (3)

W, in eq. 3 is zero for both the EC and the FC systems (in this last casértuerof assumption
2), since no liquid drains from the flash are preseQbrcin is the thermal power supplied to the
ORC system and, for the FC, it reads

QORC—FQin = r.n/ap' (hc - hb’) + r.T\iq . (hc - hd{s)- (4)

Here the 2¢term in the right-hand side vanishes because of assumgiolmhe EC case, equation
4 becomes

Qorc-ecin = M- (Mg = hy). ®)
The global diciency of the solar field is
1ISFglob = QORC,in/Qav, (6)

and it accounts for the optical and therméii@ency. The thermal power made available by the
direct radiation of the sun at the given design point is givgn

Qav = DNlges- Asr. (7)

The area of the solar field¢x can be evaluated as

Ask = Whet/[110rc(Gabs — Ghi — Gpiping)] (8)

All the terms of the denominator in ef.represent thermal power specific to thé oh SF aperture
area.gaps = DNlges- 70pt is the thermal power absorbed by the collectors. Havingrasdua null
incidence angle for design calculations, the optiditiency e is equal to the peak valugp,
[66]. Gpiping accounts for thermal losses in the piping subsystem of thar®fa value of 10 Wn?
is assumed herésf]. Gn = F (Tinsk Toutsk finc Vwing) accounts for the thermaliciency of the
solar absorbers, and is evaluated according to the defaitegdure presented in Refq®.

Figure 7a showsnsysgios (€. 1) as a function ofTnax. In order to better compare ferent
working fluids, reduced temperatures are uSeg&y). As a consequence of the critical temperature
increase with molecular weight (tabdel), and being the condensing temperature the same for all
the simulated cycles, more complex fluids attain higliéciencies for a givelg max. AS expected,
being throttling a purely dissipative process, the HiZrncy for a giverT g max iS always lower than
that of the corresponding EC for the same working fluid. Fbthe fluids this penalty decreases
for increasingly highelr max, @nd tends to vanish with larger molecular complexity offthil.

It can thus be concluded that, if siloxanes are adopted ds teimperature working fluids,
and if the maximum cycle temperature is close to the fluidiScal temperature, the flash cycle
configuration does not imply severdfieiency losses with respect to the traditional evaporative
cycle solution.

1The codficients adopted in the correlation proposed in the referaage been slightly modi-
fied, as a consequence of théelient fluids and flow regimes, as discussed in R&]. [
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Figure 7:Elements for comparison between corresponding evaperatig flashing ORC systems
for different working fluids. In case of flash cycles, throttling ddesaturated vapor conditions is
assumed.

The quantity;sysgion Can be considered as the key merit parameter in the compasisce it is
directly related with the area of the solar field and, thush&main cost-driver of any CSP installa-
tion [68]. However, also considerations about other critical congmts, such as the turboexpander
and the storage system, should be accounted for in ordettter llefine a suitable working fluid
and the operating conditions for the given application. drtipular the specific cost of the turbine,
for small-scale ORC systems, strongly influences the cateopower block. Figur@b shows the
turbine volumetric expansion ratio (R, = (\'/in/\'/om)m,b) as a function of maximum cycle reduced
temperatur@ r max. The volumetric expansion ratio strongly influences thégigsomplexity of the
expander and therefore its co6€]. For a given fluid and'r max, the expansion due to the throttling
process causes the enthalpy drop across the expander ang tgdle significantly lower in the
FC than in the EC case. Smaller expansion specific work antlesrralumetric expansion ratio
allow for the design of a moreflecient turbine in the FC case than in the EC case, if the level of
technology (therefore cost) is to be the same. Note thagfdi turbine &ciency for the FC case is
accounted for, the fierences imsysgion Shown in figurerabetween the FC and EC configurations
would be further reduced.

In case flashing is considered as the discharge method ofpmitstical storage system (see
sec.4.4.2), statec can be regarded as the state of the fluid extracted from thegatoessel, such
thatTmax = Tc = Tst. This holds for the case-study presented4rb, whose storage density EEED
(see sec4.3) can be evaluated as

Wnet Plis
EEED= —— -
Myap+ Mg 3600

[KWhe mg3] ©)

In this casem;q becomes zero because of assumpforThis simplified approach assumes that
the storage, initially fully charged with fluid in conditisrtorresponding to state delivers its full
energy content without any variation in fluid properties.efithal losses, as well as exergy losses
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due to deterioration of the stratificatiobf] are thus neglected. Such simplifications are typically
justified for daily charge-discharge cycles, that is foatiekly short standstill times. The EEED

3
sored

Properties at EEED=EEE]),
Fluid T[] T[°C] p,bar]

EEED [kWh. m

D, 0.895 3335 6.3
D, 0.938 293.8 11.0
MbM 0.895 2762 123

7 075 08 08 09 05 1
TC‘R=T5[‘R [_]

Figure 8: Comparison between flashing organic Rankine cycles ffierdint working fluids.
Throttling down to saturated vapour conditions is assumEduivalent electric energy density
EEED as a function of maximum cycle reduced temperafigax.

reaches a maximum value for all the working fluids considérei. This maximum value does
not correspond to the maximum storage temperature; funtier, the EEED line is quite flat in the
region where the maximum is reached. Thffetences among fluids are comparatively large, as
well as the conditions of the stored fluid in terms of pressuré temperature. In absolute terms,
the reached values of EEED, of the order of 10 kWitt2, are around half of what is typically
achieved with the storage of diathermic oB2[59] but, as anticipated, no additional filling material
is considered in this study.

In order to summarize these results, tableports the main values obtained with the simula-
tions that are needed to select the working fluid, éfdbd D, are considered. Only these fluids are
evaluated here since they allow for highgrsgos values. The comparison is then carried on, aim-
ing at the same value @kysgion, Which is taken equal to the maximum value reached in case D
the working fluid. Storing [9 at higher temperature is not considered here given thesmyneling
extremely high values of VR, though it allows for the higher values gfysgion (Up to 0.185).

As expected, the two working fluids allow attaining the sarfieciency at almost the same
value of T, which however corresponds to a storage prespu?2 times larger in case s the
working fluid. On the other hand, the condensing pressurase & is the working fluid is 16
times lower. Its very low value constitutes a design critigdor the condenser and the turbine.
The volumetric expansion ratio of the turbine, for instans@lmost 4 times larger in case 3 the
working fluid, whereby the inlet volumetric flows are similar
The value of EEED is nonetheless 25% lower if B the working fluid, and the corresponding
specific mass of fluid is 12% larger: thegkeets, combined with the higher pressure needed, would
make 0 the preferred working fluid if only the benefits for the thehsiarage are considered.
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Fluid
Dg D4

nsysgob 0.178 0.178
Tre 0.895 0.998
T.[°C] 333.6 312.7
pc [bar] 6.3 14.2
Pcond [Par] 0.002 0.035
VRuy, 954 246
EEED [kWhe m3] 8.2 6.2
Mauia [kg kKWhz'] 66 74

Table 4: Main information needed to compare solar ORC power systeitistiermal storage
operating according to the flashing cycle, in case siloxanarid D, are considered as the working
fluids.

A.2 Complete Flash Evaporation as a Working Condi-
tion for ORC Power Systems

The analysis of the performance of a flashing ORC, see6figas a function of the flashing con-
ditions is presented in this section. Only the results forkivig fluid D, are reported, since they
are representative of all the other investigated systeatsifieg siloxanes as working fluid. The
system performance is evaluated according to the procedut¢he parameters definedAnl; in

this case, however, no simplifying assumption based onliberece of liquid drains can be applied
(see eqg.3 and4): the liquid drains from the flashing vessel have to be cosgmeé and circulated
back to the heat source, see figbte This stream is supposed to merge with the main one in the
solar field, such that temperature equality between the floessured, while the vapor is delivered
to the ORC turbogenerator.

Figure9aand9b show the trends of the quantities of interest as a functigheflashing tem-
peratureTqaqh = Tq4, and the corresponding vapour presspygn = pq- Each curve corresponds to a
given maximum temperature which, as discussetl in can also be seen as the storage temperature
Tmax = Tc = Tsr; the storage pressure is assigned a value of 1 bar highethbarorresponding
vapor pressurefmax = Pc = Pst)- For each value of ay, the value ofTy whereby complete flash-
ing evaporation is reached{ for which qq = 1) is also plotted (flash evaporation is considered as
an isenthalpic process).

Figure 9a shows how, for each maximum temperatdig.y , the system ficiency 77sysgiob
initially grows for decreasingy until it reaches a relative maximumgysgiobmax): this is a conse-
guence of the total mass flow which need to be circulated, ge@li and the corresponding power
consumption of the auxiliary components.

As it is characteristic of CSP power systems, the therrffadiency of the solar fielthsggion
is a decreasing function of the temperature of the fluid flgwimthe collector. Since the value of
nNsvsglob iNCludes this &ect, lower storage temperature (and pressure) levels teeoiparatively
higher values ofjsegi0n; SUch an &ect, however, does not counterbalance the concurrentatecre
of norc.
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(a) Solid black lines: global systenffieiency. (b) Solid black lines: equivalent electrical energy

Dashed black lines: area of the solar field.  density. Dashed black lines: total mass flow en-
tering the flashing subsytem (i.e., extracted from
the storage vessel)

Figure 9: Detailed analysis of the performance of a flashing-cycle Gipem, in case Dis
the working fluid. For diferent maximum temperature levelbtx = T, = Ts7), the quantities
of interest are plotted as a function of the flashing tempeeafTs.sn = Tq); The corresponding
vapor pressure is also indicated. For each valug.gf, the value ofT4 whereby complete flashing
evaporation is reached{ for whichgq = 1) is plotted as a solid grey line.

For increasingly higheil nay, the correspondingsysgon Values tend to become constant in
the region wherejsysgiobmax OCcurs. This implies that, for higher values Bfa.x, extending the
throttling down to saturated vapour conditions leads torapmaratively low iciency decrease with
respect t07sysgobmax- Figure9ashows the variation of the SF arégg, which, having imposed the
system net power output, is directly related wjtiysgiob.

If EEED (eq.9) is considered, figur@b shows how strongly this quantity is dependent upon
Tg. The figure displays that a relative maximum of the EEED spoads to the situation whereby
the working fluid is flashed down to saturated vapor condgiofhe locus of such maxima, for
varying Tmax, COrresponds to the line forof fig. 8. Since this operating condition allows for
important advantages (such as maximum storage densithdagitenT ., and simplification of
the flashing system layout), without implying noteworthii@ency penalties, it can be considered
as a reasonable working condition for a system implementied-C configuration, especially when
storage temperatures close to the critical temperatudeeofvorking fluid are considered.

A.3 System Components Dynamic Modelling

The dynamic models of the system components, as shown irefigdig are described in this sec-
tion, following the treatment presented in Ref7].

SOLAR FIELD
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The solar field is modelled as a single loop of parabolic ctdiless connected in series: the large ratio
between length and diameter allows a one-dimensional (HRjeatization of the absorber tube. The
finite-volume approach with an upwind scheme for mass flowspetific enthalpy is usedj|.
The model is implemented connecting 2 sabmponents: th&low1D model available from the
ThermoPowellibrary [62], and the newly develope8olAbsmodel , which interacts through a
distributed thermal connecto83].

Flow1D models the working fluid flow through the absorber, or hedectihg element (HCE),
accounting for friction losses. The flow regime in the HCE lisays turbulent, and the fluid-
wall convective heat transfer afieient U [kWy m=2 °C~] is modelled, in &-design condition,
according to the relatiod = Uges- (Mayia/ Mvid.ded°>.

SolAbsmodels the dynamic 1D thermal energy balance on a HCE crotierselt accounts for
conduction and storage in the metal pipe, convection andtrad in the vacuum chamber between
the glass envelope and the metal pipe, conduction and stamaiipe glass envelope, convection
and radiation transfers with the ambient &7l SolAbsimplements the relations between the
environmental parameters (DMn¢, Tamn andVying), and the axial temperature distribution along
the absorber. Both the thermal power lost to the environmggeeA. 1), and the power transferred
to the fluid can thus be evaluated.

The pump circulating the fluid through the solar field is mésttby prescribing the flow rate
passing through the machine (see also 9e6.6, and by neglecting the specific enthalpy change
across it. This follows the assumption that the dynamicshefrecirculation pump is negligible
compared to that of the solar collector, and that local flonticdlers will be used in the solar field.
The complete solar collector model has been validated wfdrence data fron6[].

STORAGE SYSTEM

The thermocline storage is modelled following a 1D, finitéumoes approach: the tank, supposed
cylindrical, is discretized along its axiZ(]. As anticipated, constant pressure is prescribed in the
tank, thus implicitly accounting for an ideal pressuri@atsystem. The model evaluates changes
in the volume of fluid, as a consequence of thermal expansidnraass balance. The implemented
dynamic mass and energy balance equations account for tieictive heat transfer in the fluid
and in the metal wall (along the vessel height), and the hreasfter between the wall and the
fluid. Thermal energy storage in the metal wall is neglecaad, three constant overall heat transfer
codficients are defined to model the thermal power lost to the emwient from the top roof, the
foundation, and the lateral walls of the tank. The four cating flanges have a fixed position: the
first volume to the top is linked to the outlet of the SF and mitilet of the flashing valve, and the
last volume to the bottom is connected to the outlet of themegator and to the inlet of the solar
field pump. The turbulence mixingfects due to the introduction of the fluid on the stratification
the tank are neglected. Due to the numeric&lgion of the finite volume method, it is necessary
to employ a fairly high number of nodes (at ledét= 30) in order to model the thermocline
that develops in the tank. Also note that the delay betweertémperature changes at the top
inlet and the corresponding changes at the top outlet i®septed in the model as the dynamics
of a well-stirred volume having (N)™ of the total volume, and is thus typically underestimated
for such large values dfl. This represents a worst-case scenario in terms of the bumntdgosed

on the ORC system controllers by the fast variations of theoGfet temperature. Since it is
very hard to represent this dynamics accurately (detai€BD models would be required), this
approximation is arguably the safest for a system-levehdyio model. The thermocline storage
model has been validated based on experimental data froopthreliterature 0.

The valve performing the flashing process is modelled assyidieal control of the thermo-
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dynamic conditions at the outlet. More specifically, thesgrge loss across the valve is implicitly
determined by the following equation in the modeJs(ps) = he, i.€., by assuming an isoenthalpic
transformation such that the outlet conditions corresporsaturated steanhy(p) is the dew-point
specific enthalpy as a function of pressure).

ORC POWER BLOCK

The turbogenerator model is implemented connectingtieck Turbmodel [71], and theElecGen
model fromThermoPowerChockTurbmodels a supersonic turbine adelLavalnozzle, assumed
to be chocked in all operating conditions. The result of tasigh calculation is the critical nozzle
area (where sonic conditions occur) and, férdesign conditions, the relation between mass flow
and inlet pressure is implemented (considering the exparas isentropic)ElecGenonly models
the electrical generator, without accounting for any dyieanBoth the turbine isentropidieiency,
and the generator electro-mechanidéikcéency, are considered constant.

The PlateHXCcomponent models a count@urrent plate heat exchanger: it is implemented
connecting dferent submodels from §2]: two FlowlD components, representing the fluid flow
in the two sides of the exchanger, @@nvHT components modelling the convective heat transfer
between the two streams and the interposed metal wall, dheta\Wall component modelling the
heat conduction and the storage of energy in the metal parts.

The DryCond component models a condenser with ideal pressure contdohegligible sub-
cooling. This prescribes both the pressure and temperatuttee main pump side, and the pressure
at the regenerator side.

The pump of the ORC power block is equivalent to that of tharsii¢ld, previously described.
In this case however, the circulating mass flow rate imposeithe pump is determined by the
ChockTurbmodel.

The complete dynamic model of the ORC power block has beddatetl by comparison to
transient data collected during a recent experimental ezgng61].

Nomenclature

s p = spec. entropy [kJ kg K], pressure [bar]
T,h = temperature’C], spec. enthalpy [kJ kg]

up = spec. int. energy [kJ kd], density [kg nT°]

v, q = spec.volume [rhkg™!], vapour quality [kgy kggi]
V,m = volume [n¥], mass [Kg]

Pegst = equivalent hours of storage

Greek symbols

Binc = incidence angle’]

Erum = TES turnaroundféciency

Toptp = peak opt. ficiency

s = isoentropic ficiency

TISFglob = global solar field &iciency

T1sYSglob = global (i.e. solar-to-electric) systenfieiency
We = crossover frequency
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Subscripts

E, T = electric, thermal

M, des = mechanical, design conditions
CR = critical thermodynamic conditions (liquid-vapour)
R = Reduced (yr to critical value)

amb = ambient conditions

sv, sl = saturated vapour, saturated liquid
turb, cond = turbine, condenser

Acronyms

TES = Thermal Energy Storage

CSP = Concentrated Solar Power

ORC = Organic Rankine Cycle

PV = Photovoltaic

HTF = Heat Transfer Fluid

DSG = Direct Steam Generation

Oo&M = Operations and Maintenance
VLE = Vapour Liquid Equilibrium

SF = Solar Field

ST = STorage

SYS = System

SM = Solar Multiple

HCE = Heat Collecting Element

SCA = Solar Collector Assembly

DNI = Direct Normal Irradiation [W rf]
EEED = Equiv. Elec. En. Density[kWhmg3]
VR = turbine Volumetric expansion Ratio
EC = Evaporative Cycle

FC = Flashing Cycle

CFC = Complete Flashing Cycle

CFD = Computational Fluid Dynamics
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CHAPTER 5

Abstract  This chapter presents a methodology to help in the definitfothe optimal design of
power generation systems. The innovative element is thgratton of requirements on dynamic
performance into the system design procedure. Operatiibebility is an increasingly important
specification of power systems for base- and part-load djmera Thus, it is crucial to discard,
in an early phase of the design process, plant configuratiish feature unacceptable dynamic
performance. The test case is the preliminary design offagra power plant serving anfshore
platform where one of the three gas turbines is combined antlorganic Rankine cycle turbo-
generator to increase the overall energfi@ency. At the core of the procedure is a stationary
model, capable of performing the on-design thermodynagilecalculation, and the design of the
components of the system. The results of these simulatimnsed within the framework of a multi-
objective optimization procedure to identify a number afaly optimal system configurations. A
dynamic model of each of these systems is automaticallyreteaized, by inheriting its parameters
values from the design model. Dynamic simulations allow tbeliscriminate among the initial set
of solutions, thus providing the designs that also compti dynamic requirements.

5.1 Introduction

The recent liberalization of the electricity markets, @owith the rapid expansion of the utiliza-
tion of non-dispatchable renewable energy sources, suglhinasand solar radiation, is stressing
the necessity-opportunity of improving the flexibility ofywer generation system$][ New power
technologies play therefore a significant role in providsugh flexibility, and the electricity indus-
try has acknowledged that this need will increase in the figare [2]. In the case of base-load
power plants, changes to the scheduling procedures armdetdthe latest combined-cycle gas
turbine units being designed to operafeogently and reliably under a wide range of rapidly vary-
ing conditions. Furthermore, both new coal and nuclear p@hants are conceived with increased
capability of operating under fast-load variations. Initidd, older power stations are retrofitted
in order to increase dynamic operation performar8le Dperational flexibility is mandatory for
off-grid power systems, and often preserving high energy asiore dficiency is also demanded.
The electrification of remote areas is widely studiéf] fogether with the powering of industrial
installations with systems operating in islaril [

In this context, system dynamic modeling and simulatioreisdming a powerful design tool,
especially if the level of detail of system and component eidan be tuned to the design needs.
In a recent work, Garcia and colleagues investigated optiorincrease the robustness of energy
networks, by simulating energy flow scenarios in which nplétiforms of energy commodities,
such as electricity and chemical products, may be exchafgjedThey studied the interactions
between the grid and such advanced hybrid energy systemssiby dynamic models of various
units and simulating their operation. Concerning the tedastudy of advanced power systems,
Zhu and colleagues analyzed distributed combined cycletplaased on micro gas turbines and
fuel cells, with the aim of reducing the costs related to langi services in a deregulated market
[7]. A detailed model of a complete combined cycle, based oeanstRankine unit cascaded to a
gas turbine, developed in order to study and optimize itt-sfaprocedure is presented in Re)].[
Model-based control techniques for the same type of poveartare dealt with in Ref9).
Notwithstanding the mentioned advancements, to the kriyeleof the author the integration of
dynamic performance analysis into the design process hdsera considered yet.

Discarding plant configurations featuring unacceptableadyic performance (e.g., ramp-up
and -down time) at a very early design phase can be very Velualtraditional design approach,
mainly aimed at increasing steady-stafécgency, might lead to systems that cannot comply with
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dynamic requirements, even if aggressive control strasegiie pursued.

This chapter is aimed at the development of an automateiinery design methodology in
which system transient performance can be seamlesslyaggdltogether with other typical design
requirements. In order to test the automated design toaexant test case has been selected,
namely the power plant of anffeshore oil and gas platform in the North Sea, operatifiegadd.
The problem consists in evaluating if it is possible to ilrsethe fficiency of the three gas turbines
(GTs) by installing an organic Rankine cycle (ORC) turbowgmator powered by the exhaust gases
of one of the GTs, and still comply with stringent dynamicuiggments.

This chapter is structured as follows: the novel design ouitogy is outlined ir§5.2, while
§5.3deals with the description of the case study. A detailedrifg#an of the models is presented
in §5.4. The results are thus reported and discussé&if Concluding remarks are given §5.6.

5.2 Methodology

The objective of this study is to develop and demonstrate thadelogy for the preliminary de-
sign of power generation systems that integrates the fmifilbf dynamic requirements into the
automated procedure. This goal is attained by performimgrhain steps.

In the first stepN performance metrics are selected (e.g., the therfigiency, the overall
system volume, the net present value), and a multi-objedajptimization problem is solved in
order to find a set of preliminary system designs which leaaptamal performance of the system
at the rated operating point. The outcome isNutlimensional Pareto front of system designs,
which are optimal with respect toffierent objectives. In the second step, the dynamic perfaean
of the system is assessed by simulating critical transfenesach design on the Pareto front, and by
verifying whether requirements and constraints involudggamic variables are met or not. System
designs which do not meet the dynamic requirements arerdisda

The end-result of the procedure is a reduced set of optinsesy designs complying with
the trade-@'s between dferent objectives, while ensuring proper system operatioing critical
transients. Based on this result, properly informed denssiabout the final system design can be
taken, thus avoiding the risk of discovering criticalitefdransient operation at later project stages,
i.e., during detailed design, or even commissioning, whmerective action might be very expensive
or impossible.

5.2.1 Multi-Objective Design Optimization

The design methodology utilized in the present chapterssriteed in detail in Ref.J0], where itis
applied to the exemplary case of an ORC power system. Thgrdekgjorithm is implemented using
the Matlab language; several new features were added irréisent thesis to the previous version
of the program. The design procedure is briefly summarizee foe the sake of completeness.
First of all, boundary conditions, which hold for all dessgrare defined. For example, in the
case of an ORC heat recovery system, these are the mass figvieraperature and composition
of the flue gas source, the selection of the working fluid, &iedchoice of the components, such as
once-through boiler, shell and tube recuperator, and ecwate The thermodynamic states at the in-
let and outlet of each component can thus be identified byyampbasic energy and mass balances.
Subsequently, the design of the plant equipment, e.g.,uhwar, length, and diameter of tubes in
the heat exchangers, or the turbine flowfGioeent, is carried out automatically, ultimately leading
to the evaluation of the chosen performance metrics. Aatiier procedure then explores the de-
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sign space, looking for optimal design configurations. Thétirobjective optimization approach
based on a genetic algorithm (GA) is adopted in this case.

Such design procedure takes care of the typical trdf¥e-such as, for example, the one ex-
isting between the improvement of turbine performance, bg reducing pressure losses in the
recuperator (counter-pressure at the turbine dischaagel) the reduction of thermodynamic irre-
versibility in the heat exchangers. The first goal might beaiwied by reducing the heat transfer
surface without altering the flow velocity. However, suchface reduction would lead to a deterio-
ration of the heat exchange (larger irreversibility), do¢hte larger temperatureftérence between
the hot and the cold stream.

5.2.2 Assessment of Dynamic Performance

The set-up of the second step of the design procedure redaiigentify critical scenarios involving
system transients, e.g. sudden load changes, load rejgectiounit trips. Requirements on critical
variables are formulated, such as rise time, settling taaejping, maximum deviation, maximum
or minimum allowed value during the transient, etc.

A nonlinear dynamic model of the plant based on first priregplk needed, in such a way
that it can be parameterized starting from the detailedgdedata obtained from the first step of
the procedure. Anfeective way to build such model is to use the fully modular appgh of the
equation-based, object-oriented modeling language Ntadgl1]. On the one hand, this allows
to carry out the modeling task reliably and in a short time ldyeraging on existing and well-
tested libraries of reusable component models. On the bted, the equation-based approach of
the language makes it possible to easily customize the mddethe specific requirements of the
design problem at hand.

In most cases, the system dynamics is the result of the atienabetween the inherent plant
dynamics and the control system action, with the contralfeen playing a crucial role. The defi-
nition of the design parameters cannot be complete with@ivalues of the controller parameters.
It is then necessary to define control system tuning crileading to desirable or optimal perfor-
mance, which can be applied automatically given the spegfiges of the design parameters. The
assessment of dynamic performance can then be carried tomatically for each design point on
the Pareto front, by first running the simulation code getieerfrom the Modelica model with the
specific choice of parameters and then checking if all thairements on critical variables are met.

5.3 Case of Study

Off-shore oil and gas platforms are a proper case of study topocate the dynamics of the power
generation system directly in the design phase, as theyypieatly equipped with stand-alone
(island) power generation systems. Moreover, finshore applications, preventing a failure of the
power generation system is crucial as it may cause a los$ afidigas production and a drop of the
economic revenue.

The case of study is the power generation system installeth@®raugen oil and gasffe
shore platform, located 150 knffeshore from Kristiansund, in the Norwegian Sea. The plaifor
operated by £S Norske Shell, produces natural gas, exported to Karstan@y via the Asgard gas
pipeline, and oil, which is first stored in tanks at the botimiithe sea and then exported via a shuttle
tanker once every 1-2 weeks. Three Siemens SGT-500 gasdsrhre installed on the platform,
supplying an electrical base load of 19 MWI'he power demand is increased up to 25 Mipeak
load) during oil export. In order to guarantee a high religbof the power generation system, two
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Figure 5.1:Simplified layout of the power generation system on the Deaugf-shore oil and
gas platform. The organic Rankine cycle module is added dovex part of the thermal power
released with the exhausts of turbine A.

turbines are kept in operation at all times, each coveririg 50 the load, while the third is kept
on stand-by, allowing for maintenance work. Despite the éwergy conversionficiency, this
strategy ensures the necessary reserve power for peak éoatithe safe operation of the engines.

The design point specifications for the Siemens SGT-500ughit are listed in Tablb.1as
provided by the manufacturer. The twin-spool engine engptoyo coaxial shafts coupling the low
pressure compressor (LPC) with the low pressure turbind)laRd the high pressure compressor
(HPC) with the high pressure turbine (HPT). The power tuel{iRT) transfers mechanical power
through a dedicated shaft to the electric generator (GEN).

Table 5.1:Design point specifications for the Siemens SGT-500 indlswin spool gas turbine
installed on the Draugenfisshore oil and gas platform.

Turbine inlet temperaturéC] 850
Exhaust gas temperature]] 379.2
Exhaust gas mass flow [kg§ 91.5
Electric power output [MW] 16.5
Thermal dficiency [%] 31.3
Fuel Natural gas

The performance of the power generation system may be eatidoycharvesting part of the ex-
haust thermal power from one or more engines, by means of @R [10]. Figure5.1shows the
layout of the power generation system considered in thiptelhaPreliminary calculations suggest
that incrementing the installed power by adding two or tHB&C units (one for each gas turbine)
is not economically feasible. In fact, the utilization faccof the whole plant decreases in this case,
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if compared to the layout given in Fi§.1 Therefore, only one ORC unit is considered as the bot-
toming unit for gas turbine A. Due to the relatively low temgiire of the gas turbine exhaust (see
Tab. 5.1), its thermal energy can be transferred directly to the ORi€through the once-through
boiler (OTB), without the need of an intermediate oil loofu§, the working fluid is first expanded
in the ORC turbine (TUR), and subsequently cooled down irr¢ieeperator. In this way the inlet
temperature in the OTB may be increased by recovering eriergythe superheated vapor exiting
the turbine. The ORC fluid is then condensed and pumped ugtbitfnest pressure level through
the recuperator, thus closing the cycle. Based on the asalgsformed in Ref. 0], the selected
ORC working fluid is cyclopentane. This compound is alreadtypied for operating ORC systems
in this range of temperature, see Ref2][ For the steady state calculations, thermodynamic and
transport properties of cyclopentane are calculated dowpto the model implemented in a well-
known program 13]. The same thermodynamic library is linked to the dynamiadsiimg tool by
means of a specific interface for the Modelica langudgg, [and to the general interface to fluid
property libraries Fluidproplf].

It is assumed that in the new power generation system thelbadgower demand (19 MW
is shared between the combined cycle (gas turbine A and OR€pae gas turbine, while the
other engine is on stand-by. As a net power output up to 6.4cM¥#h be harvested by the ORC
turbo-generator, the load is split so that the combinedecpobvides 13 MW and the remaining
6 MWE are supplied by gas turbine B(]. Note that the combined cycle alone could potentially
cover the entire base-load power demand with a higfimiency; however, this option is discarded
since the necessary reserve power for peak loads would rimtrbediately available during normal
operation, as it would require the ignition of one of the gabihes. Moreover, the proposed
configuration allows to stop the combined cycle for mainteeaby running gas turbine B and C,
each supplying 50% of the load.

5.4 System Modeling

5.4.1 Preliminary ORC Power Plant Design

As described ir§5.2.1, the design procedure starts with the calculation of thertbedynamic states

of the working fluid at the inl¢butlet of each component, see Figl, by solving mass and energy
balances, complemented by constitutive equations; tllslef the non-linear system of equations
can be found in Ref. ]0]. At this stage, the gas turbine is modeled as a lumped tHesoace,
whose output constitutes the main input for the ORC turbmegetor design optimization. The
characteristics assumed for the gas turbine exhaust smeameported in Tab5.1 Figure5.2
illustrates theT—s diagrams of two ORC power unit candidates obtained via thki+oijective
optimization approach described§h.5.1, while the results of the thermodynamic states calculation
are listed, for one such candidate designs, in tat#te

HEAT EXCHANGERS

The heat exchange equipment is designed following the eg#blished standard procedure de-
tailed in Ref. [L6]. Compared to the work carried out in the previous work byréten and
colleagues0], a new model of a once-through boiler has been developeth@ridmented. More-
over, since finned tubes have been foreseen in order to emtladdeat transfer process, specific
correlations are utilized to evaluate the heat transfefficoents and the pressure drops outside the
tubes.
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0 0.5 1
s[kJkg* °C"]

Figure 5.2:Saturation curve (black line) and cycle state points repres in thel — s diagram

of the working fluid cyclopentane ¢Elig): MW = 70.1 [g mol?], Tcr = 2385 [°C], Pcr = 4515
[kPa], pck = 2726 [kg m3]. The states relative to two exemplary ORC systems are tegpor
characterized by a volume of 126 ffilled dots) and 45 rh(empty dots). The gray lines represent
selected isobars.

Table 5.2:Results of the thermodynamic states calculation for onenglary ORC system char-
acterized by a volume of 45

state T P h S Je q
[°C] [kPa] [kIkg'] [kIkg'k'] [kgm?] [kgsy kgl
1 50.0 104.0 1.4 0.004 714.9 0
2 51.4 2416.0 5.9 0.008 716.2 -
3 104.9 2416.0 1175 0.326 657.3 -
4 193.9 2416.0 3484 0.871 511.4 0
5 193.9 2416.0 567.2 1.340 67.7 1
6 229.7 2416.0 659.8 1.531 53.4 -
7 143.0 104.0 535.4 1.600 2.1 -
8 741 104.0 423.8 1.308 2.6 -
9 50.0 104.0 390.0 1.207 2.8 1
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The basic design procedure of heat exchangers requiresmieiteg the surface area by evalu-
ating, through an iterative procedure, the overall heaister codficientU,; defined as

DOU
1 i . 1 . Doutlog Din[ . Douti + D_outi ’ (5.1)
Uout hout hout,f 2/1tubes Din hin Din hin,f

whereh is the convective heat transfer ¢eient, andD is the tube diameteresis the thermal
conductivity of the tubes material, while “f” refers to theuling factor.

Regarding the once-through boiler, due to the high thermsiktance of the exhaust gases
flowing outside the tubes, finned tubes are selected in oedentianceh,.. This is modelled by
replacing the heat transfer and the fouling fiieéents outside the tubes in Egb.{) with a term
involving the fins area and theifffectiveness. Since the heat transfer occurs in both theesingl
and the two-phase region, specific equations must be adoptedase of subcooled liquid and
superheated vapor, the heat transferfiscient inside the tubes is evaluated with the correlations
proposed by Gnielinskil[7/]. The pressure drops related to single-phase flow are dstimeing
the method described in Refl§]. The heat transfer cdiécient in the two-phase region is evaluated
by discretizing the tubes into finite segments (typically &0d thus applying the method proposed
by Shah 18]. The gas-side heat transfer ¢eent is evaluated through the approach proposed in
Ref. [19], and the correlation derived therein for the air-side Mitssumber in a finned-tubes heat
exchanger reads

Nu = 0.22 R Pri/3 (A/Aubed 1%, (5.2)

whereA is total heat transfer area adgesis the outside tubes surface area including the fins.

The recuperator is considered to be of the shell-and-tube, gnd modelled accordingly, by
following Ref. [16]. The tubes are equipped with external fins, in order to eod#me heat transfer
codficient on the shell side, where the fluid is in the superheaspdw state. The corresponding
Nusselt number is evaluated as

Nu = 0.134R&* Pr'/3 ((pin — tin)/lin)>? (Prin/tin) 1%, (5-3)

where pn, tin, andlg, are the fin pitch, thickness, and length, respectively. Tlesgure drops on
both sides for the single-phase regions within the tubesstimated according to RefL§).

The total pressure drops occurring in the two-phase flow stimated by dividing them into
three contributions: the static one, vanishing for the pssgl configuration (horizontal tubes), the
kinematic one, and the one due to viscous friction. The lastérms are evaluated according to the
methods proposed in Ref(, 21]. For the pressure drops outside the finned tubes the ctorela
presented in Ref.2l2] is adopted. The equation is valid for banks of tubes in cflosg configura-
tion, with plain transverse fins, and it can be used for batgggred and in-line arrangement.

SUPERSONIC TURBINE
The modeled expander is a turbine, which is usually the ehfic ORC plants of the considered
power capacity. These are usually one- or two-stage axiehmas, leading to large pressure ratios
across each stage; as a consequence, the flow is usuallpauigest the outlet of the first stator.
The expander is therefore modeled as an equivalent chokédwdd nozzle, whose throat flow
passage area is the sum of the throat areas of the nozzldé&wtorgsthe first stator row.

Isoentropic expansion is assumed from the inlet sectioeretotal conditions (i.e. total pres-
surePrg and total temperatur€rg) are assumed to be known by virtue of the thermodynamic state
calculation, to the throat, where sonic conditions ardradt} i.e., the flow speed equals the speed
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of soundc. The corresponding equations are:

S = S(Prs, Ts)
hen = hre(Pre. Tr6) — 3C(in, S6)? (5.4)
M = pth(hen, Ss) - C(Nin, S5) - A,

wheres; is the specific entropy at the turbine inlet, and the substttip) indicates the sonic throat
section. The continuity equation relates the mass flow fa@ugh the nozzlen to the density
pw and the flow passage arég, in the throat section. By solving systerd.4) for given design
conditions in terms of thermodynamic state and mass flowatadtee turbine inlet, the total nozzle
throat area, can be evaluated.

5.4.2 Dynamic Modeling

The dynamic model of the combined cycle system is develogeasing components from exist-
ing Modelica libraries. The gas turbine sub-system modéLi# by utilizing basic components
included in the ThermoPower librar2J], while the ORC system model adopts component models
from the Modelica ORC libraryZ4], with suitable adaptations regarding the heat transfeffico
cients in the 1D once-through boiler model.

Inertia_HPC
E =7 j

HPC HPT

Inertia_LPC

L shaft_a
=7

LPC LPT
Inertia_PT

ome, ] s"eef"se L L
" |l

PT

Figure 5.3:0bject diagram of the gas engine sub-system.

Figure 5.3 shows the Modelica object diagram of the GT sub-system, lwhas fluid con-
nectors for air intake, fuel inlet, and exhaust gas, and oeehamnical connector for the power
turbine shaft. Figur&.4 shows the Modelica object diagram of the entire combinedecygstem.
Note that, according to object-oriented modeling prirespla-causal physical connections belong-
ing to different domains (mechanical, thermo-hydraulic, elecirigad made between thefldirent
objects; input-output connections are only used for thérobsystems, which are inherently causal.

GAS TURBINE ENGINE
The low and high pressure compressors are described by-spasisimodels, employing the maps
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X. SGT500_A
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Figure 5.4:0bject diagram of the entire combined cycle system.

of axial compressors provided with a commercial softw&.[ The compressor maps used here
are those originally presented in Re26]. These maps are represented by tables reporting values
for reduced flow, pressure ratio, isoentropiicéency and speed of revolution for the complete
operating range of the component. Following the methodolmgposed in Ref. 7], the maps
are scaled so that they can represent the part-load chastictef the axial compressors of the
SGT-500 gas turbine. For all the turbines, which have maagest, the Stodola equation is used to
express the relation between inlet and outlet pressurengtss flow rate and the inlet temperature
in off-design operating condition2§]. In order to predict the turbinesffedesign diciency, the
correlation relating the isoentropidhieiency and the non-dimensional flow ¢beient proposed
in Ref. [29] is utilized. The part-load performance of the electric gtor is modeled using the
equation proposed by Haglind().

The model of the combustion chamber assumes that the mirthgh@ combustion processes
take place inside a constant volume. The mass and the ihtareay of the volume are calculated
using the thermodynamic properties of the combustion mtsdexiting the combustion chamber.
Mass and energy dynamic balances are formulated, by asgwminplete combustion and no heat
loss to the environment (adiabatic process). The pressogsdire lumped at the outlet of the
combustion chamber and are estimated by assuming a quadegténdency with respect to the
volumetric flow. The Modelica mechanical connections befwthe compressors, shaft inertias,
turbines, and generator connector allow to compute thetani of the angular speed of the low
pressure, high pressure and power turbine shaft. The valuibe inertia of the rotating masses
(shaft, blades, generator) and the volume of the combustiamber are set according to data pro-
vided by the gas turbine manufacturer.

ORC SYSTEM
The once-through boiler, which is one of the components efdhject diagram of Fig.5.4, is
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implemented by combining basic ThermoPower modules, sge %5 1D flow models for the
gas side (top) and fluid side (bottom of the figure), and theHddrbal model for the tube bundle
(middle). The exchange of thermal power is modeled withalted 1D thermal ports (in orange
in the figure); the counter-current model establishes theltmical correspondence between the
control volumes on the tube walls, and the control volumethergas flow model.

hotFluid

coldFluid

Figure 5.5:Modelica object diagram of the once-through heat exchamgete!

The tube metal wall is modeled by a 1D dynamic heat balancatim discretized by finite
volumes. The flow models contain one-dimensional dynamissnaad energy balance equations,
discretized by the finite volume method, assuming a uniforesgure distribution; the relatively
small friction losses are lumped in an external componerdehdHere, the pressure drops ifi-o
design conditions are estimated assuming a quadratic depey from the volumetric flow, with
the design point value set from the results of the detailsibdestep described i§6.4.1

Since the focus of the dynamic analysis is to evaluate th& plerformance during critic tran-
sients, the models for the convective heat transfer areligiethin comparison to the ones adopted
for the heat exchangers design (§8e4.1). Due to their relatively small contributions, the thermal
resistance in the radial direction and thermdludiion in the axial direction are thus neglected in the
dynamic models. The heat transfer fia@ent between the gas and the outer pipe surface is much
lower than the one between the inner pipe surface and the O&tKing fluid flow. Therefore,
the overall heat transfer is essentially dependent on tleegifis side only, and the working fluid
temperature is always close to the inner surface temperafihe pipe.

The heat transfer c@igcient at the interface between the flue gas and the metal iwadf}-
design conditions, is evaluated with the relation preskimtéref. [31], i.e.

e= d(n:‘ ) , (5.5)

es

wheree is the heat transfer céiicient, m the mass flow rate, and the exponertakes the value
0.6. The thermal interaction between the wall and the warkinid is described by specifying a
suficiently high constant heat transfer éogent, so that the fluid temperature is close to the wall
temperature, and the overall result is dominated by theigasheat transfer.

The model of the ORC turbine is the same as that employed imlés&n procedure (see
Equations §.4)). In this case, the throat passage afgais a fixed parameter obtained from the

131



CHAPTER 5

design calculation. Hence, Equatiof4) states the relation between mass flow rate and turbine
inlet conditions, during fi-design operation. Thefladesign isoentropicfciency is expressed as

a function of the flow cofficient® = w/ v2Ahg, with w being the speed of revolution, andh the
isoentropic enthalpy drop across the expansig. [

The recuperator is modeled by the counter-current cororecti 1D ThermoPower modules,
much as the once-through boiler, see Fig5. The heat transfer on the vapor side dominates,
therefore the overall heat transfer @ogent is taken equal to that at the interface between the
working fluid and the metal wall. Both the overall heat tramsind the pressure drops, iffi-design
conditions, are modelled as already detailed for the ohomigh boiler.

The condenser is trivially modeled as a fixed pressure coergoithis is justified considering
the large availability of cooling sea-water, which allowe tooling circuit to be controlled in such
a way that the condenser pressure is nearly constant. Fpligiy) the condensate is assumed to
leave the component in saturated conditions (no subcqgaliith no pressure losses.

The pump model is based on a head-volume flow curve derivedtingfihe data of an existing
centrifugal pump designed for similar volumetric flows améls. The curve is given as a function
of @ = Mg - paesp™?, and can be expressed as

2
H = Hes- (b1 + by e")~( d ) , (5.6)
Wdes

whereH is the head and, in the present case, thefmbents assume the valubs = 2.462 and
b, = —0.538. The monotonic exponential functional form increabesmodel robustness compared
to typically adopted polynomial expressions. The isogitr@fficiency of the pump is expressed
as a function of = « - wgesw™, following Ref. [32).

The df-design electric &iciency of the ORC generator is calculated as for the caseeajdls
turbine generator, while the electro-mecharfitccéency of the pump motor is evaluated by assum-
ing a quadratic dependency on the ratio between the acwialaiminal load value.

CONTROL SYSTEMS

As explained ir§5.3, the system under consideration operatégdd. The alternating current (AC)
grid-system of the fi-shore platform is powered by the two synchronous genesatmmnected to
the gas and ORC turbines, which can be assumed to rotate sdrtteespeed, as the electrical con-
nections are very short. The gas turbine features the fdgéebresponse, so it is used to control the
network frequency (or, equivalently, the shaft rotaticsated). As the low pressure and high pres-
sure compressor are not equipped with variable inlet guates, the load can only be controlled by
opening or closing the fuel valve. The feedback controtketuded in the gas turbine sub-system
(see Fig.5.3) replicates the functional model provided by the gas twbimanufacturer, including
the controller transfer function, and a simplified modella# fuel-system dynamic response, also
given as a transfer function. Note that this controller ibedded in the GT unit and its parameters
cannot be changed by the end-user, so the controller pagesveet taken as they are in the context
of this study.

The goal of the ORC control system is to target the maximunsiptes heat recovery from
the GT exhaust, while ensuring that no acid condensatiastplace, which might be particularly
dangerous since also heavy fuels can be fed to the turbinbusior. This goal is attained by using
the feed pump speed to control the temperature of the exlgasst exiting the OTB at the design
point value, which is as low as possible, yet high enough tidasondensation. During stationary
operation, the design of the heat exchanger is such thatigiedt temperature of the organic
fluid, at the turbine inlet, is lower by a safety margin witlspect to the thermal decomposition
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temperature of the working fluid. In addition, the controst®m must ensure that this temperature
does not exceed the safety limit anywhere in the high-teatper part of the ORC power plant
during system transients.

The most critical operational transient from this point mw is the trip of gas turbine B: when
this happens, the network frequency drops, so the GT céertr@lacts by opening the fuel valve to
regain the set-point frequency. Consequently, the GT esthffaw rate and temperature increase,
leading to an increase of the OTB exhaust gases temperathieh is then counteracted by the
ORC controller by increasing the feed flow to the OTB and tlewentually, also the share of the
load generated by the ORC system.

Preliminary simulations carried out withftBrent designs of the system showed that, as ex-
pected, the dynamic response of the ORC system is much sttaprthe response of the GT
system, even for aggressive designs of the temperatureotient This leads to significant and po-
tentially unacceptable overshoot of the pump speed duhiedgrainsient. This means that the peak
value of the turbine inlet temperature (which is one of thtoal variables of the process) is almost
insensitive to the tuning of the ORC system controller. Spehk is quickly reached due to the
fast response of the GT compared to the ORC system. In plartitbe response time of the ORC
power system is comparatively long since the flow rate thinahg turbine, and thus the generated
power, change very slowly with the OTB pressure. This mehasthe contribution of the ORC
controller to the limitation of the frequency undershoatiarginal.

Based on these considerations, the ORC Proportionalfhité®j) controller was tuned in order
to obtain the minimum possible settling time of the con&dariable, while avoiding the overshoot
of the pump speed during the trip response transient andhaiavell-damped responses for all
involved variables. The simulations showed that this issfiide by setting the proportional gain
to a value that is proportional to the heat exchanger volumes accounting for the process gain
variability with the design parameters, while keeping ttegral time at a suitable constant value.

5.4.3 Validation

The shell and tube heat exchanger design model, descrit§&ddri, was validated using an exam-
ple proposed in Ref.1f6]. The differences between the simulation results and the data rdporte
the reference are within 1% in terms of both overall heatsfiercodficient and pressure drops. For
the once-through boiler it is verified that the heat transéefficients and the pressure drops related
to both singe- and two-phase flow are within the range of wa$pecified in Ref.33].

The df-design, steady-state simulation results of the gas terbindel presented i§5.4.2
were compared to the partial load characteristics givermbyas turbine manufacturer in the 10%-
100% range. Exhaust gas mass flow rate and temperature, &sslflow rate, and pressure in the
combustion chamber were checked. The quantity showingattged mismatch is the fuel mass
flow: the relative error is about 3% for loads larger than 6@%g increases up to about 15% if the
load decreases down to 10%.

The dynamic model of the gas turbine was validated by corsparwith simulation results
of the reference model provided by the gas turbine manufaGtwhich is based on proprietary
experimental data. The validation scenario assumes thahtke GT units initially share a total
load of 24 MW, delivering 8 MWE each. At some point in time, one unit trips, so the other
two ramp up their load in order to match the total power demavith a transient reduction of
the network frequency. The result of the simulations arepamed in Fig.5.6, which shows the
normalized network frequency and the load of unit B. At time 50 seconds, one of the gas
turbines trips; subsequently, the reference model prediatinimum normalized frequency drop of
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Figure 5.6:Dynamic validation results, normalized frequency vs tiemparison between the
reference model provided by the gas turbine manufacturtteanmodel developed in the present
chapter.

0.0206 and arise time of 5.5 s, while the model presenteddiees a normalized frequency drop
0f 0.0202 and arise time of 6.0 s. Based on this results, @ssiple to conclude that the gas turbine
dynamic model developed in the present chapter is able todape both the steady-state and the
dynamics of the gas turbine with reasonable accuracy, tveentire range of loads encountered
during real operation.

The model of the ORC system is composed of software objektntiiom a library that was
developed in order to model a 150 kW ORC system using tolusrieeaworking fluid, and suc-
cessfully validated for transient operation against expental data 24]. The developed models
are therefore deemed reliable, considering the similaritthe application at hand with the one
presented in the cited reference. Furthermore, it has befied that the on-design andralesign
steady-state operating points predicted by the ORC systedehare consistent with those com-
puted by the design tool describedsit.4. 1

5.4.4 The DYNDES Tool

The DYNDES computer tool couples steady state and the dynamic softwadkls in order to
provide an integrated program for the optimal design of payemeration systems, including dy-
namic criteria. The two computer programs are interfacechbgns of shared files and command
scripts. More in detail, the results of the multi-objectdlesign optimization is saved in an ap-
propriate file, then the dynamic simulation program is ruc@mmand-line mode to: i) extract
information from the design results file (e.g. the optimaige data relative to the geometry of the
once-through boiler), ii) convert such data into paranseserd inputs for the dynamic models, iii)
run the simulations, and iv) save quantities of interesfdaher post-processing. Figuke7 shows
the flowchart of theDYNDES tool.
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Figure 5.7:Architecture of thedDYNDES design tool. The results of the multi-objective design
optimization are utilized as inputs for the dynamic simiolas of the power generation system. The
software integrates the steady state and the dynamic m@delscripting command.
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Starting from the same computing environment that is usedhi® steady-state model, the
available multi-objective optimizer runs by first acqu@ithe array of the parameters and of the
upper and lower bounds for the vector of the optimizationaldes X, which in the case at hand
reads _

X = [PG, ATI’eCa ATOTBa Tlla DOTB,in, tOTB, IOTB, Uexh, Drec,ina trec, IreCa preCa Irec,b] 5 (57)

wherePs is the turbine inlet pressur@T,.. = Tg — T, the minimum temperature fiigrence in the
recuperator, ancTorg the temperature ffierence between the two streams in the once-through
boiler, at the location where the ORC fluid is in saturateditigcondition. Note that this does
not necessarily correspond to the so-calp@tth-pointof the heat exchanger, since the minimum
temperature dierence between the two streams in the OTB might also be bedties inlet. T1,
is the lower temperature reached by the exhaust, see&sHigThe variableSlexn, Dots,in, tots @and
lots are the velocity of the exhaust gases, the inner diameterthibhkness and the length of the
tubes of the once-through boiler. Similar®yecn, trec, andlyec refer to the same quantities in the
recuperator, whilgp. is the tubes pitch. The variablg.p indicates the bifie spacing given as a
percentage of the shell diameter. _

The objective functions chosen in the present analysisalected in the array, i.e.

J = [~Whetore Vore + Vied. (5.8)

WhereWnet,ORcis the net power output of the ORC power unit, and the secondaracounts for
the total ORC module volume which is determined by the moilkybcomponents, i.e. the heat
exchangers. The first term is selected in order to maximigg@twer output of the combined cycle
plant while the latter term is added to the objective funtBince compactness represents a crucial
design requirement in the considered application. Theiaten of dynamic simulations into the
the automated design procedure allows to discard unfeaddsigns. Since the dynamics of the
condenser can be neglected for the reasons explainggl4r? the volume of the condenser is not
included in the second term of the objective function, seeafiqn5.8.

The multi-objective optimization uses a controlled eligienetic algorithm (GA) to search for
solutions which minimize simultaneously the two objectivactions B4]. Compared to gradient-
based methods, a GA is less prone to converge to local minfntlaecproblem. This typically
comes at the cost of an increased computational cost, duettatge number of evaluations of
the objective functions34]. The GA parameters are specified as follows: populatioa sgqual to
200, generation size equal to 100, crossover fraction gguai8, and migration fraction equal to
0.2. These numerical values are selected in order to ensenepeatability of the solution when
different simulations are performed, and are selected as sadgedref. B4].

Table 5.3 lists the upper and lower bounds utilized for the optimimatvariables, according
to the limits reported in Ref. 1]. As the SGT-500 engine can operate on a wide range of both
liquid and gas fuels, the limit temperature of the flue gakatdutlet of the OTB is set to 14,
in order to prevent the condensation of corrosive compauBdpercritical cycle configurations are
not considered here, and the upper bound for the turbinepnéssure is thus set equal to 90% of
the critical pressure of cyclopentane.

Table5.4lists the parameters which are kept constant during thei4obijlective optimization.
The fin profile and the configuration of the once-through bicled of the recuperator are retrieved
from Refs. [L6, 33]. The condensing pressure of the working fluid is fixed to 1 barresponding
to a temperature of 50C, in order to avoid inward air leakage into the condenser.

Referring to Fig. 5.7, the calculation loop regarding the ORC module determihesttier-
modynamic states at the inlet and at the outlet of each coemipas detailed in Ref.1P]. The
pressure drops in the heat exchangers are initially setrto z& this point the design procedure
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Table 5.3:Design variables involved in the multi-objective optintipa, with relative upper (UB)
and lower (LB) bounds. The bounds relative to the tubes @lilgneterD;,, lengthl, and thickness
t are assumed equal for the design of the once-through boiteofthe recuperator.

Variable LB UB

Turbine inlet pressur@g [bar] 5  41.1
Pinch point recuperatak T, [°C] 10 40
Temperature dierence OTBATo7g [°C] 10 80
Exhaust gas temperatufe; [°C] 140 180
Inlet diameter of the tubeB;, [mm] 16 50
Length of the tubes[m] 1.83 7.32
Thickness of the tubeégmm] 1.6 3.2
Tube pitchprec[-] 1.1 1.3
Baffle spacindrecpn[%] 20 100
Gas velocityue,n [mst] 10 70

of the once-through boiler and of the recuperator §&4d.J) is started, obtaining as outputs both
the pressure drops and the design parameters of the comppwhith are then stored. The model
of the ORC system is thus run again, but in this case the peesssses in the OTB and in the re-
cuperator are included in the computation. The resultsteme thecked with respect to the second
principle of Thermodynamics. It is also verified that theoaiy in the tubes and on the shell side
of the recuperator lies within the ranges specifiedl].[ The process is repeated until the average
change in the spread of the Pareto front is lower than thefgmbtolerance, which is assumed here
equal to 10°. When the multi-objective optimization terminates, thguits of the dynamic models
are stored in a file that is then used by the dynamic simulatpreviously explained.

The dynamic models are parametrized using the data for thieexehangers and the turbine
corresponding to the optimal ORC modules, as determineldognulti-objective optimization pro-
cedure. These models are then used to predict the dynamtics cdbmplete system in a predefined
transient scenario. Note that the number of dynamic sinauatto be performed is equal to the
number of points of the Pareto front.

The dynamic test, conceived to assess the dynamics of thpletmsystem, consists in the
simulation of the failure of a gas turbine unit. This has bdefined according to the specifications
of the platform owner, and represents the worst scenaripder system can possibly undergo
without compromising the platform functionality. The sadymamic test is thus applied to all the
design candidates previously defined.

It is assumed that the combined cycle (gas turbine A and OR@)tlae gas turbine B are
providing the normal load (13 and 6 MMeach) while at timegtgas turbine B trips. Hence, the
combined cycle undergoes a load increment-ol.2 MWg st (e.g. 6 MW in 5 s, see Figs.
5.8band5.109 and must take over the entire power demand, until gas ter@iims ignited. The
process ends by storing the desired outputs of the dynaralgsis (e.g., the maximum undershoot
of the electrical network frequency) for each choice of sgstesign. Finally, post-processing is
performed within the software environment for scientifioquting.
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Table 5.4:Parameters assumed for the multi-objective optimization.

Parameter Value

Organic Rankine cycle
Working fluid cyclopentane
Pump isoentropicféiciency [%] 72
ORC turbine isoentropicficiency [%] 80
Electric dficiency of the generator [%] 98
Condensing pressure [bar] 1.04
Once-through boiler
Layout in-line [L6]
Material stainless steel
Longitudinal pitch [mm] 83
Transversal pitch [mm] 83
Fin pitch [mm] 1.5
Fin thickness [mm] 1
Fin height [mm] 24
Fin eficiency [%] 95
Recuperator
Layout triangular pitch16]
Material cupro-nickel
Fin pitch [mm] 2
Fin thickness [mm] 1
Fin height [mm] 12
Fin efficiency [%] 95
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5.5 Results and Discussion

5.5.1 Multi-objective Design Optimization

Table 5.5 lists the results of the multi-objective optimization pedare applied to the test case.
The arithmetic mean average (AMA), the percentage relaigadard deviation (RSD), and the
minimum and maximum values of the optimized variables aponted. A low RSD means that
the variable does not change significantly with the optinwadfigurations of the ORC unit. The
pinch point, the tube diameter and the tube pitch of the rexaipr present the lowest RSDs. As a
practical implication, tabl®&.5 provides the designer with the optimal geometry of the haaisfer
equipment; the closest available standardized valueheartie selected for the design of the actual
equipment.

Figure5.8ashows the two-dimensional Pareto front which relates theoeer output of the
ORC module with the sum of the volumes of the once-througkebaind of the recuperator. The
Pareto front is formed by 70 optimal solutions, ranging framet ORC power of 3.9 MW up to
5.8 MWE. The trend of the volume vs. the net power output is approtémdnyperbolic. The total
net power output and the thermdlieiency of the combined cycle unit range from 20.4 MYé
22.3 MWe and from 38.7% to 42.2%. Due to space constraints on the Braptatform, design
points with a volume higher than 10Crare discarded from the Pareto front (triangular dots in Fig.
5.89.

Table 5.5: Results of the multi-objective optimization. Maximum, fimmm, arithmetic mean
average, and relative standard deviation of the optimize@bles. The values are relative to the 70
points of the Pareto front.

Variable Max Min AMA RSD [%)]

P [bar] 383 241 343 15.0
ATec[°C] 230 221 226 1.0
ATors [°C] 587 430 52.0 12.6
Tu[°C] 158.6 142.7 148.1 4.2
Dorgin[mm] 47.0 235 299 18.8

tors[Mm] 30 19 22 11.6
IOTB [m] 6.8 57 6.4 5.6
Usn[MSY 642 556 625 3.5
Diecin[mm] 187 16.6 17.9 1.7
trec [MM] 30 22 25 7.7
lrec [M] 43 38 40 3.8

Prec [-] 1.29 119 1.27 2.1
lecn[%]  80.1 681 76.9 4.6
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5.5.2 Assessment of Dynamic Performance

As far as the results of the analysis of the system dynamiegamcerned, Fig5.8billustrates
the transient response of the system for two points of thet®mont (i.e., those corresponding to
the designs with the largest and the smallest volume). Theeimce of the ORC power module
design on the network frequency transient is clearly vésitthe lower the volume, the larger the
undershoot and the overshooting of the frequency. On theargnlarge values of the volume limit
the frequency drop, by increasing the thermal inertia ofstjstem.

Figure5.9arelates the volume to the minimum frequency reached duhiegransient, for each
point of the Pareto front. The curve presents a highly noedr trend, with the magnitude of the
frequency variations increasing more sharply for decreggblume. According to the standards for
power quality adopted by the platform owner, the frequenayenshoot must not exceed 4% of the
nominal value. Thus, as results from the dynamic analydRC @ower modules characterized by
overall volumeVogrc lower than 50 raviolate this constraint. These designs are therefore it
as unfeasible, and marked with the hollow squark ¢ymbol in Figs.5.8aand5.9a Figure5.9b
reports the rise time as a function of volume. The rise timéeiined here as the time required
for the frequency to return back to 99% of the value at stesatg sThe trend of the curve is also
non-linear with a minimum of approximately 14 s at 68.m
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Figure 5.8:5.8amulti-objective optimization results, Pareto front showithe relation between
the objective functions, e.g. the ORC system net power amddlume of the heat transfer equip-
mentVore. The designs identified by the symbol are discarded due to the unacceptable frequency
undershoot, while those marked withdue to volume limitations. The other designs (filled cirgles
are deemed acceptablB.8bresults of the dynamic test, the grey line represents theegpond-

ing load variation. Normalized frequency and combined eyold vs time for the two designs
characterized by the maximum and minimum value¥gc.

Figure5.10ashows the time evolution of the temperature at the inlet ef@RC turbineTsg,
together with that of the exhaust gases exiting the gasrerbi, for three points of the Pareto
front. As the load of the gas turbine undergoes a sharp i@miahe temperature and the mass flow
of the exhaust gases entering the OTB rise. As anticipaté8.ih2 the dynamics off ¢ is much
slower than that of;o. The two major contributions to the delay are the inertiahef mnetal walls
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Figure 5.9:Results of the dynamic tess.9afrequency undershoot vs volurtegc, all the points
of the Pareto front are reported. The designs identified by thsymbol are discarded due to the
unacceptable frequency undershoeot@s). 5.9brise time vsVorc, all the points of the Pareto front
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Figure 5.10:Results of the dynamic test, the grey line represents thesmonding load varia-
tion. 5.10aturbine inlet temperatur€s, and exhaust gases temperature at the once-through boiler
inlet T1o vs time for three selected designs corresponding to pointseoPareto front (the two
designs characterized by the maximum and minimum voluméeheat exchanging equipment
Vore, together with an intermediate valué&).10bmaximum turbine inlet temperature Vgrc, all

the points of the Pareto front are reported.
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and of the working fluid in liquid phase contained in the heahangers. Note that, while the mass
of the exhaust gases is negligible, that of the liquid cyetdpne contained in the OTB and in the
recuperator is approximately 15 times larger than its ma#se vapor phase.

The peak ofT is reported as a function of volume in FiglselOh This value is of paramount
importance, being closely related to the maximum tempegatached by the ORC working fluid.
This is eventually encountered in the fluid layer close tortietal wall in the boiler (OTB) but,
as a consequence of the approximations introducé8.4h2 the accurate evaluation of its value is
presently beyond the capability of the developed modelsa vsgigh estimation, design point calcu-
lations using the methodology outlined§b.4.1lindicate that the wall temperature of cyclopentane
in the hotter part of the OTB is expected to be 10280higher than the corresponding bulk value.
As the thermal stability of the working fluid is a major conten the design of ORC systems,
the minimum risk of decomposition should be ensured. In amework, Ginosar and colleagues
identified 300°C as the upper temperature limit for safe operations of an Gyfem working
with cyclopentaneds]. Therefore, a maximum temperature at the turbine inlet#f X can be
accepted, which is also in agreement with other publishfstrimation, see e.g. Reflp].

The dynamic analysis allows to identify a clear minimum Tgrwhich, for the considered
case, lies at around 25, with a volume of 65 rh Values close to 265C are achieved for both
smaller and larger volumes. Even though the estimatedyskfieit is not exceeded, the designs
characterized by values of volume ranging from 60 to 80may be deemed preferable in the light
of the present analysis, as they are located in vicinity efrtinimumTs.

5.6 Conclusions

The design of innovative energy conversion systems coeddiw flexible operation needs to take
into account dynamic requirements on critical transiernacios as early as possible in the design
cycle, in order to avoid costly design changes in later phasesub-optimal system performance.
The methodology and tools presented in this chapter catestitfirst step in this direction.

The design tooDYNDES presented here demonstrates the potential of this predipauto-
mated design method, if the main design objectives are spach as system performance, com-
pactness and flexibility. The software utilizes the mulijextive optimization approach to search
for optimal designs with potentially conflicting objectsjewhich the user can select based on the
specific requirements of the system under investigationthAgoutine optimizes the geometry of
the heat transfer equipment, such a procedure bridges theejween the mere optimization of
the thermodynamic cycle and the preliminary design of systemponents that constitutes the first
step towards the realization of power systems. The systeponse during transients becomes one
of the crucial design criteria, leading to the exclusiomfrthe optimal solutions of several designs
which do not satisfy dynamic requirements, e.g., the tolezaon network frequency variations.

The proposed methodology has been applied to the case sty @RC-based combined
cycle power plant for anfé-grid oil platform. The test cases demonstrates how dynamidysis
enables to exclude those system configurations which, thpotentially more fcient or com-
pact, may lead to unacceptable frequency fluctuations,coease the risk of decomposition of the
working fluid.

The proposed methodology and tools are readily applicablettter systems combining gas
turbines and ORC power modules, and it can also be extend=xéo other cases of advanced en-
ergy conversion systems with demanding dynamic requirésnsach asf@-grid energy conversion
systems, heat recovery in automotive engines, solar thglarats, etc.
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Nomenclature

s P specific entropy [kJ kgt K], pressure [kPa]

T,h temperature®[C], specific enthalpy [kJ kd]

c, MW speed of sound [nT$§], molecular weight [g mot']

A m area [m?], mass flow rate [kg 3]

u, v velocity [m s1], volume [n?]

Re Pr, Nu Reynolds, Prandtl, and Nusselt numbers

D, plt diameter [mm], pitch [mm], length [m], and thickness [mm]
w, W speed of revolution [RPM], power

O = w/ V2Ahs turbine flow codicient

Greek letters

p density [kg n]

AX finite difference for quantity

A thermal conductivity [W it K]

€ heat transfer cdcient [W n1? K]
Subscripts

E,M electrical, mechanical

des, s design, isoentropic process

exh exhaust gases

fin, b fin, bafle

f, rec fouling, recuperator

min, max minimum, maximum value

CR critical thermodynamic conditions (liquid-vapour)
T,S total and static thermodynamic conditions
th, in, out sonic throat, inlet, and outlet

tot, sv total, saturated vapour conditions
Acronyms

AC Alternating Current

AMA Arithmetic Mean Average

CC Combustion Chamber

LPC Low Pressure Compressor

LPT Low Pressure Turbine
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GA
GEN
GT
HPC
HPT
ORC
oTB
PI
PT
RSD
TUR
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Genetic Algorithm

Electric Generator

Gas Turbine

High Pressure Compressor
High Pressure Turbine
Organic Rankine Cycle
Once Through Boiler
Proportional Integral
Pressure Turbine

Relative Standard Deviation
Turbine
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CHAPTER 6

Abstract Concentrated solar power plants are increasingly considerorldwide, in order to meet
the demand for renewable power generation. A distinctigufe of these plants is the possibility of
integrating thermal energy storage such that full-load igien can be sustained for several hours
in the absence of solar radiation. A number of design softwaols are available for sizing the
plant and evaluating the return on investment. These ugaasume a short-sighted strategy for
storage management. This work presents a hew methodologgdait assessing the potential of
optimal control techniques when applied to the operatioaradrgy storage systems in general. The
design method is applied to a test case, a state-of-theestral receiver plant with direct storage,
using molten salts as working fluid, and operating in a contdwariable electricity prices. The
system modelling and optimization problems are formulated implemented using modern high-
level modelling languages, thus demonstrating the patknfithe approach. Dferent operating
strategies are compared based on a detailed financial aigalyA wide system design space is
considered, and the results are presented for all the fa@iske combinations of solar field size
and storage system capacity. A potential increase of therasti5% in terms of yearly revenue is
estimated, in case improved control strategies are adoptad figure translates into an increase of
more than 10% of the investment profitability by consideowagr-life financial figures. It is further
shown how, in case of state-of-the-art systems, it is alyweagfitable to adopt optimal control to
the end of increasing electricity production. However, plogential of these techniques is discussed
also under the point of view of investment cost reductiomgesthe same yearly revenue can be
harvested with smaller energy storage, if optimally opedatThis aspect, unveiled here for the first
time, might become significant in case technologies wjifardnt cost structure are of interest, i.e.,
in case the storage cost constitutes a comparatively lagye ¢f the total investment. The novel
method is thus an additional decision tool allowing to trée storage operation strategy as a new
relevant design variable for next generation energy system

6.1 Introduction

Evolving towards a society not depending on fossil fuelssisdming a matter of the greatest inter-
est, asitis increasingly clear that the current energywoipsion and generation trend is not sustain-
able, due to the exhaustion of fossil fuel resources andists on climate changé,[2]. Devices

to convert concentrated solar energy into useful work haentlesigned for over a centu3+p].
The oil crisis triggered substantial R&D on solar energyvession, and pilot plants were built
during the 1980s. In recent years, renewed interest in corated solar power (CSP) plants has
sparked a new surge in investments; in 2011 the power cgpafcihe CSP plants that were op-
erational worldwide totalled 1.3 GW that of plants under construction amounted to 2.3 GW
while that of planned plants added up to 31.7 GM]. A very relevant advantage of CSP power
plants compared to other renewable energy conversionrgpiiathat the installation can integrate
a comparatively inexpensive thermal energy storage sy€I&8), enabling power to be generated
when the sun is not shining, and contributing to their dittire ability to provide dispatchable
electricity. Recent research aimed at quantifying the dd@dues of CSP dispatchability, the key
findings being: i) the dispatchability of CSP adds quantiéaronomic benefits, ii) the flexibility
of CSP can aid the integration in the grid of other renewablergy technologies, such as solar
photovoltaics T].

Of all CSP technologies available today, that of centrakiner systems (CR, also known
as solar towers) is moving to the forefront, and it might lmeeahe technology of choice. The
interested reader is referred to Red] for a thorough review of the history of this technology, the
state of the art, and the ongoing R&[Iats. State-of-the-art CR systems use molten salts as the
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Figure 6.1:Schematic layout of the Gemasolar 20 M\blar tower plant, capable of 15 hours of
full-load off-sun operation thanks to the storage system, adapted frgjmillhe main simplification
adopted in the model presented here, i.e., the neglectittreohal losses in all the subsystems apart
from the receiver (se§6.2), is also made explicit.

working fluid in both the solar receiver and the storage sidmsy, i.e., they implement the so-
called direct TES concep®], which may be sized such that it provides several hours ofinal
operation without solar radiatiod)]. The schematic layout of the first commercial plant of this
type, operating in Spain since 2011, is shown in Bid.

The storage unit completely decouples the power block floenvariable solar energy source,
which is beneficial for both plantficiency and reliability: in order to achieve better overatp
formance during the day, the control techniques for CSResystusually aim at maintaining the
solar receiver outlet temperature close to its nominalejahy varying the heat transfer fluid (HTF)
mass flow rate. However, in the absence of significant endayage, the operating point of the
power block needs to follow the variations of the solar ridig as discussed in Refd.g, 13]. On
the contrary, the integraton of a direct TES system into thegp plant allows to use an additional
control variable, i.e., the mass flow rate from the storagk ta the primary heat exchanger (steam
generator). Thus, the receiver outlet temperature anddhepdelivered to the conversion cycle
can be controlled independently. This makes it possibleustain constant power output during
short transients (e.g., clouds passage), or to shift thaugstmn to better meet variable-price tési

In the present work, according to a scheme currently adapgedly in the USA, the produced
electricity is supposed to be sold to a utility company atpteviously negotiated power purchase
agreement (PPA) bid price, multiplied by time-of-day (TCBgtors pre-defined by the applicable
tariff, which account for the higher value that the produced powsrduring peak hours. The PPA
price is thus negotiated by the producer in order to balaheérvestment and operational costs,
and hopefully make a profit. For a detailed description of P& approach and how this allows
to overcome the shortcomings of the other commonly adoptettieni.e., the levelized cost of
electricity (LCOE), the interested reader is referred ®whorks of Ref. 14] and [15].

The availability of a TES system coupled with variable eggogces demands for an opti-
mized operation of the plant, maximizing the revenues byaitipg the TES ability to shift the
production to higher priced time slots. This problem hasimmmsidered by many authors in recent
times, see, e.g.1p-18]. With reference to real-time operation, Ref9[ discusses the potential
of weather forecast-based operation of CSP plants, stgedise importance of forecast quality.
In Refs. RO, 21], a methodology to maximize the revenues for a plant opagati a free energy
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market is presented; the CSP plant is run with a price-dbtetegy and, based on electricity pric-
ing and weather forecasting, an economically optimizedibigl strategy for the day-ahead energy
market is determined. The authors identify a period corimgishe next one or two trading days
as a reasonable optimization horizon, considering thestciidbetween profit gain and forecast
quality. More recently, the authors of Re2?] assessed the potential of a solar-thermal generation
system in a fluctuating electricity prices context, by cdesing the innovative CSP technology
proposed in Ref.43]. Ref. [24] investigated the influence of the operation strategy, $owion the
charggdischarge process for a thermocline storage, on the yesstjuption of a parabolic trough
CSP plant.

The research work documented here stems from the need afdjeimg the analysis on opti-
mized dispatching strategies for CSP plants, by consigéhia whole design-space of present-days
systems, e.g., in terms of storage capacity and solar rultiburthermore, a novel assessment
of how different control procedures can influence the design of the plaahthe financial perfor-
mance of the project is presented. When a new CSP plant ig beimsidered for construction at
a specific location, models and tools are needed to assepstémial of eneregy production, and
thus eventually compute the PPA price level that can repathiinvestment within the specified
time. A widely adopted, publicly available software toof fbis purpose is the System Advisory
Model (SAM) [10, 25, 26], which is assumed as a reference in this work. The TES costrategy
assumed by SAM is such that, for each hourly interval of ag@mathe controller tries to use all the
available thermal power from the solar field and from the T&8rive the power block at the max-
imum possible load. This strategy is clearly sub-optimakwlthe TOD factor shows significant
variations during peak hours, so it can be safely assumedhin@lant being evaluated will eventu-
ally be operated using some kind of optimal control that tmlito maximize the economic revenue
by exploiting the available storage instead of the stradsgyimed by SAM. In order to make correct
decisions in terms of plant sizing and design would be tleeeeddvantageous to include optimal
control even at this very early stage.

To this end, the method presented here is based on a dynardét ofahe plant, replicating the
basic modelling assumptions of the SAM software, which &ntbmployed to formulate and solve
a dynamic optimization problem in order to give a crediblgneation of the potential of a future
CSP plant, assuming optimal control is used for its opematiBince the full details of the real-
time implementation of the optimal controller cannot beilalde at this very early design stage,
it is reasonable to consider an idealized set-up of the abptoblem, assuming perfect matching
between the model and the plant dynamics, and perfect kdgelef the future solar irradiation.
The attained performance represents therefore the theadrkmit of the operation of a real-time
optimal controller, which in reality will have to face motiefy errors, unmodelled disturbances,
and uncertain weather forecasts. Although the obtainedtsewill be slightly optimistic, they
will represent controlled plant operation in a much moralitre way than those obtained with the
short-sighted control policy usually assumed. Modern abjeiented languages and simulation
tools are used in order to concisely formulate and solve gienal control problem with minimal
implementation fort.

The main goal of the work is to show that, by means of thesentqoks and tools, the note-
worthy advantagesfiered by optimal operation procedures can be easily unvaitedtaken into
account during the earliest design stages. The chaptencsted as follows. The CSP plant model,
replicating the main features of the SAM model, is introduaze§6.2 The reference control strat-
egy and the optimal control problem are formulated@3. The computational infrastructure is
discussed ir§6.4, while the main results are presented and discussé@.b §6.6 illustrates the
main conclusions and an outlook to future work.
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6.2 Modeling Framework

The CSP plant selected as a test case is a state-of-the@ak\d@ molten salts plant with direct

storage, whose schematic layout is shown in Big. The general modelling framework closely
follows the one used by SAM, as described 26][ therefore the following main simplifying as-

sumptions hold:

1. the HTF temperature at the receiver outlet is assumed w@ivieeys kept at its nominal
value Trec, oue AlSO the temperature of the HTF exiting the steam genera®rTres.c, in
is assumed to be constant within the considered operatimgeraThe heat losses in the
piping are neglected, leading to the equaliff@gc, out = TTes-H,in @NATrec, in = TTES-C, out
Furthermore, also the storage tanks are supposed to beatidjdhat is, perfectly thermally
insulated, such th&@tres.n, in = TTes-H, ous @NAT1Es . iIn = TTES-C, 0t AS @ CONsequence, only
two temperature levels are present in the system modeldasted in Fig6.1

2. Parasitic losses introduced to account for energy storaghe semi-steady framework of
the SAM program have not been modelled: this is the case arthegy consumptions and
time delays associated with the start-up and shut down thelsubsystemsf];

3. energy storage is explicitly modelled only in the TES wgrdince the (controlled) dynamics
of the receiver system and power block is much faster;

4. the temperature dependency of the thermodynamic piepefthe HTF, i.e., density and
specific heat, is neglected;

5. perfect knowledge of future solar irradiation valuessistaned, based on customarily adopted
weather data files such as those describe@7h [

As shown in the following, these assumptions can enormaaslyce the complexity of the design
problem, while preserving the consistency of the resulth wéspect to a corresponding omni-
comprehensive SAM model.

For simplicity and numerical robustness, all the poweralags are normalized with respect to
the nominal power block thermal power, all the mass flow raréables to the corresponding mass
flow rate, and the TES tank level to its nominal height. Notafdllowing the above mentioned
assumptions and simplifications, the equalitieg = Qps and mytr = Qure hold, relating the
circulating mass flow rate of HTF through the power block amelieceiver to the thermal power
transferred within the same subsystems. The general ddsignconsidered, i.e., the variables
which are fixed in this work, are collected in Tébl The operating limits regarding the receiver
and the power block are expressed in terms of minifnuaximum fractions (i.e.f™"/ f™®) of the
relative design values for the incident radiative poweg&., and for the mass flow rate fed to
the steam generataomeg. Similarly, the maximum storage level is equal to the norniaiak height,
while the minimum value is given an absolute value.

Based on all the above mentioned assumptions, the systerl cmttains a single dynamic equa-
tion, describing the state of charge of the TES, and sevigratbeaic equations, describing the power
block and the TES operation set points. The solar input cadefieed in terms of the power avail-
able to the receiveQrec incav(i-€., the total radiative flux which may reach the receivéné solar
field is fully focused) as

Qrec,inc,av= DNI(t, loc) Age Tlopt(t, loc, SF)éavail € - (6.1)

In Eq. 6.1, the functional dependence of DNI and of the field optidit&ncynq: from the time-
varying weather conditiong)( and from the plant location (loc), is made explicit. Asieipated,
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Table 6.1:General design data adopted for the 100 M{fominal) solar tower system consid-
ered here, after Refsl(), 25, 26]. The plant is assumed to be located in Daggett (CA), lagitud

34.9°, longitude—1168°, average direct normal irradiation (annual) 2791 KWH.mypg is the
power block thermal feciency, nrec @and arec the receiver thermalfgciency and absorptivity,
respectivelyewai andeeq refer to the heliostats availability and reflectivity, betidues accounting

for the average field performance.

W, gross[MW g] 115 nee (%] 40
arec[%] 94 nrecn [%] 88
€avail [_] 0.99 Erefl [_] 0.90
fCr?angc,inc [-] 0.25 f("g‘”RaEXQinC [-] 1.2
fmn[_] 025  fUa[_] 1
Xtesmin[M] 1 fae[-] 1

weather data in th MY 3 format, containing data for various locations with an hgwdmpling,
are considered in this work. The valuergf; is evaluated hourly as a function of the solar position
but, as shown in Eqg6.1, it is also dependent on the solar field characteristics. (B¢ same is
obviously true for the total reflective aréar.

The dimension of the solar field can be better expressed nimstef the solar multiple (SM)
value, that is, the ratio of the receiver design thermal atttpthe power block design thermal input.
As the solar field size is increased, there will be a growinmiper of hours throughout the year
whereby the available solar power exceeds the power blosigai@ower. In these conditions, the
TES system is used to harvest (part of) the exceeding enartiidefocusing (part of) the heliostats
migh become necessary. Thus, a techno-economic optimdlination of the solar field size and
of the storage capacity has to be determined for the givent piad location 28]. In particular,
the solar power harvesting system constituted by the selt, ihe tower, and the receiver, is the
most capital intensive part of any solar energy project,itsdptimization is therefore critical for
the minimization of the overall cost8§,[10, 29]. The SM is thus used as the key parameter in the
following analysis, and four solar fields characterized b S 1.5, 2, 2.5, and 35 are designed
for the same hypothetical plant, i.e., starting from thecfipations reported in Tal. 1

Apart for the nominal characteristic indicated by the SMybeer, the detailed design of the
components involved is necessary in order to define Bathand thenqp(t, loc, SF) relation ap-
pearing in Eq.6.1 In the present work, the PTGen program available within S| 26], and
based on the DELSOL3 cod8a(, 31], is adopted to this end. Solar fields with a surround raghall
staggered layout are considered. Even though several gloenetries have been proposed in the
literature B], this arrangement is chosen here for the sake of simpli@ibe solar field modelling
assumptions adopted in this study, together with the rieguitesigns, are reported A l.

Summarizing, since all the computations involved by BEd.can be carried outfBline once
the solar field has been design€lkec inc.aviS eventually computed as a known, time-varying input
for the plant model.

Also the price of the produced electriciB/depends on known hourly TOD factors, in turn deter-
mined by the selected tdlii on the hour of the day, on the day of the week, and on the sgason
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according to
P = TOD(t) PPA (6.2)

The power actually reaching the recei@sec inc may then be calculated as
QREC,inc = QREC,inc,av_ Qdef , (6-3)

whereQqeris the power dumped by defocusing heliostats, which is arobvariable of the problem.
The following (normalized) equations

Qrec abs= QREC,inc @REC » (6.4)

Qutr = QREC,absTIREC th » (6.5)

Myte = Qurr, (6.6)

Weg = Mpg 17p8 , (6.7)
dx

hres thEs = Myte — Mps, (6.8)

Xres(0) = Xres0, (6.9)

complete the model. Eq6() gives the thermal power absorbed in the recei@gEc ans and
Eq. 6.5 the powerQurr transferred to the HTF. Eq.6(6) relates the mass flow rate of HTF
through the receivamyrr to Qurr, While Eq. 6.7) establishes the relation betwedfhg, mpg, and
the power block fiiciencynpg, which is assumed to be linear in this work. Finally, th&eatential
equation 6.8) describes the dynamics of the TES system, wlege is the capacity of the stor-
age tank in terms of hours of operation at nominal power bloekl. The corresponding initial
conditions for the state variable are explicitly defined loy .9).
Several constraints need to be enforced in order to ensasébfe operation, namely

Qrecjinc < fé“;gc‘mc ) (6.10)
0< Qdef < QREC,inc,aw (6.11)
O<mpg<1, (6.12)
XTEsmin < Xres < flex. (6.13)

The first inequality states the maximum power that can be Iednioly the receiver, calling for a
partial defocusing of the heliostat field if the availablemeo Qrec inc.av DECOMES toO high; the
defocused poweQqe (Second inequality) is non-negative and less than theabailpower. The
normalized flow rate of HTF to the power block is comprisedwsatn 0 and 1 per unit (third
inequality), while the storage tank state of charges is limited between a lower and an upper
bound. Furthermore, both the solar field thermal po@ggc inc and the power block HTF floweg
have a minimum operating load, and need to be turrfeéd the desired load level is lower than
that. The first constraint is enforced by substitut@gc inc.av = 0 WheneveiQgrecinc.av < fg‘;gcm,
which is done as a pre-processing task. The second corstragmdled by introducing extra terms
in the optimization problem, se.3.2

The resulting model has two known, time-varying inpQgec,inc.aft) and frop(t), and two
control variablesneg(t) andQqes(t). The model is readily encoded using the equation-basgegteb
oriented language Modelic&7)], see als¢6.4and listingl in A.3.
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6.3 Operation Strategy
6.3.1 Reference Operation Strategy

The model described i§6.2 can be used to predict the performance of the consideredtsalar
plant when the reference operation strategy, defined fatigwRefs. P5, 26] is applied. This ap-
proach aims at satisfying the nominal power cycle demandmbking use of the available re-
sources, namely of the solar field (SF) and the TES systempiioétized order. A sequence of
logical statements is used to determine whether the povwse demand can be met with only the
SF, or with the SF and the TES, always in this order, while Bnguthat the operative constraints
(Egs.6.10-6.13 are satisfied. In other words, the algorithm aims at runtiiegpower block at the
maximum possible load for every time step, defocusing ther $ield when its outpuQgec inc av€X-
ceeds the sum of the nominal thermal power input of the poteektand of the maximum storage
charging rate that fulfills the capacity limits over a onathborizon. In this way, the values of the
decision variablesneg and Qg are determined disregarding any information about thetradég
price and of future availability of solar irradiation.

The SAM software approximates thefdirential-algebraic equations of the model by assuming
that all variables are constant within each hour of openatie., by using the forward Euler’s
method. As there is no feedback fraxses to any other variable of the model, the forward and
backward Euler’'s methods give the same results in this cabeshifted by one time step, which is
irrelevant when determining yearly revenues.

6.3.2 Optimal Control

The model described i$6.2 can be adopted to assess the potential of an optimized apesatat-
egy for the considered plant, aimed at maximizing the regeteriving from the sold electricity.
The control objective is an integral cost to be minimizedrdie integration interval from timg,
to tsn, i.e.,

tin 2
minI ~Weg P+cC (%) +gs(u- fmndt. (6.14)
The first term in the integral accounts for the normalizedainneous revenue from the sale of
electricity. The second term, with> 0, is introduced to penalize fast changes and oscillatibns o
the control variable, as well as repeated re-starts of thetpluring the same day. This provision,
which aims at avoiding stressful operating regimes for theqr block, is implemented in order to
coherently follow the approach programmed into SAM. Thedtkérm, withg > 0, is introduced to
avoid power block operation below the minimum load, alonthwie additional constraints

U=mpg+S, (6.15)
O0<s<u. (6.16)

The free control variabla, which is the output of the dynamic optimization problemethger with
Quer, is the unconstrained normalized value of the HTF flow to thwer block, whilesis a slack
variable. Ifu > fn“;'g the term is minimized by taking the lowest possible valus @f = 0), so that
meg = u. Conversely, ifu < fi7, the term is minimized by taking the highest possible valiie o
(s = u), so thatmpg = 0. The values o€ andg are empirically chosen to be the smallest possible,
which actually succeeds at avoiding control oscillatiastarting of the power block in the same
day, and operation below the minimum load, while perturlasdittle as possible the optimization

of the first term, i.e., the economic revenue of the plant. dditgonal constraint might be added to
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obtain a specific value of the storage at the end of the opegdtperiod; this can be instrumental
in comparing the performance of the optimal control to tHahe original control strategy on equal
grounds. The above-described optimal control problem eareadily encoded using the Optimica
language 33], an extension of Modelica that also allows to specify thatoa objective and the
constraint equations, see ag®4 and listing2 in A.3.

6.4 Computational Infrastructure

Traditional codes for plant design and optimization aretemi from scratch in programming lan-
guages such as Fortran or €, which is tedious and error-prone. The approach proposdtisn
work leverages on modern, high-level modelling languagedte problem formulation, and on
software tools that automatically transform this desaipof the problem into low-level code that
can be coupled with state-of-the-art numerical solvers.

The model is encoded using the Modelica languad® 84], which is a high-level, non-
proprietary, equation-based language for the modellirsystiems described byftirential-algebraic
equations, while the optimization problem is encoded uiegOptimica extension to the Modelica
language 35]. The ModelicgOptimica language is supported byfdrent tools, each implementing
alternative strategies for the solution of the dynamicrojation problem 36, 37).

The tool described in36] was used in the work described here. A collocation methosl wa
adopted in order to solve the probleB8[ 39: the time-varying variables of the problem are ap-
proximated by Lagrange polynomials, that define the valdethe variable in the optimization
intervalti, <t < tyj, as a direct function of the values at a finite set of nodal goiwhich become
the unknowns of the problem. In this way, the infinite-dimenal optimal control problem stated
in §6.3.2is transcribed into a large, finite-dimensional nonlineesgpamming (NLP) problem,
which is then solved by an open-source NLP solvél.[

In order to directly compare the results with those obtaimgthe SAM program, which solves
the diferential equation by Euler's method, 0-order polynomiaés (piecewise constant functions)
were used, with one-hour time intervals. It is worth poigtout that the proposed approach easily
allows to use more accurate interpolations, simply by chanthe set-up of the problem tran-
scription. It is also easy to experiment with alternativeigon strategies (e.g., multiple-shooting
instead of collocation), as well as withfitirent techniques to reduce the size of the NLP by means
of symbolic manipulation, in order get the best performanderms of convergence robustness and
CPU time. In all these cases, the high-level formulatiorhefproblem remains the same, only the
choice of the tool and its configuration need to change, thogleng problem-specific low-level
programming.

Last, but not least, the computational framework used tainkthe results presented in this
chapter has been entirely built using open-source softadepen standards. It is then possible to
use it as the foundation of extensions to publicly availabtds such as the SAM program, without
any issue that might arise from the use of commercial soéwar

6.5 Results & Discussion

The first analysis aims at assessing the performance of thelrdeveloped in this work, s&é.2,

by comparing its predictions to the yearly simulation resyielded by a reference SAM model
(i.e., with all the main settings keeping their default e&u The simulation is performed with
a control algorithm emulating the SAM control strategy, §6€8. The results are shown in Fig.
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6.23 whereby the yearly revenue (Rev) is shown as a functioneoTaS system capacitytes, for
several SM values. As expected, the revenue increasesder aM values (larger solar fields) and,

7 g
= .
= &
] o
= <
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h.cs [eq. hours] hes (€. hours]
@ (b)

Figure 6.2:Yearly simulation results in terms of revenue from eledyiplacement on the market
(i.e., Rev, ordinates axis). The results are shown as aiimof the TES system capacity (i.e.
hres, abscissae axis). The symbols refer to the SM valGezacomparison between the reference
SAM model (dashed lines) and the Modelica model documentetis work (solid lines).6.2b
percentage dlierences between the two models predictions.

for a given SM value, tends to grow as the size of the storaeisased, that is, as the amount of
energy which needs to be dumped through defocusing is rdd@e the other hand, a maximum
revenue is reached for each SM value, beyond which an irefdges does not influence further
the revenue.

As reported in Fig.6.2b the predictions of the two models are in close agreementhé&iu
more, the larger deviations, of the order of 5%, are encoedtéor plant layouts of negligible
practical interest, i.e., those characterized by largard@lds and comparatively small storage ca-
pacity. It is therefore proved that the adopted assumptidios/ to develop a comparatively simple
model, able of accurately predict the yearly system peréoe.

This simplified model is thus used to carry on the comparisetween the reference and the op-
timized operation strategy, s€6.3. In order to provide the first insight, the results regarding
10-days summer period are presented in Bi§. The considered tdfiwas adopted by the utility
companyPacific Gas and Electriin 2011, as defined in SAM2B]. The observed system is char-
acterized by a comparatively small storage capacity wispeet to the field size. The time period
starts with a week-end, which has dfdientfrop schedule. In order to perform the comparison on
a fair basis, the initial and final state of the TES in the ojtation problem are constrained to be
the same as they are in the simulation using the SAM control.

First of all, it can be noted from Figh.3athat the use of optimal control allowed to increase
the revenue of the period of about 7%, from 2.92 to 3.13 M$. ddfecusing operation, envisaged
in both cases, is managedidrently, dfecting the mass flow rate through the receiver, see, e.g.,
Fig. 6.3h The same graph shows how the power block operation variascassequence of the

158



DEsioN orF CSP Rants witH OpriMALLY OPERATED THERMAL STORAGE

2 Qrecincav

Rev. [M$]

0
tid] 6 8 10

(@)

0 2 4 6 8 10

(b)

TOD [1]

0.5

t[d]

(©

Figure 6.3:Comparison between reference and optimized solar towet plgeration during a
10-days period, from July thé"®o July the 18. The considered system features solar multiple
SM = 1.5 and storage capacityes = 3 eq. hours.

different control strategy. Thefects of the optimized control strategy can be clearly urideds
by considering also Figs.3¢ whereby both the storage level and the TOD factor are shBeimg
the storage capacity comparatively small, the optimalrotiet can not manipulate large amounts
of energy, and the plant load profile is therefore similatia two cases. However, the production
tends to be shifted towards the afternoon hours of working gahen the TOD factor is highest),
by reducing the load duringfispeak hours, i.e., by limitingneg to a value sfficient to prevent
storage overloading while avoiding the need of defocusiNgte that the hourly values afieg,
represented by the red dots, never fall in the forbidderorefgetween zero and the minimum load,
as expected from the problem formulation.
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Figure 6.4:Yearly results for the comparison between reference arithiztd solar tower plant
operation. The results are shown as a function of the TE®msysapacitynres. The symbols refer
to the SM values6.4aresults in terms of harvested revenue Rev, black linesnmopid operation,
gray lines: reference operation (these lines correspotitetsolid black lines reported in Fi§.29.
6.4bpercentage dierences among the results shown in Figlg red lines (and red ordinates axis):
iso-abscissae comparison (i.e., possible increase inuever a giverhres), black lines (and black
ordinates axis): iso-ordinates comparison (i.e., possiBcrease dires for a given revenue).

In order to present a thorough analysis, however, the yegsiem performance must be considered.
The solution strategy is the same, and the optimal contsoilrbas been obtained by separately op-
timizing each month of operation, and then by summing theltieg monthly revenues. Since the
adopted approach assumes perfect knowledge of the weatieeaét within the analysis interval,
considering monthly intervals may seem inappropriate. él@x; as discussed in Re2(], expand-
ing the forecasting horizon to more than-3 days has only a minorffect on the yearly revenue,
since the storage capacity limitation constrains the amofienergy that the optimizer can shift.
The plant yearly revenue as a function of the storage capadth and without optimal control and
for several SM values, is shown in Figi4a

Fig. 6.4bsheds some more light on these results. It can be seen thahy@torage capacity,
the optimal operation strategy allows for a positive gaiteims of revenue, ranging approximately
from 2% up to 5% (see red lines, and red ordinates axis). Motalcomplementary perspective
can be considered, i.e., the operating strategies can bgarethfor equal revenue yields, thus eval-
uating the potential reduction in TES system size they aflawor, in other words, their impact
on the system design. Also in this case, the gain achievableks to the optimized operation is
considerable (see black lines, and black ordinates axis).

To put these conclusions in the right perspective, thanigrder to properly discriminate among

an increase in the yearly revenue and a decrease of thelaastaa financial analysis considering

the whole plant life-time is necessary. A detailed finanoialdel has been developed to this end,
based on the framework implemented in SARM]; the adopted methodology is detailedAr?. All
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Figure 6.5:Financial comparison between reference and optimized smher plant operation

strategy: net present value (NPV) as a function of TES systguacityhres, for several SM values
(corresponding to dierent line formats). Grey lines: reference control strgtegd lines: optimized

strategy exploited to increase yearly revenue (see bBigh red lines); black lines: optimized
strategy exploited to decrease the investment (see &igfy black lines). The black-dotted line
(SM = 1.5) is not shown, being undistinguishable from the corredpangrey-dotted one.

the considered plants are assumed to sell electricity egatree PPA price. The Net Present Value
(NPV) of the project is adopted as the financial figure of mevith the purpose of examining costs

and revenues together, in order to evaluate mutually eixelusvestment features and decisions
[41.

The results of the analysis are summarized in Bi§, where the NPV is shown as a function
of the TES system capacity, for several SM values. It can bedtbat all the gray curves, referring
to the base case, i.e., to the reference control strateagh @maximum NPV value (NR\,) for a
given storage capacity vallges. Referring again to Fig6.2a suchhgs value is the one allowing
to reach the maximum revenue for the given SM value. In otherdgy this analysis allows to
properly penalize solutions yielding the same revenue aitincreasingly large investment.

The red curves show the impact of the optimal operating egfsabn the project NPV, ac-
counting for the revenue increase it allows for (see, eig.,6=4hb red lines). It can be seen that the
location of NPV,.« in terms ofhres is not varied with respect to the base case, as expected-ajter
6.4a In all cases, the financial advantage resulting from a cetagnalysis is larger if compared to
only the yearly revenue. The SM1.5 case can be considered as an example: NP¥ 915 M$
for htes = 5 eq. hours is obtained for the base-case, i.e., the gragettie in Fig. 6.5 For the
same system (SM 1.5, htes = 5 eq. hours), adopting the optimized control strategy alléor
an yearly revenue increase ©f4%, as shown in Fig6.4h Notably, this figure is coherent with
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previously published result2(]. However, this induces a gain ef 11% in terms of NPV, with
NPVnax = 103 M$, as shown by the red-dotted line in Fég5.

The black curves account for the impact of the optimal ofregadtrategy on the project NPV
as well but, in this case, what is being evaluated is the témtuin the investment it enables (see,
e.g., Fig.6.4h black lines). As expected, the NPV is in general larger th&none characterizing
the base-case, and this gain grows for larger TES systengitagdowever, the gain results always
lower than in the previous case, approaching the same valtieei SM= 3.5 case. The factor
determining this situation is the comparatively low spedifost of the storage system which, for a
state-of-the-art system with SM 2.5 andhres = 15 eq. hours, accounts for approximately 10% of
the total installed cost.

Even though these conclusions are strongly influenced bypdnemeters adopted in the fi-
nancial analysis, their validity is expected to hold undéthe foreseeable realistic scenarios for
state-of-the-art systems.

6.6 Conclusions

Concentrated solar power plants with thermal storage armmiping technology, increasingly
considered as an option for widespread conversion of rdsleveaergy. In a context of time-varying
tariffs, the storage system can be used to shift the productioe tadist profitable hours, exploiting
the dispatchability capabilities of this technology. Then @f the work presented here was to
assess the potential of optimal control techniques, appbethe storage operation, to increase
the profitability of the plant. To this end, the model of a staf-the-art central receiver plant
has been developed using high-level modelling languagesdoon data available in the literature
and in the SAM reference software. Optimal control probldmase then been formulated and
solved. The dferent operating strategies are compared based on a ddia#dadial analysis over
the project life-time. A wide system design space is considieand the results are presented for all
the foreseeable combinations of solar field size and st@ggfem capacity.

A novel methodology is introduced, which allows to propeaisess the potential of optimal
control in terms of both the increased revenue and the reldongestment cost it allows for. In other
words, it becomes possible to evaluate the influence of teeatipg strategy on the system design.
It is demonstrated that optimal control should be taken amttount when estimating the potential
plant revenue since its design and sizing phase. This totestia new tool in the designer’s hands
who, depending on the specific project characteristics arahéial framework, may be keen on
favouring a larger electricity production or a compardtidewer investment cost. In summary, the
main findings of the work are:

e For state-of-the art systems operating in a context of trarging tarifs, it seems profitable
to exploit optimal control to the end of increasing eledtyiproduction. This is mainly due
to the comparatively low impact of the storage system cogherinvestment. On a yearly
basis, an average gain in the revenue of the order of 5% ignebttavith respect to usually
adopted short-sighted strategies. However, this figurenigliied to more than 10% in
terms of net present value of the investment when applyiagtimplete financial analysis
presented here. Notably however, the storage capacity fiichamaximum profitability
occurs seems to be independent from the considered omgesataiegy.

e The potential of optimal control in terms of investment caefuction has been unveiled
for the first time. For the case-study technology considetieid follows the possibility
of harvesting the same revenue with a smaller storage dgpdeven if this solution is
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suboptimal for current CSP practice, it might assume pratsignificance in evaluating
plants with diferent cost structure, e.g., featuring larger storageivelabst, as is case of
PV/batteries installations.

e The results have been obtained with open-source softwateadotal of about 50 code
lines.

A future step of this research might involve the implemeéotaof the proposed methodology as an
extension of reference design models, such as the modetingpited into the SAM program.
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A.1 Solar Fields Design

This section details the procedure adopted in order tokitaidesign of the solar fields considered
here. It shows how the field reflective surfatg- and its time-varying opticalfciency oy are
defined, see Ecf.1 As described ir§6.2, several solar fields characterized bffelient SM values
are designed for the same hypothetical plant power outpagtion, and so forth, using the data
reported in Tab.2. For a given SM value, the adopted algorithm, based on theSuHI3 code
[30, 31], searches for a system design capable of yielding the ktgheancial returns, accounting
for capital and other costs against the projected elettrroduction. The main objective of the
tool is to optimize the geometric relationships among thénncamponents of the solar power
harvesting system, i.e., the solar field, the tower, and ¢leiver P5. It is worth noting that all
the designed fields share the design boundaries defined lathen Tab.2, aiming at reducing
the complexity of the treatment and at facilitating the ogjucibility of the results. The ranges of
variation for the design variables, in particular, haverbselected such that reasonable layouts can
be obtained regardless of the considered SM value.

The modelled receiver is of the tubular type, with constdsoaptivity arec and emissivity
€coating 1he main constraint regarding the design of this compoigetiie maximum admissible
heat flux on its surface (see “rec. max flux”). Regarding tHardfeeld, a general layout constraint
is expressed in terms of the maximiminimum distance of the farthetoser heliostats row from
the tower (see “helio.-tow. distantéow”). The modelled technology relies on square heliostats
with a 12 m side (reflective part), whose main optical praperare also reported in Tal2. As
anticipated in§6.5, these are arranged inradially staggered, surrounéield which, for the sake
of the layout optimization, is discretized in radial andnaathal zones (seeN rad. zones” andN
azim. zones”). In order to solve the SF design problem, aimapthumber of heliostats has to be
allocated within each zone. The program evaluates disc@teinations of values for the main
design variables, i.e. the diameter of the receggc and its height-over-diameter ratibl(D)rec,
and the tower heightlrow, with a grid-spacing based on the search interval and onuhwar of
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Common parameters

Location  Daggett - CA Longitude -116.8
Latitude P]  34.9
Wel, gross[MW E] 115 npPB [%] 40
arec (%] 94 €coating [-] 88
rec. max flux [kWf m2] 1000
(helio. - tow. distanc#ttow)min [-]  0.75 (helio. - tow. distangéltow)max[-] 12
Anelio [M?] 144 image error [mrad]  1.53
Nrad. zones{] 12 N azim. zones{] 12
non SF land area [f 182109 SF land area multiplier] 1.3

N opt. levels 10
(Drec, (H/D)rec, Hrow) [-]

Design Variable LB uB
Drec [M] 8 30
(H/D)rec [m] 0.5 2.5
Hrow [M] 100 300

Table 2: Design parameters and variables used within the raditdlygered solar field layout
optimization, with relative lower (LB) and upper (UB) bowsdSeveral quantities appeared in Tab.
6.1, and are reported here for the sake of clarity. For all theglesign variables, the defined range
of variation is discretized into 10 points. These data araroon to all the solar fields designed in
this work.

optimization levels (seeN opt. levels”).

The most critical step is the evaluation of the flux distribaton the receiver surface as a function
of solar position, which DELSOL3 calculates based on sajgiaited aiming techniques. This infor-
mation allows to iterate on the system design, accountinghfomaximum flux levels the receiver
can withstand, until an optimum layout is determined. Thaults regarding the geometry of the
solar power harvesting system are reported in Baflhe radial step indicates the distance among
two subsequent heliostats rows, and it is assumed consithim wach field. It can be noted that the
relation between the are&r and the SM value is not linear, reflecting the decrease of ptiead
performance as the solar field size grows. As detaile@th DELSOL3 outputs also a 2D matrix
reporting the field opticalféiciency appearing in Ed.1, and defined as

Nopt(t, 10¢, SF)= (Frec Arec) (DNI Aneiio Nheiio) (17)

whereFrec [KWT m~2?] is the average flux incident on the receiver at the given tandAggc [m?] is
the receiver surface. In other words, the total radiatiaidient on the receiver is divided by the total
radiation incident on the heliostat field mirrors for a giwatar position. This last bit of information
is fully specified in terms of Azimuth and Zenith angles whighturn, can be calculated for the
given time of the yeart) and the plant location (loc) by means of standard methegs,esg.,28].
The values ofy,p;, calculated for the fields whose geometry is defined by tha maTab. 3, are
reported in Tab4.

164



DEsioN orF CSP Rants witH OpriMALLY OPERATED THERMAL STORAGE

Solar Multiple (SM)

1.5 2.0 2.5 35
Nhelio [-] 6435 8012 10979 16058
Ase[m?] 926640 1153728 1580976 2312352
total land area [krfj 7.12 6.85 11.65 20.13
Drec[m] 105 13 13 15.5
Hrec [m] 24.0 235 29.5 35.0
Arec [m?] 792 960 1205 1704
Hrow [M] 144 189 189 211
min dist. from tow. [m] 108 142 142 158
radial step [m] 135 177 177 198
max dist. from tow. [m] 1597 1558 2089 2534

Table 3:Design results for the optimized solar power harvestingesys The adopted parameters

and variables are listed in TaB.

z A.[]
: ?&\fl 0 30 60 90 120 150 180 210 240 270 300 330
15 .680 .680 680 680 680 680 .680 .680 .680 .680 .680  .680
05 2.0 720 .720 .720 .720 719 719 719 719 719 .720 720 .720
: 25 .667 .667 .667 .667 .667 .667 .667 .667 .667 .667  .667  .667
3.5 .640 .640 .640 .640 .640 .640 .640 .640 .640 .640 .640 .640
15 .680 .680 679 678 678 677 .677 677 678 678 679  .680
7 2.0 720 720 719 716 715 714 713 714 715 716 719 .720
25 .669 .667 .666 .664 .664 663 .663 .663 .664 .664 666  .667
3.5 .638 .638 638 .637 .637 .637 636 .637 .637 .637 .638 .638
15 .674 .673 672 669 668 666 .666 .666 .668 .669 .672  .673
15 2.0 714 714 .710 .706 .703 .700 .699 .700 .703 .706 .710 714
25 .659 .659 .658 .656 .654 .653 .652 .653 .654 656 .658  .659
3.5 .632 .631 631 .630 .629 .627 627 .627 .629 .630 631 .631
15 .659 .659 656 .652 647 645 643 645 647 652 656  .659
30 2.0 .704 .702 .697 .688 .680 .674 .672 .674 .680 .688 .697 .702
25 .646 .645 642 638 635 631 .631 631 .635 .638 .642 645
3.5 .617 .616 .615 .612 611 .609 .609 .609 611 .612 .615 .616
15 .642 .641 636 630 .624 619 617 619 624 630 .636 .641
45 2.0 0.690 .687 .678 .666 .653 .646 .643 .646 .654 .666 .678 .687
25 .627 .626 622 616 .610 .606 .605 .606 .611 616 .622  .626
3.5 .599 .598 .595 .591 .589 .586 .585 .586 .589 .593 .595 .598
15 .603 .600 .594 .585 577 .570 .569 572 .578 .585 .594 .600
60 2.0 .646 .641 .630 .614 .599 .589 .585 .589 .600 .615 .631 .642
215 .588 .585 579 572 .564 .558 .557 .559 .564 .573 .580 .586
3.5 .560 .559 .556 .551 .546 .543 .543 .543 547 .551 .556 .559
15 480 A76 469 460 448 440 440 442 450 462 470 478
75 2.0 499 494 483 464 447 432 431 434 .449 .466 485 .496
215 464 461 .454 447 436 429 428 431 437 448 .457 464
3.5 447 445 442 436 431 426 426 428 432 438 443 .448
15 313 308  .301 294 283 275 280 278 286 299 304 311
85 2.0 .296 291 .282 .265 .255 242 244 .245 .257 .268 .286 .294
25 297 294 288 281 271 265 266 267 273 283 291  .297
35 .292 292 .290 .283 .278 273 275 .276 .281 .286 292 .294

Table 4: Design results for the optimized solar fields. Field optiefiiciency nop (see Eq.17),
calculated for the fields whose geometry is defined by theidafab. 3. The results are reported,
for the four solar multiples considered, as a function ofrAaih (A.) and Zenith (Z.) angles, which
define the solar position.
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General
N 25 d 8.2 iinfl 2.5 Nioan 20
[year] [% year?!] [% year] [years]
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Direct and Indirect Costs (Egs. 21, 22)
Sleoetr 15 SRogr 180 BORost 350 PBogr 1200
[$m2] [$m2 [$ kWZ [$ kWl
TES ot 27 TOWixed 3 TOWscaiing  0.0113 REGs 110
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Operating Income (Eq. 23)
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lperf. degr. 0.5
[% year?]

Table 5:Data adopted in the financial analysis. The meaning of therteg quantities is discussed
in the body of the appendix.

A.2 Financial Analysis

The financial model presented here has been developed fiofdive SAM framework26] and the
work of [41]. The parameters for the analysis, reported in Ealare assigned typically encountered
values, see, e.g10]. The selected figure of merit is the Net Present Value (NFW@solar power
project, i.e., the sum of the actualized net cash flows albagtoject life §1], which reads

S OF Fy Fa Fx
— n e e D ———
NPV_;(1+d)”_F°+(1+d)1+(1+d)2+ Taran (18)
N is the analysis period (i.e., the project life), ahthe nominal discount rate
d = ((1 + d,/100) (1+i/100)- 1)- 100 , (19)

whered; is the real discount rate, amds the inflation rate. Th&, terms represent the net after-tax
cash flows in then years: a negative value represents a net outflow, a posiive \a net inflow.
They are evaluated as

—(1 - fgen/100) (DGHIC) ifn=0 (20a)
Fn = op. inc.f) —inc. tax() + tax sav.Q) + ... (20b)
... — debt repaymr{) — debt int. paymi) ifO<n<N (20c)

For the first year of the analysis, i.e. conventionally tfey®ar, the financial balance accounts for
the debt portion of the investment only, expressed as adraéiey of the total installed costs, i.e.,
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as shown in Eq20a the sum of direct-costs (DC) and indirect ones (IC), repely defined as

DC = (SI+ SF+ BOP+ PB+ TES+ TOW + REC) (1+ %) ) (21)
IC = EPC+ LC + Siax - (22)

The first two terms in Eg21 account for the solar field costs, in terms of site improvensn
and of heliostats cost SF, as SWAsr Sleosr and SF= Ase SR.oqr, respectively. Similarly, BOP and
PB account for the cost of the Balance Of Plant and of the pb¥eek, as BOP= Wy, grossBOPeodr
and PB= Wi grossPBeoar. TES relates the storage system cost to its capacity in tefrtreermal
energy, i.e TES: W gross TES0ar- The tower cost is evaluated by multiplying a fixed cost compo
nent to an exponential function of the tower height, i.e. W@ EXP (TOWscaiing Hrow) TOWhixed.
The receiver cost is found by multiplying the cost of a refieescomponent (i.e., RES) by the
corresponding surface ratio, i.e., RECREGer (Arec/Arec, re)"Eoc2ing, A contingency factor (i.e.
“contin”.) is also considered.

As shown in Eq22, the indirect costs account for the Engineering-Procurgs@®nstruction
Costs (EPC), calculated as a percentage of the direct costs. The land cost term LC is eval-
uated by applying the unit cost d@ieient riung to the total land area needed (see T&p. The
sales tax & is a one-time tax included in the project total installedtc@sd therefore in the
depreciable basis (see in the following), and is calculateda fraction of the direct costs as
Stax =DC (baseales ta%loo) (rsales ta)(loo)

Regarding the financing scheme, a fractifg, of the total installed cost is assumed to be
borrowed. This initial debt is payed back through annual amt®(i.e. “debt repaym.”), calculated
by using the levelized mortgage payment methodology, by.assuming constant payments on
principal amount over the loan terMa, at the rate s, The payment of interests is evaluated by
applying the same rate on the remaining debt, through aramalnts (i.e. “debt int. paym.”).

For the calculation of the cash flows for the following yearthe analysis, i.e., when@ n <
N, Eq. 20capplies (the dependency fromcommon to all terms, is not explicitly indicated in the
following in order to improve readability). The first termcaunts for the operating income the
project generates in thé" year, i.e.,

op.inc. = Rev— (O&M cap+ O&M gen + insurance) (23)

Rev indicates the yearly revenue from sold electricity, far the £ year, the performance indicator
used throughou§6.5. Thus, an annual average value for the energy fRicean be defined a@¢ =
E/Rev, withE being the sold energy. These values are used as the bagsis famdlysis and, for the
following years (i.e., for kx n < N), the plant revenue is calculated as ReEcor,/ﬁgycmr, whereby
Ecorr COrrectsE accounting, year after year, for the degradation of perfmmar pert. degr, andl3E, corr
applies the annual PPA price escalation 1, escalationtO Pe. Furthermore, both quantities are
yearly inflated by considering thgy rate.

The O&Mcap and O&Myenterms in Eq.23 refer to the operating and maintenance costs related
to the plant nameplate power capacity and the generatedyeBeand are evaluated by multiplying
these quantities by the corresponding fioents O&Mapcoar @aNd O&Mgencoer. Also the annual
insurance cost is considered as an operating expensef@tgereducing the taxable income, see the
following), and is calculated as a percentaiggrance0f the total installed costs (i.e., DAC) . For
the years of the analysis following the first, all the quaggitappearing between brackets in 28.
are recalculated accounting for inflation.

The second term in EQOcrefers to a global annual income tax, which applies to a peace
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lnc. tax Of the taxable income, and reads
inc. tax = (Iinc. tax/100) (op inc. — debt int paym — depreciation) (24)

The depreciation term represents the decrease in valueojgfcpiassets over the analysis period,
and it reduces the taxable income. In the present work, thealked Modified Accelerated Cost
Recovery System depreciation scheduliei@d by the US Federal government using a five-year
life and half-year convention is used, commonly referred46-yr MACRY41]. The depreciation

is expressed as a percentage of the depreciable basisspmrding to the total installed costs in
this analysis, and it applies to the first five years of theqmwjife as follows: 20%, 32%, 19.2%,
11.52%, 11.52%, and 5.76%.

The third term in Eq.20crefers to tax savings deriving from tax credits or incergivi the
present analysis, only an Investment Tax Credit equal tadiémrrc of the initial investment (i.e.
of the total installed costs) is considered. This applietherfirst year of the analysis, i.e. for= 1
only.

A.3 Modelica and Optimica listings

Listing 1: Plant model in Modelica.

model CSP_tower
input Real Q_rec_inc_av ;
input Real m_PB;
input Real Q_def;
output Real x_TES;
Real m_rec_HTF;
Real Q_rec_inc;
Real Q_rec_abs, Q_rec_HTF, Q_rec_HTF, Q_lost, W_PB;
parameter Real alpha_rec = 0.94;
parameter Real eta_rec_th = 0.88;
parameter Real eta_des = 1;
parameter Real f_max_Q_rec_inc = 1.2 ;
parameter Real T_TES;
parameter Real x_TES_® = 0.05;

equation

Q_rec_inc = Q_rec_inc_av - Q_def;
Q_rec_HTF = Q_rec_abs * (1 - eta_rec_th);
m_rec_HTF = Q_rec_HTF;

W_PB = m_PB * eta_des;

T_TES * der (x_TES) = m_rec_HTF - m_PB;
initial equation

x_TES = x_TES_0;

end CSP_tower;

Listing 2: Optimization problem in Optimica.
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optimization optim(objectiveIntegrand =
-plant.W_PB*f_TOD + c*du_dt"2 + g*s*(u-plant.f_min_m_PB),
startTime = 0, finalTime = 7%24*3600);

CSP_tower plant(T_TES=15%3600);

parameter Real g = 1;

parameter Real c = 2250000;

input Real Q_rec_inc_av;
input Real f_TOD;

input Real f(min=0, free=true);
input Real du_dt (free=true, nominal = 4e-5);

Real s(free=true);
Real u(min=0,max=1.0);

equation

Q_rec_inc_av = plant.Q_rec_inc_av;
TOD = plant.TOD;

u = plant.m_PB + s;

der (u) = du_dt;

f = plant.Q_def;

initial equation

plant.m_pb=0;

constraint

s >= 0; s <= u;

m_PB >= 0; m_PB <= 1;

Q_def >= 0;

x_TES >= 0.05; x_TES <= 1;
Q_rec_inc >=0; Q_rec_inc <= f_max_Q_rec_inc;
f >= 0; f <= plant.Q_rec_inc_av;
plant.x_st(finalTime) = 0.05;
end optim;

Nomenclature

QW = thermal and electrical power [various units]

m, P = mass flow rate [kg 3], electricity price [$ kWi']

t, Rev = time [various units], plant yearly revenue [M$ yedr
T, X = temperature’lC], storage levelf]

n,a = efficiency and absorptivity-]

Eavail, Erefl = average heliostats availability and reflectivity] [
AH = surface [mM], height [m]

D, hres = diameter [m], storage capacity [eq. full-load hours]
loc = plant location [-]

Subscriptst superscripts
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E, T = electric, thermal

REC, TOW = receiver, tower

TES-C, TES-H = cold and hot tanks in the TES system
in, out = inlet and outlet conditions of a given HTF stream
opt, inc, av = optical, incident (radiative flux), available
min, max = minimum and maximum

in, fin = initial and final

Acronyms

R&D = Research & Development

CSP = Concentrated Solar Power

TES = Thermal Energy Storage

CR = Central Receiver (i.e. solar tower)
HTF = Heat Transfer Fluid

PPA = power purchase agreement

TOD = Time Of Day

LCOE = Levelized Cost Of Electricity

SAM = System Advisory Model

DNI = Direct Normal Irradiation [W r1f]

NLP = Non-Linear Programming

PB = Power Block

SF = Solar Field

SM = Solar Multiple

Oo&M = Operations and Maintenance

NPV = Net Present Value
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CHAPTER 7

Abstract This chapter describes the commissioning of the Flexibjensetric Shock Tube (FAST)
setup, designed and built at the Delft University of Tecbggl The aim of this Ludwieg Tube facility
is to measure wave propagation speed in the high pressueeddithe tube, with the final objective
of providing the first experimental evidence of the raratacshock waves in the dense vapor region
of fluids formed by complex organic molecules. Measurenwartdhe performed for a variety of
fluids, and up to temperature and pressure conditions equdD& C and 20 bar, respectively. A
fast opening valve induces a pressure disturbance profragan the tube, which is thus sensed
through 4 dynamic pressure transducers. The FAST compoaeadtthe measurement methodology
are described in detail. The fast opening valve is charazger in terms of its opening time. The
results regarding a shock wave forming in air are presentet] used to demonstrate and validate
the setup capabilities. Preliminary expansion measurémanDg siloxane are also presented,
being of special interest to the end of the envisaged nossidal gas dynamics experiments.

7.1 Introduction

The branch of gas dynamics investigating exotic specimaals as rarefaction shock waves, and
mixed or split waves, is called non-classica) B]. However, the existence of non-classical gas
dynamic phenomena in the single-phase vapour regionlisstdpen question in fluid mechanics.
Nsotwithstanding a certain number of attempts, experiai@vidences are lacking.

The empirical verification of the voluminous theoreticadigdorming non-classical gas dy-
namics, contributed by a number of scientists worldwidessite first decades of the®2@entury,
would constitute a big advancement for science. Furthezpeocomparatively close at hand indus-
trial application already exists in the field of organic Rawekcycle (ORC) turbogenerator3, [4],

a technology for the conversion of thermal energy into elety presently growing at a fast pace
(5]

This work documents the design, construction, and comorgsj phases of the flexible asym-
metric shock tube (FAST) set-up. This is a dense gas Ludwieg tonceived and installed at the
Delft University of Technology, The Netherlands, with thiemaf providing the first experimental
proof of the most fascinating and evanescent non-clasgasatlynamicsféect, namely the rarefac-
tion shock wave (RSW).

The theoretical framework surrounding this research ismsarized in§7.2, together with a
literature review regarding past experiences in the fielkpkerimental non-classical gas dynamics.
A conceptual description of the FAST set-up and of its wagkpninciple, and the detailed descrip-
tion of the main components are providedin3. The data acquisition and control infrastructures
are presented i§i7.4. The results of the preliminary experiments conducted @eoto validate the
functioning of the FAST are reported and discussegl7is, while the conclusions of the work and
an putlook to the future are presentedin6.

7.2 Fundamentals

The first studies in the field of non-classical gas dynamiagwenducted by Nobel-laureate Hans
Bethe, in 1942 ¢]. An early contribution is also due to ZeldovicH][and Weyl B]. Though, it
was Thompson who first provided a systematic treatment iseitsinal works , 9, 10]. A recent
review can be found in Refl[l]. A necessary condition for non-classical behaviour tolgsjrally
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Figure 7.1: Saturation and” = 0 curves in thesz — Pr plane of reduced specific volume and
pressure, as computed by the SW thermodynamic md@l for siloxane 3 (dodecamethylcy-
clohexasiloxane, GH3606Sis): MW = 4449 [g molY], Tegr = 3727 [°C], Pcg = 9.61 [bar],
pcr = 2468 [kg m3]. Reduced thermodynamic variables are made dimensiobiesir critical
point values. The non-classical region (BZT region) is lmd by the saturation curve and the
I' = 0 curve.

admissible is that the fundamental derivative of gas dynami

_1. P[0\ ¥ (P
F=l+ c(ap)s_ 2c2 (6v2 L’ (7.1)

a thermodynamic property of the fluid first introduced by HayE?], is negative in part of the
covered domain. In definitior8(1), p is the densitysis the entropyP is the pressure; = 1/p is the
specific volume, and is the zero-frequency speed of souwne (0P/dp)s. If T is negative in a finite
thermodynamic region, RSWs are admissible, among otheaked non-classical waveS][ From
basic gas dynamics theor9,[L2], an expansion perturbation entirely embedded irtke0 region
necessarily evolves as a discontinuity, namely as a nasicla rarefaction shock wave, whereas
a compression disturbance disintegrates into an iseotrapi-classical compression wave. After
the names of the above mentioned scientists, substancesctdrized by thermodynamic states
featuring negative values @f in the dense vapour phase are called Bethe-Zel'dovich-Ppisom
(BZT) fluids.

Much attention has recently been devoted to the computafitime negativd- region, and to
the identification of BZT compounds among both pure fluide,Ref. [L3] for a review, and binary
mixtures [L4]. Currently, there are three classes of substances peeldiotbe BZT by the most
accurate thermodynamic models available, namely hydbocer [L5], perfluorocarbons5-17],
and siloxanes1g]. Figure7.1shows the saturation curve and the non-classicat Q) region of
the cyclic siloxane [p.

Experimental evidence of non-classical gas dynamics idadla only for flows displaying lig-
uidvapour phase transition, see Ref&022], or in allotropic phase changes in solid-solid sys-
tems R3]. In the single-phase vapour region, only classical gasathios phenomena have been
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observed so far. Compared to the amount of theoretical anterical studies on non-classical
gas dynamics, a comparatively limited amount fibe has been devoted to experimental assess-
ments, mainly due to the technicafiitiulties related to the observation of these fleeting waves, a
discussed in Refs2f, 25].

A first attempt has been carried out in the former USSR by Burend colleagues in 1983
[26, 27] who claimed to have measured a RSW in Freon-13 (trifluocinhethane, CGF). Fer-
gason et al. 44, 28] and others 22, 29 refute that this could have been a RSW in the single phase
region and provide alternative interpretations of thategipent by pointing towards critical point
phenomena and two-phasfeets. Recent studies show that the fundamental derivatigasody-
namics indeed is negative in the two-phase critical poigibre[30] and that rarefaction shockwaves
are possible in close-to-critical conditiorsl].

In the early 2000's, a shock-tube experiment has been paisine University of Colorado
at Boulder, with the aim of producing a RSW in perfluorocarifioid PP10 (Perfluorofluorene,
C13F2,), see Ref. 24]. The experiment eventually failed because the workingdflunderwent
thermal decomposition due to the extremely high operatmgperature. This put into evidence
one of the major obstacles, namely that the BZT thermodynaegiion is very close to the thermal
decomposition temperature of suitable organic fluids, tvisdn the range 350—4(. In addition,
the repeatable rupture of the shock-tube diaphragm prowattainable due to the relatively small
pressure dference and the large acoustic impedance of the fR2d33].

7.3 The FAST Set-Up

Building on the experience acquired during the Boulder grpent, the novel FAST set-up for
the generation of RSWs has been conceived, designed angiumed at the Delft University of
Technology, The Netherlands, with the participation of aterinational consortium of academic
and industrial partners, as documented in R2%].[

Siloxanes have been selected as the working fluid class éaahilable knowledge regarding
their thermal stability 34, 35|, thermodynamic propertied 9, 36-38], and their use as working
fluids in thermal energy conversion syster88441]. Moreover, the products of thermal decom-
position of siloxanes are non-toxic polymers, whereasnia¢decomposition of perfluorocarbons
may result in highly corrosive hydrofluoric acid (HF) and siby other very toxic compounds.
Furthermore, the flammability of siloxanes is far lower thiaat of hydrocarbons.

Few of the compounds of the siloxane family are candidate Bdids [18]. Initially, D¢ is
chosen as working fluid as the result of a tradiebetween the size of the predicted BZT region and
the thermal stability of the fluid.

The design of the RSW experiment drove studies aimed atrligéatifying the thermody-
namic region within which non-classical phenomena are ssilnle, see, e.g., Ret]. Given that
the experimental conditions areffitult to realize and that the rarefaction shock wave is exgobct
to be weak, therefore more challenging to measure, sevetabis proposed methods aimed at
relaxing the experimental constraints by producing corpaely stronger phenomenag).

In particular, Guardone et al4§] presented an analytical procedure to identify the thermo-
dynamic states resulting in the RSW exhibiting the maximuesgure dference, the RSW with
maximum Mach number, and the RSW with the largest strengtr, the entire dense-vapour ther-
modynamic region of a given BZT fluid. Uncertainty quantifioa applied to flow simulations has
been preliminarily used, as an aid in determining the ogterperimental conditions4H4].
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Figure 7.2: Conceptual layout of the FAST dense gas Ludwieg tube sepesentative of
a time instance after the opening of the FOV separating thegehtube (CT) from the reservoir
(LPP). A rarefaction shock wave (RSW) propagates into thergghtube at supersonic spead
Past the RSW, the fluid is accelerated from rest conditions post-shock conditions B and flows
into the reservoir through the nozzle. At the nozzle threamjc conditions S are attained.

7.3.1 Working Principle

The working principle of the FAST setup is depicted scheaadiii in Fig. 7.2 The Ludwieg-
tube facility is composed of a high-pressure charge tubeected to a low pressure plenum. The
charge tube and the reservoir are separated by a fast opealiregy The fluid is initially at rest
and the temperature is kept uniform by a suitable thermatirabaystem. The experiment starts
when the FOV is opened, thus connecting the charge tube toetigvoir. Depending on the
pressure, compression or rarefaction waves will propagétehe charge tube. In case of suitable
initial states A (charge tube) and R (reservoir) in a BZT fltifek rarefaction waves are expected to
coalesce forming a RSW. The fluid is accelerated from restliions A to condition B, and thus
flows into the LPP through a nozzle integrated in the FOV. Tawzte is designed to work in choked
conditions in the RSW experiment, in order to prevent disgnces to propagate from the plenum
into the charge tube. Fast response absolute dynamic peasansducers are flush-mounted along
the charge tube in order to measure the incident wave.

A time-of-flight (TOF) method can be adopted to determinegppeed of the waves travelling
in the CT as discussed in ReRq]. The wave arrival time is measured at four consecutiveostst
i.e. pressure probes PFIPT4 in Fig. 7.2 Since the distance between the stations is known, the
wave speed can be easily calculated.

This procedure can be first adopted to estimate the speedintisn the unperturbed state,
namely by inducing a weak (acoustic) disturbance propagatirough the charge tube. This mea-
surement is expected to be more accurate than the predatiiamed by means of the thermody-
namic models available for siloxanes.

Stronger pressure waves can be generated in the same waypye/grying the initial pressure
levels in the setup) and their speed of propagation measgeatding to the same principle. In
case a RSW is formed, its speed must be greater than the fmwd ®f sound just determined. In
other words, by measuring thefidirence in wave speed between to subsequent experimests, it i
possible to detect if a wave is moving at supersonic speed,dloving that it is indeed a RSW.

Fig. 7.3 shows the RSW and the expansion up to the nozzle throat inetheced volume-
pressure plane, and the flow Mach number profile along thegehmibe at time = t;, i.e. the
instant in which the shock is predicted to be fully formed][
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Figure 7.3:Left: Expansion in the charge tube up to the nozzle throgtévtP, plane. Right:
Mach profile at time = t; for a fully formed RSW.

The entire setup is constructed out of stainless steel AIBITB and all connections are sealed
using graphite gaskets, making the facility an hermetiagtbsed system, whose schematic layout
is shown in Fig.7.4. In order to attain the desired conditions in the CT, the wagHluid is heated
and vaporised in the vapour generator (HFT). Once the tprgssure is obtained, a valve is opened
connecting the HFT with the reference tube (RT), a compouset for the thermal control of the
charge tube (CT), and the CT itself, where the desired shpating is thus induced by heating the
vapor. Once all temperatures have stabilized, the test egimbThe valve between the HFT and
the RT is closed just before the FOV opening to avoid flashirtgeliquid in the vapour generator.
Most of the fluid in the CT flows to the LPP and condenser (CONiigrahe FOV is opened,
where it condenses and is stored in the return line (RL). R®istibsequent experiments, the FOV
is closed again and the valve between HFT and RT is openediar tw fill with vapor this last
volume together with the CT. This procedure can be repeatttiie liquid level in the HFT lies
within acceptable limits.

7.3.2 Vapour Generator

The vapour generator, or HFT, is a 5.9 liter vessel desigodating the working fluid up to the
desired thermodynamic conditions, see Figg5. During normal operation, the HFT contains a
liquid-vapour mixture of the working fluid, in conditions tfermodynamic equilibrium (i.e. satu-
ration). A connecting pipe leads to a burst disc that breags dar followed by an overpressure
valve as safety precaution. At the bottom of the vessel,itfuid can be extracted through a manual
valve (connected to flange 1 in Fig..5. The connection to the reference tube is done through
flange 7, which can be closedf oy similar valve. Another connection leads to the flow retpipe
through flange 3, and can be closdiilny a pneumatic valve. The flanged connection 8 is used to
fill the HFT with liquid. Several other flanges accommodate thquired instruments. A PT-100
temperature sensor is installed at flange 2 (TE1.0 inF#), a static pressure transducer with stain-
less steel membrane at flange 5 (P1.0), and a radar liquitifester at flange 6 (LL). The vessel
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Figure 7.4:Schematic overview of the FAST setup.
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Figure 7.5:Drawing of the vapour generator (HFT). Numbers correspanth flanged connec-
tions: 1. liquid drain, 2. PT-100 sensor (TE1.0in Fig7.4), 3. to return line (RL), 4. to burst disc,
5. static pressure transducer (P1.0), 6. liquid level mtey, 7. reference tube (RT)

is equipped with a 1.5 kW ceramic band heater on the bottotinseclo ensure good conducting
contact between the band heaters and the wall, a 2 mm graaféteis inserted between the band
heater and the metal wall. Under normal operation conditidime liquid level is high enough to
cover the wall in contact with this heater, which is used asiain supply of thermal energy.

Preliminary tests have highlighted that condensation icou the unheated sections, after
which the condensate accumulates and cools below saturadinditions. This subcooled liquid
periodically flows back in the bulk liquid, temporarily céag boiling with a pressure drop as a
consequence. This induces a periodic instability, whigvnts to maintain the desired stable ther-
modynamic conditions. In order to overcome this problerhtted walls of the HFT are heated.
However, since saturation conditions must be guarantedtkimessel, the walls are kept at a tem-
perature below the saturation value, such that no supéinlyeaf the vapour occurs. In the middle
section of the vessel a 2.8 kW ceramic band heater is useith, &gh an interposed graphite layer.
The pipe leading to the burst disc (flange 4), the pipe leattirthe reference tube (flange 7), and
the top of the vessel are equipped each with a 6 m long 1 kWrgeatire. The entire HFT is
covered with a layer of minimum of 50 mm rockwool insulation.

7.3.3 Reference Tube

The reference tube, or RT, is a component used for the thexomadol of the charge tube. For this
purpose it has the same geometry of a section of the chargesidept for its length, which is 500
mm. It has an internal diameter of 40 mm and 15 mm thick wallso@e end, a PT-100 is mounted
to accurately measure the fluid temperature (TE2.0 in Fig). Two lines connect the RT tube to
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the rest of the setup: one leads to the HFT, while the otheisléathe charge tube. The thermal
input is provided by a 335 W glass silk heating jacked, whidditides a 25 mm glass silk insulation
layer.

7.3.4 Charge Tube

The charge tube, or CT, is the long pipe through which presswaves propagates. The inside
diameter is equal to 40 mm, and the inner surface is rectifieicetectrolytically polished in order
to reduce friction fects which cause attenuation in the propagating waves. nem thick walls
enhance an even distribution of the thermal power. It ist logilof six elements of 1520 mm length
each, joined through custom made male-to-female conmectidth copper seals. The entire pipe
measures 9 m in total, and is placed on sliding supports wédlokv for thermal expansion. Each
section is heated by a 950 W glass silk heating jacket, whicludes a 25 mm thick insulation layer.
One end of the pipe connects to the fast opening valve whittséted into the LPP, while at the
other end a PT-100 temperature sensor is mounted (TE3.@irYH). The pressure measurement
stations are created by flush-mounting four high frequemegsure transducers along the CT at a
distance of 4, 4.3, 8.4 and 8.7 m from the FOV (P¥P1T4). The instruments are placed in pairs
in order to perform speed of flight measurements at tvii@idint locations in the tube. In the case
of a RSW in 0, a RSW is expected to form between the first and second measotgair P5].

7.3.5 Fast Opening Valve

The most complex piece of equipment of the setup is the fastiog valve, or FOV, contained in the
LPP and shown in Figr.6. This custom designed component is able to operate up t&CAQR@hout
lubrication, in order to avoid contamination of the workifhgid. When the FOV is in the opened
position, the working fluid can flow through the venting hopessent in the inner and outer body.
In the closed position, a sliding cylinder is interposedisstn these two bodies, obstructing the
venting holes. The sliding cylinder is pressed into a perfiaastomer compound sealing pad on
the flange to ensure the first sealing point. The second gsdalperformed by a perfluoroelastomer
O-ring placed between the sliding cylinder and the innerybédhigh temperature spring built with
austenitic nickel-chromium steel is compressed whileiofpthe FOV, and three radial clamps are
used to prevent it from being released. To open the FOV, thmm$ are actuated, allowing the
spring to push the sliding cylinder away, thus leaving thetig holes open. A movable nozzle
insert allows to fine-tune the throat section, i.e. the mimmflow passage area, in the range
420- 600 mn?. A peculiarity of this valve is that the nozzle is located ba high pressure side of
the sealing, as opposite to typical solutions adopted iniegl tube facilities 45, 46].

7.3.6 Low Pressure Plenum

After the FOV has been opened, the fluid flows into a 113 literpoessure plenum (LPP), contain-
ing the FOV itself. The LPP has an outer diameter of 406.4 meh®B3 mm thick stainless steel
walls. The electric motor triggering the FOV and the manuwaate positioning gear are mounted
on the LPP with sealed feedthrough shaft connections. Abdttem, the vessel is connected to the
condenser. A lid with a 648 mm diameter flange gives accedsetodssel interior for installation
of the FQV, sealed by a graphite gasket compressed by 20 Maf€. brhe thermal input to the
vessel is supplied by four heating jackets with a nominalgroef 1450, 425, 960 and 490 W.
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Figure 7.6:Cross-section of the Fast Opening Valve (FOV) at the apihgtance. 1. venting
holes (closed), 2. spring (still almost completely compees but releasing its force), 3. outer body,
4, sliding cylinder (SC) (obstructing the venting holes] auished towards the right by the spring),
5. inner body, 6. nozzle with adjustable throat section, @zzte actuating system, 8. one of the
three radial clamps- open position (not engaging the SC, which is thus free to mmger the
spring force), 9. flanged connection to CT, 10. first sealiegnent (static pad} not engaged by
the SL (not sealing), 11. second sealing element (dynamia@)— engaged position (compressed
between the SL and the inner body, where it is grooved).
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7.3.7 Condenser and flow return pipe

A pneumatic valve connects the LPP to the condenser (CONBY.cbndenser is a cylindrical
vessel with outer diameter of 168.28 mm, 7.11 mm thick walls] welded cooling ribs. The
condensed liquid flows from the bottom of the condenser imoffow return line (RL). This pipe
is connected through another pneumatic valve to the HFT.

7.4 Data Acquisition and Control system

In the following, the control strategy necessary to reaah maintain the desired thermodynamic
conditions in the CT is illustrated. A major challenge is #widance of hot-spots, which pose a
serious danger in terms of decomposition of the working fluid

7.4.1 Vapour generator control

As anticipated, saturation conditions are enforced dumimrgnal operation, and controlled by mon-
itoring the presence of liquid through the level meter meament (i.e. LL in Fig.7.4). To this
end, the quantity of working fluid initially loaded in the HFBs to be carefully measured. As a
consequence, a single thermodynamic quantity is enougharacterize the state of the fluid in
the HFT: the pressure and temperature sensors availahld,E1.0 (accuracy 0.1 % of its 40C
range) and P1.0 (accuracy 0.1 % of its 10 bar range), are wseHi$ scope (with redundancy).
The fluid in the HFT can be brought to affdrent saturation point by increasjdgcreasing the
thermal input to the HFT, by acting on the heaters (the iretbltransformation is isochoric). To
be noted that the pressure level thus established in the ¢iFiRhg normal operation, is common
to the RT and the CT (with all the valves opened). Furtheriritie saturation temperature is also
estimated from the pressure reading through the equatistate presented in Refl9]. A digital
PID controller regulates the power supply to the bottom baewater, based on the set-point imposed
for the value thus obtained. There are several advantagesrfiorming the control based on this
calculated saturation temperature instead than on direesorements: (i) the controlled variable
is expected to promptly reacts since it is based on a pressemsurement (lessfacted by thermal
inertia phenomena), (ii) the same PID parameters can betlhusrdyhout the entire operating range,
and (iii) the long transient involved when the setup is he:fitem cold conditions can be managed
in a more dicient and safe way. In total nine k-type thermocouples nreathe wall temperature
at several locations, of which four are used for control pegs and the others for monitoring only.
The power supplies to all the secondary heaters are indilhidcontrolled in order to maintain their
temperatures slightly below the saturation value.

7.4.2 Reference Tube control

The main purpose of the reference tube (RT) is to bring thd ftuiontains at the desired conditions
of super-heating. In turn, this is directly measured as tffe@nce between the temperature in the
RT (from the PT-100 sensor TE2.0 in Fig..4, accuracy 0.1 % of the 400C range), and that
measured in the HFT (through TE1.0). A PID controller dikgctgulates this dference, i.e. the
super-heating, by acting on the heater equipping the RT.
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7.4.3 Charge Tube control

In order to limit the sources of disturbance for the wavegagating inside the CT, the thermal
control is conceived such that only the external wall terapee is measured through a total of
10 thermocouples distributed along the CT. The second ehtlsese sensors are connected to
the external wall of the RT, such that the resulting signadiiectly the temperature fierence
between the RT and the CT walhT%..;). This arrangement aims at exploiting the geometric
equivalence among the CT and the RT: being the temperatutieeduid in the RT accurately
measured (TE2.0), if the temperatur&elience between the external wall of the RT and of the CT
is negligible, i.e AT¥. ;= 0, it follows that the temperature of the fluid in the CT is edpavhat

is being measured by TE2.0. In other words, it is expectetiiti@osing on the CT wall the same
temperature measured on the RT wall will result in the sanmelitions inside the two volumes. A
PID controller modulates the power supply to each individiianket heater on the CT, aiming at
zeroingAT¥ .-

7.4.4 Low Pressure Plenum control

The temperature of the vapour contained in the LPP is medasiag a PT-100 sensor (TE4.0 in
Fig. 7.4). A single PID controller modulates the power supply to eafcthe blankets covering the
LPP, using the temperature as process variable.

7.4.5 Data Acquisition

At each of the measurement stations a fully active four arne&t$tone bridge absolute transducer
measures the pressure at a frequency of 250 kHz with an agyooir@.5% of its full scale of 21 bar.
The signal is amplified and connected to the synchronousadaiaisition board. A PT-100 sensor
measures the fluid temperature at the end of the tube (TEBiQ.i7.4, accuracy 0.1% of its 40C
range).

7.5 Validation

This section presents the results of a series of tests aitrgehatitatively characterizing the per-
formance of the FAST setup.

7.5.1 Tightness characterization

In order to prevent leakage of the working fluid into the amhiand of air into the setup, this has
been designed to be leak-tight both when pressurized angr lmder-than-atmospheric pressure
conditions. Notably, these requirements must be satisfidnithe whole operating temperature
range. To this end, two complementary systems are implexdéntthe facility:

o Pressurization with inert gas, primarily allowing to cheble tightness of the system by
adopting common techniques (e.g., helium detectors) hEtmrtore, (part of) the setup can
be kept pressurized (e.g. with Nitrogen) while not in use.

o Vacuum system, making it possible to independently vacuiffarént sections of the setup,
in order to get rid of the air or of the inert gas possibly priese
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As anticipated, avoiding the contamination of the workingdflwith air is of paramount importance
in order to reduce the risk of thermal decomposition undgh témperature within an oxidizing
environment 85]. However, also the contamination by an inert gas has to beled. As a matter
of fact, since typically adopted gases features speed ofselues more than 1 order of magnitude
larger than those of the organic compounds of interest, hesmaller contamination can have a
strong influence on the experiments results.

A comprehensive series of tests have been conducted up petatares of 30CC, for a dura-
tion of 72 hours each. This has allowed to assess that thestatope has a negligible influence on
the sealing properties of the equipment. The tightnesseoF&ST setup has been characterized as
follows, in terms of the average leakage rate ER\p V At~! [47], whereV is the volume of the
whole setup (i.e. 43 n¥), andAp s the pressure drgfise measured after a time intervatl (i.e.
259,200 s for all the tests).

- Low p (< 3 mbar abs.): LR« 5E* mbar | s? (air into the system)
- High p (= 6000 mbar abs.): LR 5E-2 mbar | s* (He to the ambient)

These figures are deemed satisfactory. This is particulergy/for the results of the vacuum
tests which, as explained, were intended to characterizeyacvitical property of the setup. These
conclusions are confirmed by the fact that periodical gasmhtography analysis performed on
working fluid samples to investigate possible decompastiave not unveiled any molecular mod-
ification.

7.5.2 Valve Opening Sequence

The opening sequence follows a strict pattern: as soon agldhgs are released, see Fig5,
the spring pushes the slider away, and a small opening isectea the slider leaves the seal and
the flow gets choked close to this position. This is seen inxger/ment with initially 4.014 bar
of N, in the CT and vacuum in the LPP, whose results are shown inFi§y. The small pressure
drop of approx. 20 mbar in the signal indicates the initiadidhg (1). As the slider moves further,
the position where the cross-section of the flow is the srstaikechanged to a section between the
slider and the inner body. This is seen as a second small drppessure of approx. 20 mbar
(2). Only as the slider passes over the venting hole of theribody, does the designated nozzle
get choked. This corresponds to the large pressure drogisigimal down to approx 2.9 bar (3).
The opening time of the fast opening valve, itegy, can be estimated by using the method of
characteristics. FigZ.8 shows a schematic picture of an instantaneous (left) andnstantaneous
(right) opening. In the ideal case of instantaneous vaheniy, all characteristics overlap in a
single point. In the real case, where the opening is nomtaheoustroy is finite and the last
characteristic starts traveling at a later time instanic&ihe seal of the FOV is downstream of the
nozzle, the characteristics travel through the nozzle. nidezle accelerates the fluid, such that the
propagation speed in the nozzle is significantly lower thmathée rest of the charge tube, with the
consequence that the later characteristics are curvedsiaghtion £8].

The opening time can be estimated by mapping the pressuralsigf the sensors to the posi-
tion of the valve. For this mapping procedure, the slope oheharacteristic has to be determined,
which equals the wave propagation speed and is given by #ezlsgf sound minus the speed of the
fluid in the laboratory reference frame. As the pressureadsas due to the rarefaction, the local
speed of sound decreases, and a flow is started in the oppositéion of the wave propagation,
both contributing to a lower wave propagation speed. Thpagation speed can be evaluated as a
function of the pressure drop. The local speed of sound isi@ed by assuming the expansion is
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Figure 7.7:0Original signals from an expansion in nitrogeh.7a complete expansion, the two
couples of signals, corresponding to the two measurematioiss are visible.7.7k detail of the
very first expansion, it is possible to distinguish the fagnals and the subsequent pressure drops
corresponding to the FOV opening sequence.

isentropic and the fluid velocity after the expansion canMaduated by using the Riemann invariant
in the undisturbed state in the CT before opening the val9g [The estimated value dfoy does
not take the nozzle into account and is thus higher than thekealve opening time. However,
for the formation of an RSW, the characteristics shouldeszd, so it is the estimated opening time
that we measure using this technique that is important.

Fig. 7.9 shows the signals of the same experiment ina displayed in Fig.7.7, but then
mapped to the valve position. The signals now overlap ihitigiving evidence of a correct map-
ping procedure. The rarefaction waves propagate throughuthe and reflect at the end of the
charge tube. Because the reflection of the first rarefactiavevarrives earlier at the sensor loca-
tion of PT3 than the last unreflected rarefaction wave, asiomple region is created. This makes
signals PT3 and PT4 unuseful for determination of the vajpening sequence. This shows up in
the mapped signal as diverting from the other signals bectnesfluid velocity then is incorrectly
evaluated.

In order to have a consistent evaluation without disturbasfc¢he noise, the opening time is in
this case defined as thef@irence in time instance when 5% of the pressure drop hasredaumtil
95% of the pressure drop, based on the mapped signal. Aniewen¥the performed measurements
can be found in tabl&.1 The throat area in the nozzl&ects the measured opening time as was
expected. With a very small throat area of approx. 68rtire opening time measured is between
2.1 and 3.2 ms. With the nominal throat area of approx. 466 nthe opening time measured
between 3.5 and 4.5 ms. This can be explained by the factthaharacteristics travel through the
nozzle and are curved.

The total opening time, i.e. the duration from the instahesstiding cylinder moves away from
the seal until full opening of the valve, increased signifibaafter many shots in ) CO,, He, and
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Figure 7.8:Position-time diagrams of classical expansion fans. Irideal case with an instan-
taneous valve opening and in absence of a hozzle, all cleaistitts emerge from a single point. In
the realistic case, the last characteristic starts at atiate instance than the first one, due to the
finite opening time. All characteristics are curved upwadrdthe nozzle area except the first one,
because of the higher flow velocity in the nozzle, which sldawn the wave propagation speed.
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Figure 7.9:Portions of the signals from an expansion in nitrogen mappete valve position,
with two levels of magnification.
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number fluid CTP CTT AP calc. Anozzle opening
[bar] [°C] expansion [bar] [mrf] time [ms]
1 He 6.503 50 0.32 67 2.53
2 He 8.472 269.9 0.44 72 3.18
3 He 7.292 269.4 0.33 62 2.12
4 He 4.895 22.7 0.28 79 2.65
5 He 6.086 48.9 1.69 438 3.71
6 He 6.005 17.3 1.74 459 3.92
7 He 6.663 99.2 2.01 483 3.56
8 He 5.984 251 1.74 462 5.00
9 He 6.025 200.6 1.95 522 7.64
10 He 6.015 149.4 1.84 489 4.07
11 air 6.976 95 0.27 61 2.18
12 air 7.133 22.0 0.3 67 2.17
13 air 5.39 20 0.23 68 2.3
14 air 4.857 20 0.205 67 2.28
15 air 4.084 18 0.97 418 4.2
16 air 6.148 49.1 1.615 468 4.15
17 air 6.8 99.5 1.76 461 3.96
18 air 6.312 17.6 1.62 456 4.16
19 air 6.449 149.6 1.72 476 4.2
20 air 6.645 201.3 1.81 488 4.58
21 air 7.088 252.4 1.88 473 4.99
22 air 7.011 19.1 1.81 459 4.23
23 CO 6.423 50.0 1.59 465 4.58
24 CO 5.986 18.0 15 471 4.86
25 CO 6.636 100.3 1.64 464 4.13
26 COo 6.13 149.7 15 459 4.4
27 Co 6.211 201.2 151 456 4.56
28 CO 6.337 200.5 1.57 465 4.63
29 CO 6.312 249.0 1.56 464 4.5
30 Ny 4.000 25.7 1 443 4.12
31 No 4.014 258 1.08 481 4.2
32 Np 1.093 253 0.345 576 4.26
33 Np 1.124 254 0.33 531 4.39
34 Dg 1.257 297.0 0.179 330 5.48
35 Dg 2.517 301.1 0.257 254 8.99
36 Dg 1.134 254.1 0.175 363 4.87
37 Dg 1.265 298.0 0.179 328 7.48
38 Dg 2.532 305.1 0.292 286 8.92
39 Dg 1.255 293.7 0.151 278 6.61
40 Dg 1.257 264.2 0.092 169 7.66
41 Dg 1.26 263.2 0.105 193 4.59
42 Dg 1.265 300.1 0.14 254 5.62
43 Dg 1.285 265.1 0.118 214 8.28
44 Dg 2.383 302.3 0.214 220 8.32

Table 7.1:Results from measurements. The nozzle area is calculaied e pressure drop
across the expansion (not possible for siloxagk Dhe opening time is inferred from the mapped
signal.

air had been performed, attributed to a lack of lubricati@his is not reflected in the measured
estimated opening time as given in tafld, which is determined using the large pressure drop
related to the sliding cylinder passing the venting holesdan as the first shot inddvas done, the
total opening time went down immediately, confirming the dtyyesis that lp acts as a lubricant.
On the other hand, the estimated opening time based on tieepaessure drop had increased to 5
to 9 ms. These measurements afe@ed by a large uncertainty due to inaccuracy of the equatio
of state in this thermodynamic region.
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7.5.3 Wave Speed Measurements

To test the capabilities of the measurement system, a shakiis generated. The pressure in the
CT is lowered to approximately 0.37 bar, while the LPP is katmospheric pressure. The whole
setup is at ambient temperature, equattb8°C. Upon opening of the FOV, a compression propa-
gates into the charge tube, eventually forming a shock. Xpeated location of shock formation is
estimated using the knowledge on the opening time of the M\:t-oy = 4.5 ms, the intersection
of the first and last characteristic is expected to occar &2 m from the FOV. Since partial shock
formation speeds up the wave, it is expected that completediion requires more length. It can
indeed be seen that the shock has not yet formed at presaneelticer PT1 and PT2. The shock
seems to have formed when it passes at PT3 and PT4, sinceeiseipe is much steeper compared
to the one given by PT1 and PT2.

1.2
1
]
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708 a
2,
o
0.6
o4 @ 23 @ ,
T e e— 22 221 222 223 224 225

t[s] t[s]
(a) (b)

Figure 7.10:Pressure signals from a compression inaitQ complete compression from below
atmospheric up to ambient pressure conditions, the fomassgare not distinguishable at this level
of detail. 7.10k detail of the very first compression phase, it is possibldistinguish the four
signals, and the shock wave forming<{P) and then bouncing back (34) in the tube.

Since the shock has not formed yet at PT1 and PT2, the conqomess be considered a simple
compression wave, thus traveling with the speed of the cheniatic. By solving the corresponding
Riemann problem, values of 341 m‘sefore and 488 m$ after the compression are found as
propagation speeds. By using the time-of-flight methody génilar values are found experimen-
tally, as can be seen in Fig.11 Once the shock has formed, it is expected to travel at a itgloc
of 422 m s, this value being in extremely good agreement with the expantal observation. It is
demonstrated that the measurement equipment and the digviseedure are best suited to capture
steep pressure variations, i.e. shock waves propagatithg i€ T, which is also the main objective
of the setup. Weaker phenomena, such as those involvedéd gpsound measurements, are also
sensed in a fairly accurate way, but more sophisticatedcabmmalysis techniques than the simple
TOF method adopted here are necessary, as detailed alsin &gf. B0]. The expected pressure
after the compression, as calculated by the exact solufitiredRiemann problem, is 0.6 bar, which
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is also in good agreement with (i.e. approx. 50 mbar aboeg¥perimental observation reported
in Fig. 7.10 To be noted also that the expected speed for the RSW is ofrtle® of 100 m s!,
making it comparatively simpler to be detected than the vjastepresented.
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Figure 7.11:Wave speed measurement determined with the time-of-fligthad. The black
dots are determined by comparing PIT3 with PIT4, while thé@evtots PIT1 with PIT2.

To fully show the capabilities of the setup, the results ofevapeed measurements are presented
for an expansion in siloxanegDn the classical domain (i.e. outside the BZT region), up tadfl
temperatures close to 30C. Fig. 7.12shows several temperature signals as recorded during the
test campaign. The setup is heated from cold conditions @ndpon as a temperature of 25D

is reached, the valve between the HFT and the RT is openetlofthe liquid is flashed and the
temperature of the liquid therefore drops of several degrédter ~ 11 hours, the super-heating
is set to 5°C. The first opening of the FOV is performedatl2 hours. After that, the super-
heating is raised to 45C, and two more FOV openings are executed. The pressurdssigoarded
during the second of these experiments are shown in Fi3 The procedure is thus repeated
after having increased the saturation temperature up td@9With 5°C of super-heating. The
measured fluctuations in temperature in the reference tatbelaarge tube were of a long period
of the order of 2 hours, and with an amplitude of up t&C3 Further optimization of the thermal
control algorithm is planned for experiments at higher terapures.

The TOF method, applied only to the PIT1 and PIT2 signalsseduo evaluated the wave
speed in this section as a function of the pressure drope $IiE3 and PIT4 are disturbed by the
bouncing rarefaction wave, as shown in Figl3h Also in this case, the rarefaction waves travel
with a velocity equal to the fierence between the speed of sound and the local flow vel&titge
the fluid is initially at rest, the wave speed estimated byTi®& method for a pressure drop close to
zero tends to the speed of sound, see Fij4 Being the thermodynamic conditions in the CT mea-
sured, it is possible to obtain an evaluation of the speedwfid also by recurring to the equation
of state of siloxane P[19], obtaining a value of 94.8 nT5(in doing so, the uncertainty in the mea-
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Figure 7.12:Temperature measurements acquired during a test campeiysiloxane at 1.27
bar and 298C. T is the saturation temperature calculated starting frormtbasured pressure.
TEL1.0is the temperature measured by the PT-100 in the vapmarator. TE2.0 is the temperature
measured by the PT-100 in the reference tube.

(@)

PIT1, PIT2

~——PIT3, PIT4

1.25

1.2
=
=}
a1.15
1.1
1.05 ‘
5 6 35 3.55 3.6 3.65 3.7
t[s]
(b)

Figure 7.13:0riginal signals from an expansion irsBiloxane at 1.27 bar and 29€. 7.13a
complete expansion, the two couples of signals, correspgrd the two measurement stations are
visible. 7.13h detail of the first expansion, it is possible to distinguise four signals.

sured quantities has not taken into account). As detaild®kin [19], an expanded uncertainty of
the order of 6% can be associated to the specific heat cadditg fluid. Being the epistemic un-
certainty associated to the cited thermodynamic model awhna first and conservative approach
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can consist in attributing the same uncertainty to the spéedund, as reported in Fig.14 It can
be concluded that the facility igfective in performing measurements of wave propagationdsipee
high temperature organic vapours, with an accuracy corbfereith the available thermodynamic
models.

120r
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E100F .-
= .
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.:. .:b... ........ ~o.~
80 : : : : -
0 002 004 006 008 0.1
A P [bar]

Figure 7.14:wave Speed in Psiloxane as a function of the pressure drop, evaluated with a
TOF method applied to the PIT1 and PIT2 pressure signalgtezbin Fig. 7.13 The dotted line
corresponds to the estimation provided by the equationaté giresented in Ref.19], with the
shadowed region representing the preliminary assumeddgpauncertainty of 6%.

7.6 Conclusions & Future Work

In this chapter a new Ludwieg tube facility called the FASTé&scribed, that is able to measure
speed and intensity of waves propagating through the fluithimed in the tube. The final objective
of this setup is to provide the first experimental evidenc¢éhefrarefaction shock waves (RSWs)
in the dense vapor region of fluids formed by complex organitecules. The pressure and tem-
perature of the fluid can be regulated independently frorh efwer, such that any thermodynamic
state can be achieved within the limits of the facility30 bar and 400C). The leakage rate of the
facility is found to be acceptable, and the fast openingevad\characterized in terms of its aperture
time, which is found to be compatible to the end of measurif®SaV in D siloxane. Tests of
shock formation in air are presented, and used to validatéutiictioning of the facility and of the
measurement procedure. Preliminary results regardingresxpns in [, up to fluid temperatures
close to 300C, further show the capabilities of the FAST of achieving amaintaining the desired
thermodynamic conditions, as well as of obtaining wave d@el intensity measurements. As for
the next step of the work, the RSW experiment will be attehpte
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Nomenclature

s P

T,v

o, C

Am

Y%

Greek symbols

I= ﬁ(az_"

2c2 \ 9v2
Subscripts

CR =
R =

Acronyms

MW =
ORC
FAST
RSW
BZT
FOV
CT
LPP =

specific entropy [kJ kgt K-1], pressure [bar]
temperature°K], specific volume [m kg™]
density [kg n7®], speed of sound [nT$]

flow passage area fij) mass flow rate [kg 3]
volumetric flow rate [m s71]

fundamental derivative of gas dynamics

critical thermodynamic conditions (liquid-vapour)
reduced (with respect to critical value)

Molecular Weight [g mal*]
Organic Rankine Cycle

Flexible Asymmetric Shock Tube
Rarefaction Shock Wave
Bethe-Zel'dovich-Thompson
Fast Opening Valve

Charge Tube

Low Pressure Plenum
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CHAPTER 8

Abstract The nonclassical gasdynamics of binary mixtures of orgéuids in the vapour phase
is investigated for the first time. A predictive thermodyitamodel is used to compute the relevant
mixture properties, including its critical point coordites and the local value of the fundamental
derivative of gasdynamids. The considered model is the improved Peng-Robinson stvge
cubic equation of state, complemented by the Wong-Sandkargmules. A finite thermodynamic
region is found where the non-linearity parameteis negative and therefore nonclassical gasdy-
namics phenomena are admissible. A non monotone dependEfiaa the mixture composition
is observed in the case of binary mixtures of siloxane anflymocarbon fluids, with the mini-
mum value of” in the mixture being always larger than that of its more coemptomponent. The
observed dependence indicates that non-ideal mixing hasagsinfluence on the gasdynamics
behaviour—either classical or nonclassical—of the mixtudumerical experiments of the super-
sonic expansion of a mixture flow around a sharp corner shasrtinsition from the classical con-
figuration, exhibiting an isentropic rarefaction fan cegdrat the expansion corner, to nonclassical
ones, including mixed expansion waves and rarefactionishawes, if the mixture composition is
changed.

8.1 Introduction

The first scientist who hinted at the possibility of obsegvirarefaction shock waves in vapours
of molecularly complex organic fluids was Nobel-laureateniBethe, in 19421]. Rarefaction
shock waves are discontinuous solutions to the Euler empsattf compressible flows where the
fluid undergoes an irreversible expansion process whidlitsemito a discontinuous reduction of
density, pressure, temperature and fluid velocity in theatiion of propagation of the shock wave.
As it is well known, rarefaction shock waves are not phy$jcatimissible in dilute gases with
constant specific heats.

In a broad theoretical study on the theory of shock waveshitrary material, Bethe outlined
how the occurrence of rarefaction shock waves depends oouigrecombination of the thermo-
dynamic properties of the material at the states of interdst noticed that, according to the van
der Waals modeld], rarefaction shock waves would theoretically be possiblde dense vapour
of fluids featuring high values of the heat capacity, if the-@nd post-shock states of the fluid are
close to the vapour-liquid critical point. Nevertheless rtiled out this possibility on the ground of
what we now know as incorrect physical arguments, see altq&eAn early contribution is also
due to Zeldovich4] and Weyl p]. Though, it was Thompson, see also Re8.4, 7], who first
provided a systematic treatment of what is now called nossatal gas dynamics. A review article
by Kutateladze documents the advancements in non clagsisdynamics until the 80'8], while
a more recent review can be found in R&). [

A necessary condition for non classical behaviour to be ighilg admissible is that the fun-
damental derivative of gas dynamics

Y [ I i
r=1+ c(ﬁp)s_ 202(8v2 | (8.1)

a thermodynamic property of the fluid first introduced by Hajld], is negative. In definition§.1),

p is the densitysis the entropyP is the pressure; = 1/p is the specific volume, andlis the zero-
frequency speed of sourwd= (dP/dp)s. If T is negative in a finite thermodynamic region, RSWs
are admissible, among other so-called non classical waxgsas composite and split waves, see,
e.g. Ref. f].
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Figure 8.1:From [10]. Liquid-vapour saturation curve (—) ariti< 0 region (shaded region) for

a BZT fluid in the volume-pressure plane computed from vadals model under the assumption
of a constant isochoric specific heatnd forc,/R = 2000, withRgas constant. Selected isentropes
(---) and the critical isothern = T, (— —) are also indicated. Note that the isentropes are concave
down in thel’ < O region. The isentrops, is tangent to th& = 0 line ino-.

Substances characterized by thermodynamic states fegnggative values df in the dense
vapour phase are called Bethe-Zel'dovich-Thompson (BZiigi$l. The region of negativiein the
vapour phase is shown in figuB1 in the pressure—specific volume thermodynamic diagram of
a paradigmatic BZT fluid described by the van der Waals fluidiehowhere thd” = 0 line and
the vapour saturation line delimit the negativeegion. The studies of Thompson sparked quite
some interest in the following years, and many investigeatiexpanded the theory covering several
nonclassical phenomena and aspects, see, e.g., R2f20[. One of the latest developments is
related to the investigation of nonclassical phenomenaénvapour-liquid critical point region of
any common fluid, see Ref2]].

Experimental evidence of nonclassical gasdynamics idadofai only for two-phase vapor-
liquid, see Refs.42-24], or solid-solid systems2f]. In the single-phase vapour region, only
classical gasdynamics phenomena have been observed Softalbly, in the former Soviet Union,
Borisov made an attempt to experimentally prove the exigteri a rarefaction shock wave (RSW),
using a special shock tub&q]. The interpretation of the results of the experimentsuahly a
RSW front developing in the tube, has later been confutedhénlight of additional knowledge
and simulation capabilityd, 21, 27]. Theoretical studies2B-33], and new simulation capabilities
[3442], paved the way to a new experimental attempt in 2000 at thieeldsity of Boulder P7,
43, 44). The failed experiment put into evidence one of the majastaties, namely that the BZT
thermodynamic region (the region comprising the statesifirey negativeF, see figures.1) is very
close to the thermal decomposition temperature of suitatganic fluids, which is in the range
350-400°C. In addition, the repeatable rupture of the shock-tubptdigm proved unattainable
due to the relatively small pressurdfdience and the large acoustic impedance of the e 7).

Much attention has recently been devoted to the identifinatf BZT fluids, and to the com-
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putation of the negativE-region, see Ref48] for a review. More recently Colonna and colleagues
started a new project aimed at the generation and measuremanarefaction shock wave in a
newly conceived Ludwieg-tube-type setu/]. A siloxane fluid, Oy (dodecamethylcyclohexas-
iloxane G,H3:05Sis), has initially been selected as the working fluid. Siloxaaee especially
suited for the RSW experiment because of available knovaealy their thermal stability4[],
thermodynamic propertie$1-54]), and their use as working fluids in thermal energy coneersi
systems, see, e.g., Ref85[57]. Few of the compounds of the siloxane family are candidai& B
fluids [58].

The design of the rarefaction shock wave experiment drawdiest aimed at better identifying
the thermodynamic region within which nonclassical pheananare admissibl&], and the max-
imum pressure dierence and shock wave Mach number that can be expet@ed3iven that the
experimental conditions arefficult to realize and that the rarefaction shock wave is exgueitt be
weak, therefore more challenging to measure, uncertairdytification applied to flow simulations
has been preliminarily used as an aid in determining ther@texperimental condition$().

The present chapter is motivated by several observatioast ahixtures of organic fluids.
Differently from mixtures of ideal gases, thermodynamic prigerf dense vapours of multi-
component mixtures do not scale linearly with the mole foast of each compound, as molecular
interaction among dierent molecules plays a major role. Typical hallmarks of-i@al behaviour
of fluids mixtures are the critical temperature, pressum gpecific volume of a binary mixture,
which usually difer from that of each of the constituents. The same holds éontélting point and
for most thermodynamic properties. The fundamental dévivaf gasdynamic¥, being a derived
thermodynamic property, is alsdfected by non-ideal mixingfeects, as preliminarily discussed
in Ref. [61]. In addition, experiments on the thermal stability of saoe mixtures49], and a
deeper understanding on the chemistry of thermal decotiosif poly-dymethyl siloxanes6p],
show that, at temperatures close to the so-called temperatability limit, a pure siloxane un-
dergoes a transformation calleghrrangementwhereby small quantities of other compounds of
the same family are formed. Such mixture composition remdien constant at that temperature
over time. The composition of the mixture is therefore a nelevant variable in the study of BZT
fluids, and, importantly, mixtures of organic fluids are atemsidered for applications in organic
Rankine cycle (ORC) power systenib[ 63-65], one of the possible applications of nonclassical
gasdynamicsd9].

In the present preliminary study on mixtures as BZT fluidkxsines and perfluorocarbons
have been considered as constituents. Suitable thermmitymaodels for multi-component fluids
are briefly discussed i§8.2 Their limitation in terms of accuracy of the predictEdvalues is
also addressed. These models are used to estimate the hesrafdahe thermodynamic region of
admissibility of rarefaction shock waves, and the influeat¢éhe mixture composition. 1§8.3,
exemplary simulation of a supersonic flow expanding over dgeewhereby the composition of
the mixture is varied, are presented to assess the influgnibe anolecular composition on the
gasdynamics behaviour. Concluding remarks and an outlnditare research are given §8.4.

8.2 Admissibility Region for Rarefaction Shock Waves in
Dense gas Mixtures

Modelling non-ideal thermodynamic properties of fluid misds—including the determination of

the fundamental derivative of gasdynami&s-requires to correctly account for the interaction be-
tween diferent molecules, an added degree d@iclilty with respect to pure-fluid thermodynamics.
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No fundamental and general theory on the interaction of cubds of diferent type exists yet,
therefore no accurate model is available. For these redkersstimation of mixture properties is
affected in general by larger uncertainties, if compared toetemation of pure-fluid properties.
Mixtures of simple molecules, e.g., light gases and simpldrdcarbons, can be modelled with
relatively high accuracy, and reference equations of $tate been develope6§]. These semi-
empirical models rely on large sets of accurate fluid prgperasurements. Unfortunately, accu-
rate property measurements of complex organic compourdsadravailable. In order to estimate
dense-vapour thermodynamic properties of mixtures of ¢exnprganic fluids, simpler so-called
predictive equations of state must be adopted, see, efg.,[R& 68]. These models rely on a small
set of data related to the pure constituents, and to paresragscribing the interaction between dif-
ferent molecules; these parameters can be determined eierimentally or estimated. Predictive
models applicable to mixtures are thermodynamically ciast, but calculated property values are
affected by much larger uncertainties if compared to the esitmaf pure-fluid properties.

In this study the properties of mixtures of siloxanes andlperocarbons are evaluated with
either the improved Peng-Robinson Stryjek-Vera cubic gonaf state 9], complemented by the
Wong-Sandler mixing rules (iPRSV-WS), see R&D,[71], or the PC-SAFT model72], which is
formulated in terms of molecular parameters whose valuemntipon the molecular arrangement.
Since most of the treatment in this chapter is based on thefube iIPRSV-WS model, both the
functional form of the equation of state and the derivatibthe adopted mixing-rules are recalled
in AppendixA.1. These models, together with others, are implemented im-4uoiuse computer
library for the calculation of primary and secondary thedyrmamic properties of fluids/p).

Information on how the data for the iPRSV-WS model appliegitoxane mixtures were ob-
tained can be found in Ref5§]. The analytical expression &f for this thermodynamic model is
reported in Ref.§1]. The application of the PC-SAFT model to linear siloxaredacumented in
Ref. [74], and has been extended by the authors to model also cyldi@sies. Siloxaryperfluoro-
cabon mixtures are modelled with the iPRSV-WS equationaiesitarting from experimental val-
ues of the critical point of these mixturedd, and compared to results from the PC-SAFT model.
Such a comparison is the only possible assessment at the mhosirece no other experimental
values are available. ValuesBfor the PC-SAFT mixture model are calculated with analytea
pressions obtained by derivation from the equation of statkthe isobaric ideal-gas heat capacity
relation, see for example Refi§] and [21].

Figure 8.2 shows a comparison between the value¥ oflculated along the dew line for the
equimolar mixture of propane and pentane using a referemziehi66], the iPRSV-WS and the
PC-SAFT models. As itis known, see Ref86] 77|, predictive models fail to accurately estimate
properties close to the vapour-liquid critical point, #fere alsd" values at high reduced temper-
atureT = T/T. deviate from those obtained with the reference model, cluré@.2 A number
of evaluations for various fluids modelled by the referena@eh presented in Ref6f] revealed
that the iPRSV-WS model performs better than the PC-SAFTahiodthe critical-point region,
therefore it has been chosen for the analysis presenti3n

Figure 8.3 shows the negativE-region (also termed BZT region) in tHe T thermodynamic
plane for several selected organic compounds of the farigjilaxanes, cloro-fluorocarbons, per-
fluorocarbons and their mixtures, calculated with the iPR®BY model. The ensemble of fluid
thermodynamic states featuring a negative valu€ af the dense vapour phase is delimited by
the dew line on the left and by the concave-upwBré: O line on the right. An estimate of the
temperature at which thermal break-down in stainless &tdikkly to occur is also indicated (TSL,
Thermal Stability Limit).

As an example, in tabl&.1, the molar fractiorx, average molecular weight MW, critical pres-
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Figure 8.2: Comparison of" values along the dew line as a function of the reduced tempera
ture T/T, for the equimolar mixture of propane and pentane calculetiid the reference model
presented in Refgg] (—), the iPRSV-WS{--), and PC-SAFT+{ - -) thermodynamic models.

Table 8.1:Molar fractionx, average molecular weight MW, critical pressiig critical temper-
atureT,, critical densityp. and minimum value of the fundamental derivative of gasdyinaii,
for a mixture of siloxane fluids MDM and M§M.

X MW Pc Tec Pc L'min

MDM MDgM [g/mole] [bar] [K] [kg/md] [-]

1.00 0.00 236.5 14.2 564.1 229.38 0.0917
0.75 0.25 329.2 18.0 6539 288.41 0.5676
0.40 0.60 459.0 11.7 687.5 260.34 0.2567
0.15 0.85 551.7 8.3 690.3 243.09 -0.1187
0.05 0.95 588.8 7.2 689.6 236.65 -0.3040
0.00 1.00 607.3 6.8 689.0 230.64 -0.4001

208



NoncLassicaAL GaspyNamics OF VAPOUR MIXTURES

16}

14f

12}

PP-10

£) /) TSL
= o )
= MD,M
8t B
/ MDM
6} /
MDM
4 . . . .
320 340 36 380 400
T[°C)
()

p [bar]

(b)

16

14

12

10

8

6

4

320

PP-10/0

0.8/0.2
PP-10/DQ
0.

FC-75/0,

s

0.05/0.95

8/0.2
TSL

MDM /D,
0.5/05

340

360
T[C]

380 400 420

Figure 8.3: Negativel region (or BZT region) in theP-T thermodynamic plane for several
pure fluids 8.39 and some selected mixture8.3b): values are calculated with the iPRSV-WS
thermodynamic model. For each fluid, the circle indicatedtiécal point. It is relevant to future
experiments on non-classical gasdynamic phenomena thétithperature values are close to the
estimated thermal stability limit (TSL) for these organangpounds in contact with stainless steel
(= 390°C), while the values of pressure are comparatively modefidte shaded area indicates the
range of temperatures where thermal decomposition inletaiisteel can be expected.
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Figure 8.4:Molecular weight MW (—), active degrees of freedom evaldaiethe critical tem-
peratureN (---) and minimum value of along the dew line (- - -) for selected linear siloxanes.
Properties are calculated with the iPRSV equation of statéhe pure fluids, see Re6g], while
the equation of state is complemented by the Wong—Sandiéngniules for the mixtures78].

sureP, critical temperaturd@., critical densitypo. and minimum value of the fundamental derivative
of gasdynamic$ ', for the mixture of siloxane fluids MDM and MM are reported. Thermody-
namic properties are calculated using the iPRSV-WS theymendic model. As it is well known,
the critical point coordinates in tab81 depend in a non-linear fashion on the mixture composition
X, with the critical pressure, temperature and density atthihba local maximum.

Admittedly, the negativé-region of fluids MM and MDgM is partially or completely past
the TSL, see figur&.3. Although mixtures are expected to be more thermally stdide their
pure components, such high values of operating tempestrgeunrealistic, if stainless steel is
the containing material. Moreover, for MBI and MDgM the negativeF region is very close to
the liquid-vapour saturation point, where the valud'aé expected to diverge to infinity2[]. In
this region, an accurate evaluation of the thermodynantpgaties, including”, would require the
inclusion of a critical point scaling law and of a cross-owsvdel, linking the latter with the ana-
lytical EoS. In the present qualitative study, fluid WD was considered in order to maximize the
strength of non-classical phenomena for illustration pegs; thermal decomposition and critical
point dfects are to be carefully assessed before selecting thifdiuide experiments. However, it
is remarkable that, similarly to previous studies on nassical gasdynamics, the present findings
are directly applicable to less complex molecules, becthesgualitative fluid dynamic behaviour
is similar to that of MQM.

Results shown in figur8.4 are a preliminary evaluation of the dependence of the mimmu
value of I on the molecular weight and on the molecular complexity,civhis defined here as
the equivalent number of active translational, rotaticarad vibrational degrees of freedom of the
molecules at the critical temperature and in the dilute oak,|see Ref. 79]. The molar compo-
sition is also indicated for mixtures. As it is known, in these of pure fluids the minimum value
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Figure 8.5: Pre- (A) and post-expansion (B) states on the rediRetblane. The negative-
region (dashed line) and DSL are also reported.

of I" along the dew linel"i,, decreases monotonically with increasing molecular weaglkd com-
plexity (figure8.49. In addition, the extension of the BZT region in tRET plane increases with
increasing molecular weight and complexity, cf. fig8r8a

It is remarkable that thefkect of mixing, therefore of intermolecular interactiontea$ the
non monotone dependency I6fi, from molecular weight and complexity. Figuedbshows that
for binary mixtures of the siloxane fluids MDNMMDgM and MDsM/MDgM the estimated value
of I'min does not decrease monotonically with increasing averadecmar complexity and weight
of the mixture, similarly to what observed for the values luf tritical pressure, temperature and
density in table3. 1 Indeed, for both the MDIYMDgM and the MQQM /MDgM mixtures, the value
of I'min exhibits a maximum, which is atypm ~ 0.75 for MDM/MDgM, and atxyp,m ~ 0.9
for MDsM/MDgM. Notably, for the mixture MDM(04)/MDgM(0.6) the value ofl 'y, is largely
different, even in sign, from the one predicted for MID which is the homologous pure fluid in
terms of molecular weight and complexity. This type of defercy ofl i, on molar composition is
predicted also in case of mixtures of alkanes, by usingeefss equations of state for the calculation
of thermodynamic properties.

In the case presented here, the variatiol,gf with the mole fraction of a binary mixture is
such that, for any given compositiofi,i, is always larger than the molar-fraction averaged value
of I'min Of the two pure constituents. Due to the large variety ofrintecular forces, it cannot
currently be ruled out that an opposite trend can be obseredifferent combinations of pure
fluids, namely that the mixing of two or more fluids not consétthere leads to values B, that
are lower than those of the mixture constituents.

From the knowledge of the fundamental derivative of gastyos in the vapour phase, the
thermodynamic conditions resulting in nonclassical gaadyics waves can be determined. The
conditions for the admissibility of rarefaction shocks green by the work of Zamfirescu and
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colleagues$9], where the method for determining the so caltatefaction shock regio(RSR) is
also reported.

In figure 8.5athe RSR of siloxane fluid MEM is shown, together with a representative isen-
tropes = sa. As detailed in Ref.§9], the RSR is the thermodynamic region that includes all
the states that can possibly be upstream and downstreamaoéfaation shock wave. By defini-
tion, the RSR embeds the negativeegion. For pure fluids, the size of the RSR increases with
molecular complexity, similarly to the BZT region. In pailar, the RSR is limited by the vapour-
liquid saturation (VLE) curve and by the Double Sonic LineS{D, which is the locus of all fluid
states that can be connected by a double-sonic shock, wherelpre- and post-shock states are
sonic. The DSL and the VLE are connected by the two loci reprisg the upstream state of
upstream-sonic downstream-saturated rarefaction shenuttgshe downstream state of upstream-
saturated downstream-sonic rarefaction shock wave.

Each isentrope intersects the DSL in two points A and B, witk: vg. At point A the Rayleigh
line connecting point A and B is tangent to both the isenttopegh A and the shock adiabat trough
A. At point B, it is tangent to the isentrope trough B and theckhadiabat trough A. Therefore, the
shock connecting point A and B is a double sonic shock, witticsstate in both point A and B.
The RSW connecting point A and B encompasses the largesbfmgsessure dierence, i.e., is
the strongest possible RSW originating from the considesentrope. Note that in figur@5athe
shock adiabat through A and the isentrgpe s, are not distinguishable.

The RSR of mixtures is calculated with the same procedurergsife fluids, with no modifica-
tions. An example is given in figui&5h, where the RSR for the mixture MDM(@5)/ MD¢M(0.95)
is shown. The increase of the MDM percentage in the mixtureMMBIDgM causes the rarefaction
shock region to reduce its size in tRev plane, if compared to the one of pure ND.

8.3 Nonclassical Gasdynamics Behaviour of Dense Gas
Mixtures

A preliminary study on theféect of the mixture composition on the gasdynamic behaviburix-
tures of organic fluids is carried out. To this purpose, thEessonic expansion of the dense vapour
of a mixture over a corner is simulated.

The selected mixture is composed by D a BZT fluid, and MDM, a fluid for which no
suitable thermodynamic model predicts a negalivegion. To compare results forftérent mix-
ture composition, a common upstream state was selectethis tef dimensionless quantities. The
upstream state features the same value of the Mach nuktpezduced pressurl?,l = P/P;, and
non-dimensional entropg = s/s; for all simulations. The locus = s; is the isentrope tangent to
the saturation line, see figudes. The choice of® and Sto identify the upstream flow state is mo-
tivated by the fact that they identify homologous thermauyit states in th&@-v thermodynamic
plane, with comparable real gaffects.

The values oM, P and S'identifying the upstream states for the simulations areneg in
table8.2 The solid surface past the corner forms an angle of -13.16® respect to the free-
stream direction. These values have been chosen so that cage of pure MEM a rarefaction
shock wave with maximum intensity is obtained, which formsaagle of 60 with respect to the
free-stream direction, see Ref(.

The computer program used to perform the simulations is allphsolver for the Navier-
Stokes equations on unstructured meshes based on a finimme/dbrmulation and implicit time-
integration B0O]. The code has been recently extended to include real gaeni®es B1] using a
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Table 8.2:Upstream states for the simulations of the supersonic flaavdense gas mixture over
an expansion corner.

Ma SA Pa
1.15470 1.00276 1.00217

Table 8.3:Upstream and downstream thermodynamic states for ffereiit mixtures considered
in the simulationsZ is the compressibility factor defined Zs= RT/Pv.

Compositionx Upstream state A

MDM MDgM  Ta DA Ta Za

1.00 0.00 1.0008 0.8630 1.0823 0.3610

0.75 0.25 1.0133 0.8280 1.1866 0.4510

0.40 0.60 1.0027 0.9234 1.0741 0.3912

0.15 0.85 1.0012 0.9059 0.9290 0.3617

0.05 0.95 1.0008 0.8785 0.8148 0.3577

0.00 1.00 1.0005 0.8824 0.7310 0.3532
Compositionx Downstream state B

MDM MDgM  Tg B I's Zs Psg
1.00 0.00 0.9833 0.5279 0.2078 0.5072 0.8461
0.75 0.25 1.0013 0.5172 0.5912 0.5661 0.7764
0.40 0.60 0.9931 0.5698 0.3292 0.5291 0.8284
0.15 0.85 0.9919 0.5342 0.1593 0.5241 0.8485
0.05 0.95 0.9910 0.4920 0.1664 0.5395 0.8382
0.00 1.00 0.9902 0.4660 0.2068 0.5551 0.8231

Table 8.4:Downstream Mach number and pressure, temperature, dearsityelocity diferences
across the expansion waves, wha(e = (-)g — (-)a.

Compositionx

MDM MDeM Mg 4F o 2 au
1.00 0.00 1.1770 -0.1562 -0.0175 -0.3927 0.4128
0.75 0.25 1.3822 -0.2257 -0.0119 -0.3760 0.3222
0.40 0.60 1.2426 -0.1739 -0.0096 -0.3843 0.3752
0.15 0.85 1.1109 -0.1539 -0.0093 -0.4140 0.4943
0.05 0.95 1.0621 -0.1641 -0.0098 -0.4483 0.6195

0.00 1.00 1.0450 -0.1792 -0.0103 -0.4765 0.7283
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general interface to several thermodynamic librari&g.[ An unstructured mesh refinement tech-
nique is adopted to increase the accuracy in regions whemsothtions exhibit the largest gradients.
Figure8.6shows the flow field isobars from flow simulations foffdrent mixtures of MDNMDgM,
whereby the mole fraction of MDM varies fromypm = 1 in figure8.6ato xypm = 0 in figure8.6f,
under the assumption of negligible fluid viscosity and tharaonductivity.
Figure 8.6adisplays the supersonic flow of a pure MDM vapour. As expecsettel’ > 0,
a classical isentropic expansion fan is observed in this.ciss remarkable that fierently from
supersonic expansions of a constant specific heats ideahga®lach numbeM variation across
the expansion is non-monotone, as it can be appreciatedfigone 8.7 where the Mach number
is depicted for a representative streamline across thensigpawave. The present non monotone
behaviour is consistent with the value of the paramé&texamely

J(sp.M)=1-T(sp) - (8.2)

1
M2’
across the expansion wave. Indeed, for isentropic prosdssm a given state A one has, see
Ref. [82], q

L CWRYLS ©3)
o P
As shown in figure8.7h in the expansion of pure MDM vapour depicted in fig8rég J can have
both negative and positive values and therefdris non-monotone. Note that for a constant specific
heat ideal gas) = (1 -y)/2 - 1/M? < 0, with y ratio of the isobaric and isochoric specific heats,
and thereforeM always increases monotonically during a supersonic expans

A reversed, nonclassical, behaviour is observed for thersopic expansion of pure MM,
shown in figure8.6f. An oblique nonclassical rarefaction shock wave, whicimf®an angle of 60
with respect to the upstream flow direction, is observed.

Intermediate situations are observed in the case of mixtof&1DM/MD sM—shown in fig-
ures8.6h 8.6¢ 8.6dand8.6e—where the supersonic expansions of mixtures of increasingen-
tration of the more complex component M are depicted.

In particular, in figure8.6h where the flow of a MDM((¥5)/MDM(0.25) mixture is shown, a
classical rarefaction fan is observed sifice 0. The angular sector encompassed by the faniis larger
than that observed in figuBe6afor pure fluid MDM, although the final turning anglg = —13.169
is the same in both conditions. Therefore, since the slogheofimiting characteristic line at the
right boundary of the fan id(6g) = tan @s + u(fs)) where sinug = 1/Mg, one can conclude that
the Mach number at the end of the expansion is larger in ttge,a@s it is confirmed also by the
values in table8.3and8.4. The above can be explained by recalling the dependence dfiich
number on the local velocity angfegiven by the Prandtl-Meyer relation, see Ré&l, hamely,

. VM2-1
T 1-(C-1) M2

Indeed, despite the larger average molecular weight, aleemgonsidered isentrope the valueJof
for the mixture is always lower than that computed for pureMBee figureB.7h and the Mach
number diference between the upstream and downstream state is larger.

In the conditions depicted B.6cand8.6d I'nin > 0, see figure8.3and tableB.1, and therefore
aclassical flow is observed in both cases. In &8g the Mach number in state B is larger than that
observed in cas8.6a consistently with th& andJ profiles across the expansion, see fig@és
and8.7h respectively. As a consequence, the angle encompasséa bgrefaction fan is larger
than that observed for pure fluid MDM. The opposite situat®found in the case iB.6dand the
fan is narrower than its pure fluid counterpart.

do dM. (8.4)

214



NoncLassicaAL GaspyNamics OF VAPOUR MIXTURES

(a) MDM (b) MDM(0.75)/MDgM(0.25)  (c) MDM(0.40)/MDM(0.60)

(d) MDM(0.15)/MDgM(0.85)  (€) MDM(0.05)/MDgM(0.95)  (f) MD M

Figure 8.6:Simulated flows of dense vapours of MPIMDsM expanding over a corner, whereby
the mole fraction of MDM varies from 1 (a) to O (f). Fifteen &g of isopressure contour lines are
plotted in the rangd® = [0.8, 1]. The upstream state features the same Mach numbezduced
pressure® = P/P, and reduced entropy = s/s, in all cases. The fluid thermodynamic model is
the iPRSV equation of state complemented by the Wong-Samiking rules for the mixtures.
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Figure 8.7:Variation of the Mach number (top), the paramelet 1 — T — 1/M? (middle), and

I' (bottom) along a streamline. Mérent lines correspond toffrent compositions of the mixture
MDM /MDgM.
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Figure 8.8:Comparison between the numerical integration (- - -) of trenBt—Meyer ordinary
differential equationg.4) and numerical simulation (—).

From table8.1 and figure8.4, for small concentrations of MDMx{ypm < 0.15), I" assumes
negative values in the vapour phase and nonclassical lmehasi admissible. This is the case of
the flow of mixture MDM(Q05)/MDgM(0.95) in figure8.6e where the expansion occurs through a
nonclassical composite wave made of a continuous fan thetrisnated by a nonclassical rarefac-
tion shock wave, with close-to-sonic downstream state.eXpansion is depicted in the thermody-
namic plane in figur8.5b which displays the pre- and post-expansion states A andtgireduced
P-v plane. While for the case of the pure fluid M2 a single rarefaction shock wave connects the
two states, in the case of the mixture MDMIB)/MDgM(0.95), an initial isentropic expansion is
observed from state A to state A, which lies on the doubldcsbne. Then, a rarefaction shock
wave expands the fluid from A to B.

Results are summarized in taldlel, which displays the downstream Mach numbéand the
variations of pressur®, the temperaturd&, the density and the velocityu across the waves for
all the considered éierent mixture compositions. The entropyfdience across composite waves
and the RSW is very small, due to both the relatively smalsguee diference across the shock
and the small value df. Indeed, Landau and Lifshitz showed that a Taylor-serigsiesion of the
Rankine-Hugoniot jump conditions delivers the followirgjation

Av]3 ( Avr)

—| +ol|—]| |,

Va Va

whereA(:) = (-)g — (-)a, Which is valid for weak shock wave83. In the present study, the largest
entropy diference was computed by solving the non-linear Rankine-kiogump conditions for
the RSW in MQ}M and it is as small a@f ~5x10°.

To conclude, figure8.8 reports the comparison of the numerical integration of thenékl—
Meyer ordinary diferential equationg.4) and the numerical simulations for the three classical ex-
pansions of pure fluid MDM and of the mixtures MDM{8)/MDM(0.25) and MDM(040)/MDM(0.60).
The very good agreement obtained by these tvii@idint approaches increases the authors’ confi-
dence on the correctness of the presented results. Fudherthe values of the upstream and

Ia C&

As~ -2 A
6 Ta
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downstream entropy were compared for the three isentrapiaresions, for which the exact results
is A;? = 0 sinces, = Ss. Small relative diferences of about 16 confirmed that fects of numerical
dissipation were negligible.

8.4 Conclusions

Nonclassical gasdynamic phenomena in dense vapours afiongxtures have been investigated
for the first time. In particular, thefiect of non-ideal mixing on the thermodynamic properties
relevant to the fluid dynamics was studied.

Predictive equations of state have been used to computdeh@adynamic properties of the
mixture, most notably the fundamental derivative of gasayitsI’, for mixtures of siloxanes, per-
fluorocarbons, siloxanes-perfluorocarbons, and cloropeanftliorocarbons. Some of the exemplary
mixtures display thermodynamic regions of negative nadliity for certain compositions. The de-
pendence of the minimum value Bfin the vapour phase from the molar composition has been
analyzed in the paradigmatic case of mixtures of lineaxaites. It is found thal, is always
greater than the value &%, of the most complex molecule in the mixture. In addition tladue
I'min Of @ pure linear siloxane whose molecular weight is inteliatedwith respect to that of the
mixture constituents, is always lower than that of the mrixti@aturing the same molecular weight
or complexity.

Preliminary simulations of a supersonic flow of a dense vagapanding over a corner are
presented. The dense vapour is a binary mixture of lineakailes MDMMDgM, whereby for
each simulation the upstream conditions are kept similailenthe molar composition is varied
from xypm = O to xupm = 1. The results show how the flow field changes from the clalssica
expansion fan to a rarefaction shock wave, when the coniposit MDM(0.05)yMDsM(0.95). For
MDM(0.15yMDsM(0.85) a mixed rarefaction shofkn is predicted. Thermal decomposition of
the fluid and critical point #ects are to be carefully assessed before selecting theasagbstor
experiments. However, it is remarkable that, similarly teyious studies on non-classical flows,
the same gasdynamics behaviour is expected for all corsidkrids.

We conclude that for the considered mixtures, mixing commpigof the same fluid family does
not enhance non-classical gasdynamic phenomena. Givemuieéy and complexity of molecular
interactions among fferent molecules, the possibility that the oppositeet occurs for dferent
mixture compositions cannot be ruled out. Limitations wehpect to accuracy and predictive char-
acter of currently available thermodynamic models for mnigs make the analysis of the possibly
large variety of mixtures dicult. In addition, these limitations must be considered aligh respect
to the results of this study.

Future work will be devoted to the improvement of thermodyitamodels suitable for com-
plex organic compounds, possibly also by means of propedgsurements. Indeed, the main
obstacle to such investigation is the lack of experimematrhodynamic data of mixtures of com-
plex organic compounds, or of predictive and accurate thdymamic models, valid close to the
vapour-liquid critical point.

Attention will be dedicated to highly non-ideal mixturesan attempt to understand if an
enhancement of non-classical gasdynanfiieacts can be achieved by mixing two or mor&elient
organic fluids. This possibility—together with thermal lstily—would have a large impact on
experiments aimed at generating and measuring non-aggsdynamic phenomena. Siloxane
mixtures will also be tested in the experimental facility enerating and measuring rarefaction
shock wave at the Delft University of Technology.
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A.1 iIPRSV-WS Thermodynamic Model

The thermodynamic model adopted for the multi-componeiddlis briefly described here. The
volumetric equation of state (EoS) is provided by the steddmproved Stryjek-Vera Peng-Robinson
(iPRSV) model complemented by a usual polynomial expresfiothe isobaric ideal-gas specific
heat, see Ref. 60], and by the mixing rules proposed by Wong and Sandiéy. [

[84], see also 85], proposed to use the Peng Robins86][cubic EoS, with the SoavesJ]
a-function, but with a dfferent temperature and acentric factor dependence in arderprove
the correlation of vapor pressures for a wide variety of BuidNotably, the proposed functional
form for « results in the Stryjek-Vera Peng-Robinson (PRSV) EoS fewjwa discontinuity in all
the properties at the absolute critical temperatilige for water and alcohols, and at temperature
T = 0.7- T, for all the other fluids. Recently6p] proposed a modification of the PRSV EoS aimed
at eliminating the discontinuity in the prediction of therdynamic properties.

The iPRSV EoS is similar to the cubic form characteristichef PRSV Eo0S,

RT a

P=0"p Viav_p2

®)
where,
a= (0457235 T2/P)a.  b=0077796RTe/Ps, = [1+x(1- yT)[".

Here,R = R/u is the gas constant, witR the universal gas constar,is the attractive termb

is the co-volume parameteP, andv are the pressure and the specific volume, respectively. The
subscriptc indicates properties at the vapour-liquid critical poifihe parametex depends on the
temperature as follows

k=ko+ki(1+ VT,)(07-T), (6)
with
Ko = 0.378893+ 1.489715% — 0.17131848)? + 0.0196554,°, )

wherew is the acentric factor. The empirical parametein eq. ) is a pure-component parameter
chosen in order to obtain accurate predictions of satuatgpkrties. From low temperatures up to
reduced temperatures ©f = 0.7, Stryjek and Vera recommend using valuesddabulated in their
papers §4, 85]. Alternatively,«; can also be obtained by regressing experimental data. diccpr
to Stryjek and Vera, for water and alcohols the tabulatedeskcan be applied up to the critical
point. For other compounds, slightly better results araioled withx; = 0 for 0.7 < T, < 1. For
super critical temperature$,(> 1) they recommend; = 0, because there would be no advantage
in using eq. 6) in this region. The-function therefore introduces a discontinuitya(il) either at

T, = 0.7 or atT, = 1, and in thermodynamic properties dependent upon andatiegg thereof.
The iPRSV Eo0S is obtained by modifying the equation for tHewdation of thex-value, such that it

is continuous with the temperature, but by keeping the sarenpeters, andx; in the functional
form, and in such a way that the same values can be used. Thisdtable advantage, because
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a large amount of data for these parameters that have beaimedbtso far can still be used. The
k-function in the iPRSV thermodynamic model is therefore

K=Ko+K1{\/[A— D(T, +B)J*+E+A-D(T, + B)} VT +C, (8)

where the value of the ciiwients areA = 1.1, B = 0.25,C = 0.2, D = 1.2 andE = 0.01. The
accuracy of the iPRSV thermodynamic model is similar ordydttan that of the model from which
is derived. The derivatives afwith respect to the temperature, that are required for theeimen-
tation of a complete thermodynamic model into a computegianm, are given in Ref6)] together
with a thorough discussion on the limits of the thermodyramodel.

Wong and Sandler developed a set of mixing rules which gatig# theoretically correct
guadratic composition dependence of the second viridficgant [70]. The mixing rule is derived
by equating the excess Helmholtz eneAjyof an activity codficient model describing molecular
interaction in the liquid phase to that obtained from the Bbfe so-called infinite-pressure state,
namely, in the limit of a specific volume approaching the obimne. The mixing rule contains one
additional binary interaction parametey in the cross second virial cfiwient, see Eqll. The
binary interaction parameter can be determined by varippsoaches, see e.qg. Re88[. The
Wong-Sandler mixing rule (WSMR) is used extensively in amation with the PRSV Eo0S. For the
activity codficient model, a so-called “solely energetic” model is usupleferred (i.e., a model
which does not have an explicit free-volume term). As it ismoaon practice for the PRSV EoS,
the NRTL model introduced in Ref8f] is used here to compute the activity €deent, see also
Ref. [90].

According to the WSMR, tha andb codficients in ) are substituted by

au =RTDhy,  and by =_—F, ©)
respectively, where
AEO NC Xa NC NC ( a )
D= — = X b- =] .
CEOS+ — RTh’ Q ZZX'XJ RT/j

i i=1 j=1

The parameteCg,s depends upon the equation of state. For the PRSV EQOS, it reads

Ceos = g In(V2-1)~-062323 (10)
The following combining rule has been used
ay b+b-a+a
b-rr), = @-k): an

wherea and b are the energy and the co-volume parameter. The subscrigfdisrto mixture
properties while i and j refer to the components in the mixtiNC is the number of components.

From the pressure EoS, a complete thermodynamic model daralig obtained by specifying
the relation between the temperature and the specific heahatant pressurg in the dilute gas
limit, see e.g. 91]. In the present study, the following functional formaf

Y(T) = lim cp(T,v) =Co+C, T+C, T2+ C5 T3 (12)
V—o00

with Cy,C1,C, and C3 constants. The values of the paramei€ssC;,C, and C; are given in
Ref. [69] for the fluids of interest here. From tlep definition (L2) and the pressure EoS)(a
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complete thermodynamic model can be obtained. For exarfipls, the reciprocity relation, one
immediately computes the energy EoS as

&(T,V) = ¢(T) + f ' [T oP(T,Y) P] dv (13)

Vo ov

where, from the Meyer’s law of ideal gag(T) = ¥(R) — R = lim,_,., ¢,(T, V) is the specific heat
at constant volume in the dilute gas limit. All thermodynamariables can be computed from the
two pressure and energy E0® and (13), respectively, as detailed, e.g., in R&2[.
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CHAPTER 9

This thesis presents the original results of the experiatiemd numerical research conducted
by the author and his colleagues, aimed at investigatingptitential of molecularly heavy and
complex organic compounds as working fluids for the orgarinke cycle (ORC) power systems
of the future. The material presented is at the basis of akpeiblications on peer-reviewed in-
ternational journals: five papers are already published,h@s been accepted for publication, and
two are about to be submitted for publication. The work isd#d in self-contained chapters, each
addressing a specific sub-topic, with its own concludingasks The general conclusions and their
practical implications are treated in the following, matkeith the & and the®# sign, respectively.

'
A e

The first part of the thesis presents several contributiorike research in the field of energy con-
version systems, focusing on ORC turbo-generators.

Chapter2 presents the first review work covering the historical deweients, the status of the art,
and the future foreseen for the ORC power systems technology

% A comprehensive overview of the applications, technictltsms, and of the ORC plants
which reached commercial operation in the last 20 yearsasqmted, with a collection of
data harvested within the major manufacturers.

# The work is intended as a reference for both the Academic hedndustrial audience
and, in the authors’ opinion, could prove particularly useéf avoiding the repetition of
studiegattemptgexperiments which have been already carried out in the pasthermore,
the presented outlook to the future might help in defining dtrategic objectives to be
pursued in order to advance the ORC power systems field.

Chapter3 explores the main envisaged research paths in the field of DRG-expanders design,
i.e., the development of generalized design methodolpgiesthe assessment of non-conventional
machine architectures.

% The first critical evaluation of the centrifugal or radialtiow turbine (ROT) architecture
as a candidate technology for ORC systems is presented.

® Itis discussed how the simplifying assumptions usuallypaeid in the axial turbines practice
are typically not applicable for ROT machines. It is conéddhat, in order to design
efficient ROTS, it is needed that the blade discharge geometgies, the radial chords, the
stage expansion ratios, and the reaction degrees are ditowary among each cascade, and
that the diameter and the speed of revolution are includexhgrthe optimization variables.

% A novel design methodology for the preliminary sizing of RON the power size range
from several MW down to few kW is presented, which covers most of the applications
foreseen today.

# The in-house mean-line optimization cod®urbqg which allows to determine the prelimi-
nary design of ORC turbines of various configurations anckimgrwith different fluids, is
introduced and adopted to verify the novel method by prasgiseveral exemplary design
exercises.

% The design of two 1 MW centrifugal turbines is presented, a transonic six-stagkaa
supersonic three-stage machines. These expanders handigansion ratio of 60, and
rotate at 3000 RPM. Simplifications derived from the axiabines practice are adopted in
order to illustrate their consequences. The results of dsgd exercise carried out with
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zTurboconfirm that the adopted assumptions lead to unwanted désiguares, such as
converging meridional channels and large flaring anglesherlast stages. The predicted
fluid-dynamic dficiency for the transonic and the supersonic machine is @866 and
81%, respectively.

$ The down-scaling potential of the centrifugal architeetisrassessed, by applying the novel
design methodology to the sizing of two 10 kVROTSs, handling an expansion ratio of
45. The design of a 5 stages transonic turbine, and of a 3sstdightly supersonic one is
presented. The proposed design procedure proves valmaibtericoming the criticality pre-
viously highlighted. In particular, the resulting merida channel monotonically diverges
maintaining maximum flaring angles lower thar? 1The resulting turbines are projected to
exceed a fluid-dynamidiciency of 79% and 77%, with speed of revolution around 124000
and 15400 RPM, respectively.

# It is demonstrated that the ROT architecture is a promisorgept for future ORC power
systems, capable of preserving its features and perforenaten downscaled, for both
transonic and slightly supersonic configurations.

# The proposed methodology and tools are virtually appliablthe preliminary design of
any ROT expander, working with any reasonable fluid.

Chapter4 presents the research related with another innovative coemg, i.e., a so-called direct
thermal storage system whereby the same fluid is circulatdeiheat source, serves as the thermal
storage medium, and acts as the working fluid of the ORC tgdawrator.

& Several options are presented regarding the integratitthredhermal storage system into the
plant. The most promising solutions seem those decougiiaghiermal energy source from
the ORC power block. It is demonstrated how, apart from atankial simplifications in
terms of both plant layout and operational strategy, thigigaration ensures high exergetic
performance of the thermal charge and discharge processes.

% A newly conceived variant of the Rankine cycle is introdycetiereby a flashing evap-
oration process precedes the power-generating expansioa.properties of the adopted
complex-molecule working fluids are such that flashing cad e saturated or superheated
vapor conditions. This characteristic implies further giifications of the system. The ef-
ficiency of an ORC power plant working according to this coatglflashing cycle (CFC)
may be, under the described assumptions, only marginadlgrithan what observed for a
conventional evaporative ORC power system.

& A case study regarding a 100 kVgolar plant is presented: the proposed system features
a constant-pressure thermocline storage system, withuvageneration through external
flashing of the liquid extracted from the storage vessel. plaposed turbo-generator
achieves an estimated 25%ieiency, which corresponds to a solar-to-electric valuegsh1l
in design conditions for the complete system. With silosaoempounds, the estimated
values of storage density are around 10 KVfthr a cubic meter of storage volume, which
is around half of what typically achieved with the storagediathermic oils, but without
considering additional filling materials. The advantageserms of simplification of the
plant layout could overcome the relatively low values ofag® densities, the need of pres-
surization, and the specific cost of the fluids. A dynamic nadkeveloped for the complete
system, is used to investigate the performance under estteamsient conditions. This
allows to preliminary assess the feasibility of remotelptcolled operation.
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# Feasible and fcient energy storage systems are foreseen to be the eneblerotogy

for future power plants, such as, notably, those in the fiéldamcentrated solar power
(CSP). Furthermore, small-scale distributed CSP plantgecerating heating and cooling
power will probably gain an important role. As already sa@RC turbo-generators are
good candidates for similar applications but, before thiskywno storage system tailored
to this technology was investigated. Therefore, this stuaythe potential to open up new
possibilities of dissemination for solar-powered ORC argi

With Chapter5, the focus of the analysis is moved from the component- tcsyistem-level, by
proposing an innovative methodology for the design of flexémergy conversion systems, which
takes dynamic requirements on critical transients intemactsince a very early phase in the design

cycle.

B

The new toolDYNDES is presented, which utilizes a multi-objective optimipatiap-
proach to search for optimal system designs with potept@dhflicting objectives. The
main components, notably the heat exchangers in the coedidase, are also preliminary
sized at this step. The system dynamic performance is tHosced as an additional design
criterion, by testing the previously determined optimadteyn configurations by simulating
the behavior of automatically parametrized dynamic sitime.

It is shown how to exclude those designs which do not satisfgngdynamic requirements
such as, e.g., the tolerance on network frequency vargtsna consequence of a strong
load oscillation.

The developed methodology is successfully applied to ttse ctudy of an ORC-based
combined cycle power plant for arfitegrid oil platform.

The proposed procedures and tools might be valuable forrédarpnary design of first-
of-a-kind systems with demanding dynamic requirements) & fields other than energy
conversion.

Chapter6 addresses another important aspect of modern energy systenthe operating strategy.
The paradigmatic case of concentrated solar power plaltitysenergy in a context of time-varying
tariffs is considered. The thermal energy storage (TES) systerbhecased to shift the production
to the most profitable hours, exploiting the dispatchabdépabilities of this technology.

B
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A simplified model of a state-of-the-art central receiverrplhas been developed using high-
level modelling languages, and proved to be accurate wihee to the SAM reference
software and literature data.

Optimal control problems have been formulated and solvetyusgh-level modelling lan-
guages. The validity of the analysis is confirmed by preMiopsblished results.

As a novelty, diferent operating strategies are compared based on a ddia#dadial anal-
ysis over the project life-time. A wide system design spaamnsidered, and the results are
presented for all the foreseeable combinations of solat §igke and TES system capacity.

A novel methodology is introduced, which allows to properbgess the potential of optimal
control in terms of both the increased revenue and the reldugestment cost it allows for.

It is demonstrated that optimal control should be taken &dcount when estimating the
potential plant revenue since its design and sizing phase.

It is shown that, for state-of-the art systems under theraptions considered, it is always
profitable to exploit optimal control to the end of increagilectricity production. On a
yearly basis, an average gain in the revenue of the order at%#tained with respect to
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usually adopted short-sighted strategies. However, thisdiis amplified to more than 10%
in terms of net present value of the investment when applyiagomplete financial analysis
presented here. Notably, the storage capacity for whichirman profitability occurs seems
to be independent from the considered operating strategy.

& The potential of optimal control in terms of investment coeduction has been unveiled
for the first time. For the case-study technology considettgd follows the possibility of
harvesting the same revenue with a smaller TES capacity.

# The results have been obtained with open-source softwade #tal of about 50 code lines,
which makes the developed tools quite understandable agdfiendly. The proposed
methodology could be easily implemented as an extensioef@fence design models, such
as those available within the SAM program.

# The proposed methodology constitutes a new tool in the desghands who, depending
on the specific project characteristics and financial fraonkywmay be keen on favouring a
larger electricity production or a comparatively lowerestment cost. Notably, this could
be of particular interest for ORC-based CSP systems opgratithe envisaged distributed
generation scenario, possibly cogenerating thermal ptovéreating or cooling purposes.

¢y
PR S W AN

The second part of the thesis is focused on the experimentahamerical investigation of the
non-classical gas dynamic behavior of dense vapors ofesiiagid multi-component organic fluids.
Notably, ORC power systems constitute the first foreseeficapion for the arguments dealt with
in this part.

Chapter7 describes the commissioning the FAST setup, a new Ludwiasg facility designed and
built at the Delft University of Technology with the main pase of providing the first experimen-
tal evidence of the most exotic non-classical gas dynantfestei.e., the rarefaction shock wave
(RSW) in the dense vapor region of fluids formed by complexanigmolecules.

% The setup components and the control & operation strateggettare proven to befective
to the end of accurately measuring the speed and the intesfsihe propagating waves.
Results for several ideal gases are presented.

& The fast opening valve, which is the most critical componisrtharacterized in terms of its
opening time, which resulted of the order 0f %5 ms. According to previous studies, this
should be small enough to ensure the complete formatioregfttienomenon of interest, i.e.
a shock wave, within the shock tube. This result is confirmedrialyzing a compression
shock wave propagating in air.

# The first published results regarding speed of sound measmts performed in the dense-
gas region of a molecularly complex organic compound, ilexane D, are presented.

# The FAST setup and the developed measurement procedurétutensnique tools to the
end of proving the existence of the RSW. Furthermore, a nummbimteresting secondary
results can be obtained, such as, notably, speed of sourslireezents.

Chapter8 presents the first theoretical investigation of non-ctadsjas dynamic phenomena in
dense vapours of organic mixtures. In particular, tiiea of non-ideal mixing on the thermody-
namic properties relevant to the fluid dynamics was studied.
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Predictive equations of state have been used to computéeéh@adynamic properties of
the mixture, most notably the fundamental derivative of dyasamicsl'.

Some of the exemplary mixtures display thermodynamic regiof negative nonlinearity
for certain compositions.

The dependence of the minimum valudah the vapour phase from the molar composition
has been analyzed for several paradigmatic mixtures, ittt i, is always greater than
the value ofl ', of the most complex molecule in the mixture. Further, thei@@l,, of a
pure component whose molecular weight is intermediate repect to that of the mixture
constituents, is always lower than that of the mixture feaguthe same molecular weight
or complexity.

For all the considered mixtures, mixing compounds of theesfimd family does not en-
hance non-classical gas dynamic phenomena.

Preliminary simulations of a supersonic flow of a dense vagopanding over a corner
are presented. The dense vapour is a binary mixture of lisié@tanes MDMMDsM,
whereby for each simulation the upstream conditions arediaplar, while the molar com-
position is varied fromxypy = O to Xypm = 1. The results show how the flow field
changes from the classical expansion fan to a rarefactiocksiave, when the composition
is MDM(0.05yMDgM(0.95). For MDM(Q15YMDgM(0.85) a mixed rarefaction shofln
is predicted.

Attention will be dedicated to highly non-ideal mixturesan attempt to understand if an
enhancement of non-classical gas dynanfieats can be achieved by mixing two or more
different organic fluids. This possibility—together with thatnstability—would have a
large impact on experiments aimed at generating and megsoon-classical gas dynamic
phenomena.



Summary

A sharp inversion regarding the current trends of energyswamption and related emissions of
global greenhouse gases is needed in order to harmonizéeto the planet resources and, ulti-
mately, in order to survive. Itis a shared idea that, to thit @ sustainable energy system has to be
conceived, made to be smarter, more decentralized, andimeggated than what we know today.
In the author’s opinion, energy conversion systems baseti@nrganic Rankine thermodynamic
cycle (ORC) have the potential to play a major role in thisigsyed framework, and the work
hereby documented stems primarily from this belief.

Several contributions are presented, in order to illusttaé original results of numerical and ex-
perimental research aimed at investigating the potentiadadecularly heavy and complex organic
compounds as working fluids for the ORC power systems of thedu This thesis is divided into
two main parts, in turn constituted by self-contained caegpteach addressing a specific sub-topic.
The material presented is at the basis of several publitatim peer-reviewed international jour-
nals: five papers are already published, one has been addepfmiblication, and two are about to
be submitted for publication.

PO S W A

The first part presents the contributions to the researcheirfield of energy conversion systems,
focusing on ORC turbo-generators.

An introductory review on ORC systems, with an overview dithnistory, the description of the
state-of-the-art from both the academic and the indugigedpective, and an outlook to envisaged
paths of development is contained in Chagefhe cumulative global capacity of ORC systems,
which is undergoing a rapid growth started a decade agopisated to grow much more in the fu-
ture. The potential for the conversion into electricity loé€ thermal power coming from renewable
and renewable-like sources is huge, and ORC power systenmmarof the most flexible candidate
conversion technologies to this end, both in terms of capanid temperature levels. A com-
prehensive overview of the applications, technical sohgj and of the ORC plants which reached
commercial operation in the last 20 years is presented,adthilection of data harvested within the
major manufacturers. The work is intended as a referendedfibrthe Academic and the Industrial
audience, and could prove particularly useful in avoidimg tepetition of studi¢attemptgexperi-
ments which have been already carried out in the past.

Chapter3 documents the original research conducted in the field of @QR@-expanders, which
constitute the most critical components whdiiceent systems have to be designed. The variety of
possible working fluids, the complex gas dynamic phenomenauntered, and the lack of simpli-
fied design methods based on experience on similar machirzd® the design offgcient turbines

a complicated task. Relevant paths of development may #asiicerned with (i) the development
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of generalized design methodologies, and (ii) the assegsshaon-conventional machine architec-
tures: the research presented in this chapter aims at exglooth. The first critical evaluation of
the radial-outflow turbine (ROT) architecture as a can@idathnology for ORC turbo-generators
is presented, together with a novel methodological frannkeiar the design of these machines. The
results of several design exercises show that the ROT ismaigirng concept, which allows for the
realization of icient, compact, and reliable turbo-expanders in any paugout level of interest.

Chapterd deals with the assessment of a novel thermal storage syséansd to high-temperature
ORC systems for concentrating solar power (CSP) applieatistemming from the observation
that the direct storage of the ORC working fluids can fieative thanks to their favourable ther-
modynamic properties. The concept of complete flashingecf€FC) is introduced as a mean of
achieving an unmatched system layout simplification, whitsserving conversionfigciency. This

is a new variant of the Rankine cycle, whereby the vapour éslyeed by throttling the organic
working fluid from liquid to saturated vapour conditions. €Timain trade-fis appearing in the de-
sign phase of such systems, involving the glolfitiency, the storage dimensions and pressure,
and the expansion ratio across the turbine, are investiga&kso the dynamic performance of an
exemplary plant are assessed by mean of simulation, prelimproving the feasibility of remotely
controlled operation. This study has the potential of opgnip new possibilities of dissemination
for solar-powered ORC engines.

Chapter5 shifts the focus of the analysis from component- to systewet] presenting a method-
ology for the optimal design of modern power generationesyst accounting for the increasingly
demanding requirements in terms of operational flexibilitye innovative element is the possibility
of considering the dynamic performance since a very eardgelof the design procedure. The test
case presented is the preliminary design of firgdd power plant serving anfidshore platform,
where a gas turbine engine is combined with an ORC power reodiile solutions of a stationary
model of this combined plant are used to identify its optic@ifigurations. A dynamic model of
each of these systems is thus automatically parametebyedheriting its parameters values from
the design model results, and used to assess the performftheemodeled system under the tran-
sient scenarios of interest. Again, in the considered ejaitis shown that the proposed combined
procedure allows to discriminate among the initial set ¢fitsons, in order to provide the designs
that also comply with dynamic requirements. These toolshinig valuable for the preliminary
design of first-of-a-kind systems with demanding dynamguieements, also in fields other than
energy conversion.

Chapter6 explores the potential of innovative operating strategighe context of thermal energy
storage management for concentrating solar power plaistthédmain novelties, a complete finan-
cial analysis is used to this end, and the impact on the sydesign is investigated. The method-
ology is applied to a test case, a state-of-the-art centiaiver plant with direct storage, using
molten salts as working fluid, and selling energy in a condéxariable electricity prices. Mierent
operating strategies are compared, and a wide system dgsige is considered. The potential of
these techniques is discussed also under the point of viemve$tment cost reduction, showing
how the same yearly revenue can be harvested with a smadiegyestorage, if optimally operated.
The novel method is an additional decision tool allowingreat the storage operation strategy as
a new variable in the design of next generation energy systéims could be of particular interest
for ORC-based CSP systems operating in the envisagedodi®td generation scenario.

S
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The second part of the thesis is focused on the experimentahamerical investigation of the
non-classical gas dynamics behavior of dense vapors ofesingd multi-component organic flu-
ids. Notably, ORC power systems constitute the first fonesgmplication for the arguments dealt
with in this part.

Chapter7 describes the commissioning of the “Flexible Asymmetrio&hTube” (FAST) exper-
imental setup designed and built at the Delft University e€finology. The aim of this Ludwieg
Tube facility is to measure the speed of propagation of pressaves in organic vapors, with the
final objective of providing the first experimental evidermfehe most exotic non-classical gas dy-
namics phenomenon, i.e., the rarefaction shock wave (R8WHe dense vapor region of fluids
formed by complex organic molecules. Furthermore, a nurobiteresting secondary results can
be obtained, such as, notably, speed of sound measurenfér@setup components and the con-
trol & operation strategy devised are proven to Hedaive to the end of accurately measuring the
speed and the intensity of the propagating waves. Resulteferal ideal gases are presented. The
fast opening valve, which is the most critical componentharacterized in terms of its opening
time, which resulted small enough to ensure the completadtion of the phenomenon of interest,
i.e. a shock wave, within the shock tube length. This resuttanfirmed by analyzing a com-
pression shock propagating in air. The preliminary reseggrding speed of sound measurements
performed in the dense-gas region of a molecularly comptgaric compound, i.e. siloxane;D
are also discussed.

Chapter8 Presents the first investigation about the non-classicabgaamics of binary mixtures
of organic fluids in the vapour phase, showing how the contiposof the mixture is a new relevant
variable in the study of BZT fluids. This study has practiogpiications in that mixtures of organic
fluids are considered for applications in ORC power systams, of the possible applications of
non-classical gas dynamics. Furthermore, multicomponemking fluids are often encountered
in practice due to impurities, and thermal rearrangeméiects. A finite thermodynamic region
is predicted where the non-linearity parameteis negative, and therefore non-classical gas dy-
namics phenomena are admissible. A non monotone dependeham the mixture composition
is observed in the case of binary mixtures of siloxane anfiymeocarbon fluids, with the mini-
mum value ofl" in the mixture being always larger than that of its more cammomponent. The
observed dependence indicates that non-ideal mixing hasrggsnfluence on the gas dynamics be-
haviour — either classical or non-classical — of the mixtddemerical experiments of the supersonic
expansion of a mixture flow around a sharp corner show theitran from the classical configu-
ration, exhibiting an isentropic rarefaction fan centea¢dhe expansion corner, to non-classical
ones, including mixed expansion waves and rarefactionksivawes, if the mixture composition is
changed.
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Samenvatting

Een scherpe omkering in de huidige trend van energiecortseimp de gerelateerde emissie van
broeikasgassen is nodig om ons leven in harmonie te brengemeneindige bronnen van onze
planeet en om uiteindelijk te overleven. Het doel om dit teelken dat door velen gedeeld wordt,
is het bedenken van een systeem van duurzame energie dateslirneer gedecentraliseerd en
meer geintegreerd is dan nu. Naar de mening van de autetidesafganische Rankine thermody-
namische cyclus het potentieel om een grote rol te speleatindorgenomen kader, en het hierbij
gedocumenteerde werk komt voort uit deze overtuiging.

Verschillende bijdragen worden getoond om de origineleltaten te laten zien van numeriek en
experimenteel onderzoek met het doel om het potentieelsridberen van moleculair zware en
complexe organische dfen als werkvloeistof voor ORC energie systemen van de toskoBit
proefschrift is in twee delen gesplitst, die verder ondeteeld zijn in aparte hoofdstukken, elk
hoofdstuk gewijd aan een specifiek sub-onderwerp. Hetrhgatoonde materiaal vormt de basis
van verschillende publicaties in peer-reviewed inteorale tijdschriften: vijf papers zijn reeds
gepubliceerd, één is geaccepteerd voor publicatie ea staan op het punt om ter publicatie ver-
zonden te worden.

S

Het eerste deel van deze thesis toont de bijdragen aan hetzord in veld van energie-omzettings
systemen, gericht op ORC turbogeneratoren.

Een inleidende recensie van ORC systemen wordt gegevemfddiok2, met daarin een overzicht
van hun geschiedenis, beschrijving van de state-of-therahet industriéle perspectief, en een
blik op de voorgestelde ontwikkelingspaden. De cumulatigiobale capaciteit van ORC syste-
men maakt sinds een decennium geleden een sterke groei nlaorweordt verwacht dat deze
in de toekomst doorgroeit. Het potentieel van electritstanzetting van thermische energie uit
hernieuwbare en gelijksoortige bronnen is enorm, en OR@@&nsystemen zijn een van de meest
flexibele kandidaats-omzettings technologien om dit tendaewel wat betreft capaciteit alsmede
de temperatuursniveaus. Een uitgebreid overzicht vanejsmssingen, technische oplossingen en
van de ORC machines die in de laatste 20 jaar commercieehtipeeel gemaakt zijn, wordt
getoond samen met een data-collectie die van grote falieRaafkomstig is. Deze bijdrage is
bedoeld als referentie voor zowel het academische als tigstiriéle publiek, en zou bijzonder nut-
tig kunnen worden om te voorkomen dat stugegingeriexperimenten herhaald worden die reeds
Zijn uitgevoerd.

Hoofdstuk3 documenteert het originele onderzoek gedaan op het gelne@RC turbo-expanders,

die de meest kritieke componenten vormen aangaande he¢igntan diciente systemen. De ho-
eveelheid mogelijke werkvloeidiien, de aangetften complexe gasdynamische fenomenen en het
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gebrek aan simpele ontwerpmethoden gestoeld op ervarimgefiksoortige machines, maken
het ontwerp van eenfigciente turbine een moeilijke opgave. Relevante ontwikigsdpaden kun-
nen mogelijk te maken hebben met: (i) de ontwikkeling vanegegaliseerde ontwerpmethodolo-
gin, en (ii) de toetsing van onconventionele machine-bdijless: het gepresenteerde onderzoek
in dit hoofdstuk verkent beide doelen. De eerste kritisofa@uatie van de opbouw van een radi-
ale uitstroom turbine (ROT) als kandidaatstechnologie ¥@RC turbogeneratoren wordt getoond,
alsmede een nieuw methodologisch raamwerk voor het ontvegrzulke machines. De resultaten
van verschillende ontwerp-opgaven laten zien dat de ROVveelbelovend concept is, dat de ver-
wezenlijking van ficiente compacte en betrouwbare turbo-expanders op ellogamsniveau van
belang mogelijk maakt.

Hoofdstuk4 behandelt de toetsing van nieuwe thermische energiegsgysitemen specifiek voor
hoge temperatuur ORC systemen voor toepassingen met gedmeerde zonne-energie, afkomstig
uit de observatie dat directe opslag van ORC werkvloffstodfectief kan zijn door hun gunstige
thermodynamische eigenschappen. Het concept van de derfipkh cyclus wordt als een middel
voorgedragen om een onoveffien versimpeling van systeemindeling te bewerkstelligenbae
houd van €iciéntie. Dit is een nieuwe variant van de Rankine cyclusaryigadamp geproduceerd
wordt door het smoren van vloeistof tot verzadigde damp. Bafdafwegingen die zich in het
ontwerp van zo'n systeem voordoen zijn onderzocht, waamnodd globale &icintie, de opslagdi-
mensies en -druk, en de expansieverhouding over de turbioiede dynamische prestatie van een
voorbeeldmachine zijn door middel van simulatie beoomle®let als voorlopig resultaat dat het de
haalbaarheid van op afstand geregelde bediening aantoont.

Hoofdstuk5 verschuift de nadruk op de analyse van component naar gystezau, waarin een
methodologie voor het optimale ontwerp van moderne enangieckkingssystemen voorgelegd
wordt, waarin de immer meer verlangende eisen op het gehiedperationele flexibiliteit in acht
worden genomen. Het innovatieve element is dat de mogelikbm de dynamische prestaties
vroeg in het ontwerpproces meegenomen kan worden. De \sietde proefopstelling is het
voorontwerp van eenfigrid energiecentrale voor eeffftghore platform, waarbij een gasturbine
met een ORC energiemodule wordt gecombineerd. De oplassinan een stationair model van
deze centrale zijn gebruikt om de optimale configuratie taten. Een dynamisch model van ieder
van deze systemen zijn aldus geparametriseerd door de evaandhaar parameters uit de resul-
taten van het ontwerpmodel te gebruiken, en de prestatich@agemodelleerde systeem onder
interessante transiente scenarios te bepalen. Nogmiadist gebruikte voorbeeld is aangetoond
dat de voorgestelde gecombineerde procedure het toelaahdenscheid te maken tussen de ini-
tiele oplossingen om zodoende de ontwerpen eruit te hakeeslens aan de dynamische eisen
voldoen. Dit gereedschap zou waardevol kunnen zijn voovb@tontwerp van een eerste systeem
met veeleisende dynamische eisen, tevens in andere geldadenergie-omzetting.

Hoofdstuk6 verkent de potentie van innovatieve bedieningsstrategdeicontext van opslag van
thermische energie voor geconcentreerde zonne-enemfi@les. De hoofdnoviteiten zijn dat een
complete financile analyse is gebruikt en de impact op haeeysontwerp is onderzocht. De
methodologie is toegepast op een testcase, een state-afttbentrale opvang-machine met directe
opslag, die gesmolten zout als werkvloeistof gebruikt, wig@nergie verkocht wordt afhankelijk
van de variabele electriciteitsprijs. Verschillende leedtigsstrategin zijn met elkaar vergeleken,
en een brede ontwerpruimte is verkend. De potentie van @ebmieken is besproken wat betreft
de beperking van investeringskosten, waarbij aangetosmbé een gelijk jaarlijks inkomen ge-
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realiseerd kan worden met een kleinere energieopslag,eals dptimaal bediend wordt. Deze
nieuwe methode is een toegevoegd beslissingsgereedsebhate dpslagbedieningsstrategie als
nieuwe variabele in het ontwerp van volgende generatieg@sistemen behandeld kan worden.
Die zou specifiek nuttig kunnen zijn voor CSP systemen opshasi een ORC die in de voorziene
opwekkingsscenarios werken van gedistribueerde enepyiekking.

S

Het tweede deel van deze thesis concentreert zich op haimgmeele en numerieke onderzoek van
het niet-klassische gasdynamisch gedrag van dichte dawgpeorganische vloeisfien bestaande
uit een enkelvoudig component of meervoudige compone@enrallend is dat ORC energiesyste-
men de eerste voerziene toepassingen zijn voor de argumdiete dit deel behandeld worden.

Hoofdstuk? beschrijft de ingebruikname van de experimentele opstetirlexibele Asymmetrische
Schokbuis” (FAST), die aan de Technische Universiteit Dattworpen en gebouwd is. Het doel
van deze Ludwieg Tube faciliteit is het meten van de propegatiheid van drukgolven in or-
ganische dampen, met het uiteindelijke doel om het eerstésie leveren van een van de meest
exotische fenomenen uit de niet-klassische gasdynamécaelijk de expansie schokgolf (RSW)
in de dichte-damp regio van vloeigien van complexe organische moleculen. Verder kunnen een
aantal interessante secundaire resultaten behaald wamamamelijk geluidssnelheidsmetingen.
De opstellingscomponenten en de bedachte regel & werkatggie zijn &ectief gebleken om
nauwkeuring de snelheid en intensiteit van de propagergolden te meten. Resultaten van enkele
ideale gassen zijn weergegeven. De snel-openende klefetvateest kritische component is, is
gekarakteriseerd voor zijn openingstijd, met als restilfahdeze kort genoeg is om complete for-
matie van het interessante fenomeen, namelijk een scHokguien de lengte van de schokbuis te
realiseren. Dit resultaat wordt bevestigd door een corseshok te analyseren die door de buis
gevuld met lucht reist. De voorlopige resultaten aangaaledgeluidssnelheid in de dichte damp
regio van een moleculair complexe organische stof, naklixaan R, worden ook behandeld.

Hoofdstuk8 geeft het eerste onderzoek weer naar niet-klassischemmsilya van binaire mengsels
van organische vloeisfien in de dampfase, waarin wordt aangetoond hoe de samestalh het
mengsel een nieuwe relevante variabele is in de studie vanvBi¢istdfen. Dit onderzoek heeft
het praktisch oogpunt dat mengsels van organische vidkisteorden overwogen als toepassing in
ORC energiesystemen, een van de mogelijke toepassingametakassische gasdynamica. Daar-
naast is er regelmatig sprake van een werkvloeistof bedtaaih meerdere componenten vanwege
onzuiverheden en thermische her-rangschik-

kings-dfecten. Een eindige thermodynamische regio wordt voorspeddin de niet-lineariteitsparameter
negatief is, waarin daarom niet-klassische gasdynamicanienen toelaatbaar zijn. Een niet-
monotone afhankelijkheid van op de mengselsamenstebinngaargenomen in het geval van bi-
naire mengsels van siloxanen en perfluorocarbon vid&stpwaarbij de minimumwaarde van in
het mengsel altijd groter is dan die van de meer complexe ooerg. De geobserveerde afhanke-
lijkheid laat zien dat het niet ideaal mengen een grote atloeeft op het gasdynamisch gedrag —
zowel klassisch als niet-klassisch — van het mengsel. Nekeexperimenten in de supersone
expansie langs een scherpe hoek laten de transitie zienevdasisische configuratie met een
isentrope expansie waaier gecentreerd op de hoek, naddamsische configuraties met gemenge
waarier-schok expansiegolven en pure expansie-schakgauedra de mengselsamenstelling ve-
randerd wordt.
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