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Summary

The high propulsive efficiency of propellers makes them an attractive propulsion system. It has been demon-
strated that a properly designed stationary second stage, consisting of swirl recovery vanes (SRVs), can further
increase the propulsive efficiency by recovering part of the slipstream swirl. Although the propeller slipstream
causes a fluctuating inflow into the SRVs, unsteady effects are neglected in the design process. A better under-
standing of these unsteady effects could help us improve the design. Furthermore, incongruities are reported
in literature about the impact that SRVs have on the far-field noise. The current numerical study is aimed
at examining the unsteady aerodynamic and aeroacoustic effects of SRV installation to explore possible im-
provements to the design.

Propellers generate thrust which accelerates the flow in axial direction. Torque has to be delivered to the
propeller which causes the flow to rotate in the direction of propeller rotation. This tangential motion is called
swirl with a swirl angle which relates directly to the inflow angle of the SRVs. The SRVs are lifting surfaces on
which a resultant force acts with a forward component, or thrust. The inflow is deflected as a consequence
such that the swirl in the slipstream is reduced.

A lattice Boltzmann method (LBM) is chosen to be applied in this research. In contrast to conventional
aerodynamic solvers based on macroscopic differential equations, LBM is based on the motion of mesoscopic
particle distributions. Space and velocity are discretised by means of a lattice and collision, turbulence and
wall models are adopted. Due to its time-dependent and compressible nature, assessment of unsteady aero-
dynamics and the far-field sound is possible using a hybrid method including the Ffowcs Williams-Hawkings
equation.

A grid refinement study is performed for several reference variables using four grids with increasing reso-
lution. Validity of the aerodynamic results obtained from LBM is confirmed by comparing to computational
and experimental data obtained in previous studies. The aeroacoustics are assessed by qualitatively compar-
ing against literature.

The aerodynamic performance of the SRVs is investigated in detail first. The high swirl angle within the
blade wakes and rotor tip vortices (RTVs) is seen to be the cause of a fluctuating thrust production by the
SRVs. These two effects impinge successively on the SRVs causing double peaks in the time history of thrust.
After the RTVs are split by the SRVs, an opposing spanwise motion occurs on the pressure and suction side of
the vane.

In terms of aeroacoustics, the SRVs produce noise at frequencies equal to multiples of the blade passing
frequency with a relatively uniform distribution in all directions. This results in the observation that the SRVs
have no effect on the maximum noise level, which is located in the plane of the propeller. The SRVs are
however a dominant noise source up- and downstream of the propeller for a range of ∆θ = 90◦ upstream and
∆θ = 130◦ downstream. The SRVs cause the sound pressure to increase by up to 20 dB in these regions, noting
that low-turbulence axial inflow into the propeller is considered.

The tip region of the vanes is a topic of special interest due to impingement of the RTVs. The average
thrust generated by the tip, defined as r /R > 0.84, is equal to only 1.9% of the total vane thrust while the tip
constitutes to 19% of the surface area of the SRV. Moreover, it is expected in literature that the RTV impinge-
ment is a source of noise. It has therefore been decided to simulate a configuration with shortened vanes by
removing the vane tips. No decrease in far-field noise is observed for the shorter vanes, while the vane thrust
and swirl recovery decreased by 13%. The main cause of this reduced aerodynamic performance is the altered
vane loading which is affected by the reduced span, with a stronger stator tip vortex as a result. When taking
a combined aerodynamic and aeroacoustic standpoint, it can be concluded that it is detrimental to crop the
vanes.
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1
Introduction

The National Aeronautics and Space Administration (NASA) started the Aircraft Energy Efficiency Program
in 1976 as a response to high fuel prices caused by the Middle East oil embargo [5]. As part of this program,
the launch of the Advanced Turboprop Project (ATP) followed in 1978 after initial tests had shown that fuel
savings of 15 to 30 percent were attainable by using propellers instead of the turbofans of that time [23]. The
idea of using swirl recovery vanes (SRVs) to exploit the swirl energy present in the slipstream of propellers was
introduced by Groeneweg & Bober [23]. SRVs are stationary and therefore lighter and cheaper than their ro-
tating counterpart, the contra-rotating open rotor. Full-scale experiments at a Mach number of 0.80 followed
in which promising results were attained with a 2% increase in total efficiency at cruise [22]. No additional
noise was measured by Dittmar & Hall [18] and even a slight reduction was observed at the optimal vane an-
gle setting as the SRVs unloaded the propeller. Due to decreasing oil prices, the ATP program was ended in
1987 [5].

Decades later, renewed interest in turboprop engines exists for their high propulsive efficiency, causing
Delft University of Technology and the Northwestern Polytechnical University to continue the research on
SRVs. Wang et al. [53] performed a computational and experimental assessment of SRVs build up of circular
arc airfoils. An increase in thrust was measured together with an increase in required propeller power, lower-
ing the total efficiency. The axial distance between propeller and vanes was found to have a small influence
on the performance, especially at advance ratios lower than 1. Stokkermans [50] designed SRVs by lifting
line theory, which resulted in an increase of experimentally obtained propulsive efficiency of 0.3% at cruise
(J = 1.6) and 2.8% at high thrust setting (J = 0.95). These improvements diminished when including a trailing
wing, such that it was recommended to include the wing in the optimisation. Similar improvements in effi-
ciency were attained by Wang et al. [54] by applying a high-fidelity design approach. Experimental studies
performed by Sinnige et al. [49] show an increase of total sound pressure of 2 to 6 dB when installing the SRVs,
although interaction noise could have been reduced by using a different number of blades for the propeller
and the SRVs [32]. An unsteady computational study showed that vanes with a length equal to the propeller
blades outperform shorter vanes in terms of aerodynamics [32]. The unsteady effects on the stator are found
to be larger than on the rotor such that a good stall margin is required for the SRVs. The present study will
build further on work from Li et al. [33] in which SRVs are designed by lifting line theory. Experimental re-
sults show an increase of 0.8% in thrust and efficiency for cruise condition and 2.6% at a high loading design
condition (J = 0.6).

Careful design of the SRVs is required in order to increase the propulsive efficiency [33, 53]. Steady flow is
assumed in the low-fidelity design process although the SRVs are exposed to highly turbulent and unsteady
inflow [32]. Studying the unsteady effects on the SRVs could result in recommendations for improvements
to the design. Besides the benefit of providing extra thrust, the SRVs may also generate additional noise due
to the unsteady loading and impingement of propeller tip vortices. Acoustic measurements performed by
NASA [18] show no additional noise production by the SRVs. On the other hand, it is observed by Sinnige et
al. [49] that the sound pressure level increases by 2 to 6 dB compared to the isolated propeller when the SRVs
are installed. Taking into account that both experiments were performed at distinct flow conditions using
different geometry, the discrepancy may be clarified by a computational campaign.

Having identified two research areas, it is now possible to formulate a research topic and research ques-
tions. The research topic is formulated as follows:

1
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“Aerodynamic and Aeroacoustic Investigation of Swirl Recovery Vanes for Propeller Propulsion System by
Lattice Boltzmann Method"

The main research question and accompanying sub-questions are:

• Are SRVs a feasible option to enhance performance of propeller propulsion systems?

1. Is LBM a suitable method to be used in this project?

2. Do SRVs offer aerodynamic performance benefits?

3. What improvements to the current configurations in terms of aerodynamic performance can be
suggested?

4. What are the noise effects of SRVs?

5. Which noise sources can be identified?

6. What improvements to the current configurations in terms of noise can be suggested?

A lattice Boltzmann method (LBM) coupled with a very large eddy simulation (VLES) turbulence model
has been chosen to simulate four geometries. A configuration with SRVs (SRVs ON), designed by Li et al. [33],
will be compared to an isolated propeller (SRVs OFF). Subsequently, a configuration with shortened vanes is
analysed since it is expected in literature [49] that the impingement of the propeller tip vortices is a source of
noise. Moreover, it is observed that the vane tips have a low contribution to the total thrust production. In the
Appendix, the first results of a configuration including a wing and SRV are presented. This is of interest as the
wing has a large influence on the slipstream swirl [51] and since tractor propeller configurations are common
in industry.

The manuscript is organised such that background information is presented first in Chapter 2. Following,
the methodology is described in Chapter 3 including the main numerical method and the methods used for
validation. The grid refinement study and the validation are included in Chapter 4 before getting to the results
in Chapter 5. The main findings of the work are summarised in the final section.



2
Theoretical Background

2.1. Attractiveness of propeller propulsion systems
The main benefit of propellers as thrust-generating devices can be demonstrated by a simple calculation
based on momentum theory. The propeller can be modelled as an actuator disk, see Figure 2.1, over which
the velocity is assumed to be constant and the pressure uniform. The flow is considered to be incompressible
and irrotational and the streamtube is assumed to be well-defined such that the flow through the propeller is
separated from the rest of the flow [38].

Figure 2.1: Visualisation of the streamtube and actuator disk used in momentum theory. Adapted from [38].

The propulsive efficiency is defined as [17] :

η= T V∞
P

(2.1)

where T and P are the thrust and power respectively and V∞ is the free-stream velocity.
The thrust and power can be calculated using the following relations [38]:

T = ṁ(Ve −V∞) (2.2)

P = 1

2
ṁ(V 2

e −V 2
∞) (2.3)

where ṁ is the mass flow rate through the propeller and Ve is the velocity at an infinite distance downstream.
The propulsive efficiency thus becomes:

η= T V∞
P

= ṁ(Ve −V∞)V∞
1
2 ṁ(V 2

e −V 2∞)
= 2(Ve −V∞)V∞

(Ve −V∞)(Ve +V∞)
= 2V∞

(Ve +V∞)
= 2

1+ Ve
V∞

(2.4)
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2.2. Working principle of a propeller 4

which indicates that the efficiency increases when the difference between inflow and outflow velocity de-
creases. This displays the benefit of a propeller over a turbofan or turbojet. Propellers accelerate a larger
amount of air to a lesser extent than turbofan or turbojet engines such that the exhaust velocity is decreased.

The reason that turbojet engines, and later turbofan engines, became the new standard in the 1950’s was
their ability to offer high-speed flight at high altitude with reasonable noise production [40]. The high fuel
consumption was acceptable because of the low oil prices. However, advanced turboprop engines can nowa-
days attain flight at Mach 0.8 at high altitude with a substantial reduction in fuel consumption, see Figure 2.2.

Figure 2.2: Fuel savings trends of advanced turboprop aircraft over comparable turbofan aircraft [40].

2.2. Working principle of a propeller
In order to demonstrate the working principle of a propeller, blade element theory is applied. The propeller
blades are divided into elements such that the 3D geometry becomes a summation of non-interacting 2D
strips. The cross section of such a 2D element is shown in Figure 2.3, where ω is the angular velocity, r the
local radius of the blade element, V∞ the free-stream velocity and U the inflow velocity. The included angles
are defined such that β is the pitch angle, ϕ the inflow angle and α the angle of attack.

Figure 2.3: Cross section of a propeller blade element including forces and velocities.

The incoming flow U causes a resultant force on the element dFR which can be decomposed into a com-
ponent perpendicular and parallel to the inflow, the lift (dL) and drag (dD) force respectively. When the
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decomposition is performed into the axial and circumferential direction, a thrust (dT ) and torque (dQ) force
are formed. These two forces can be calculated from the lift and drag as:

dT = dLcos(ϕ)−dDsi n(ϕ) (2.5)

dQ = dLsi n(ϕ)+dDcos(ϕ) (2.6)

where dL and dD are the lift and drag force acting on one element, respectively.
As the thrust and torque act on the blade, by the third law of Newton, the blade exerts equal but opposite

forces on the fluid. The counterpart of the thrust is an accelerating force on the flow, resulting in an increase
in axial velocity Va and a contracting streamtube (Figure 2.1). The counterpart of the torque is a tangential
force that causes a tangential velocity Vt or swirl. The wake thus rotates in the same direction as the propeller
blades. It is practical to define a swirl angle ϕ as [10]:

ϕ= t an−1
(

Vt

Va

)
(2.7)

2.3. Propeller performance coefficients
Several non-dimensionalised performance coefficients will be used throughout this manuscript, for which
the definition used by Brandt & Selig [6] and Li, Wang & Eitelberg [32] is used.

The advance ratio is defined as:

J = V∞
nD

(2.8)

where n is the rotational velocity in revolutions per second and D the diameter of the propeller.
The thrust and power coefficients are as follows:

CT = T

ρn2D4 (2.9)

CP = P

ρn3D5 (2.10)

with ρ the density of the air.
And since P = 2πnQ:

CQ = Q

ρn2D5 (2.11)

such that CQ = CP
2π where Q is the torque on the propeller.

Finally, the propulsive efficiency can be written as:

η= T V∞
P

= CT J

CP
(2.12)

2.4. Swirl recovery by SRVs
Swirl recovery vanes (SRVs) exploit the swirl energy present in the slipstream of propellers in order to produce
additional thrust and increase the propulsive efficiency [18, 22, 32, 33, 49, 53, 54]. In Figure 2.4 a typical
configuration with propeller and SRVs is shown and a cross section of a SRV is taken. Relevant velocities and
forces are included.

As explained, the inflow velocity has a tangential component and therefore a swirling motion with swirl
angle ϕ. This swirl angle relates directly to the inflow angle of the vane, as can be deducted from Figure 2.4.
As with any aerodynamic surface, the incoming velocity generates a resultant force dFR , presented in green.
This force can be decomposed in a force perpendicular and parallel to the incoming velocity, being the lift
(dL) and drag (dD) on the element, respectively. Another possible decomposition is in axial and tangential
direction, resulting in the thrust (dT ) and torque (dQ) force respectively. An optimal vane produces maxi-
mum thrust which results in maximising the lift and minimising the drag component of the resultant force,
as is demonstrated by the following equation:

dT = dLsi n(ϕ)−dDcos(ϕ) (2.13)
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Figure 2.4: Cross section of a swirl recovery vane element including forces and velocities.

2.5. Unsteady effects in the propeller slipstream
Up to this point, the unsteadiness in the propeller slipstream has not been discussed. The slipstream is how-
ever seen to be highly periodic due to the presence of a finite number of propeller blades. Experimental data
quantifying the propeller slipstream has been gathered by Roosenboom, Heider & Schröder [46]. The velocity
magnitude is presented in Figure 2.5, which shows a small periodic variation in axial direction. This is caused
by the relatively low velocity in the wakes trailing the propeller blades.

Figure 2.5: Instantaneous velocity magnitude in the wake of a propeller with a trailing wing. CT = 0.1 and α=αcr ui se [46].

Vortices originate at the tip of propeller blades by the pressure difference between the pressure and suc-
tion side of the blade. These rotor tip vortices (RTVs) move downstream on the edge of the slipstream and
are visible as blue circles in Figure 2.6 where the vorticity around the out-of-plane axis is plotted. As a con-
sequence of the blade loading distribution, trailing vortices originate at the blade trailing edges [14]. These
form regions of high vorticity with the vortices at the outboard region rotating in opposite direction as the
ones at the inboard region. Additionally, the deformation of these regions shows the slipstream to have a
higher axial velocity in the middle region compared to the in- and outboard regions.
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Figure 2.6: Instantaneous out-of-plane vorticity in the wake of a propeller with a trailing wing. PIV data at CT = 0.1 and α=αcr ui se .
Adapted from [46].

2.6. Unsteady effects due to SRVs installation
As the propeller slipstream is seen to be unsteady, the SRVs will experience an unsteady inflow. Li et al.
[32] performed a computational fluid dynamics (CFD) investigation into the unsteady interaction between a
propeller and SRVs. Various vane lengths were inspected from which it was concluded that the vane length
has a negligible effect on the propeller slipstream shape upstream of the vanes. Three effects have been
identified. Firstly, the upstream potential effect of the SRVs on the propeller is seen to be relatively small, in
agreement with observations made by Celik & Güner [11]. Together with unsteadiness, the upstream effect
causes variations in propeller thrust of 0.55% with respect to the averaged value, see Figure 2.7 [32].

Figure 2.7: Variation of thrust coefficient of the propeller during one propeller blade passing period [32].

Secondly, as stated before, the wake effect behind the propeller results in a varying dynamic pressure
behind the blade. This is displayed in Figure 2.8 in which the dynamic pressure is plotted for half of the
circumferential for four time instants at three locations: in front of the propeller, in between the propeller
and the SRVs and aft of the SRVs. At the location between propeller and the SRVs, two distinct effects can be
observed. The narrow drops are caused by the velocity deficits in the wakes of the propeller blades, which are
connected for the various time steps to form the "rotor wake". This causes a varying thrust generated by a
SRV as shown in Figure 2.9, with larger variations in thrust than for the propeller in Figure 2.7. The upstream
effect of the stationary vanes is marked by "vane blockage" and can be explained in potential flow theory
by the notion of induced velocity. The upstream potential disturbances of the propeller blades are rotating
which causes the peaks in dynamic pressure to move with time. The static wakes behind the vanes are also
visible in Figure 2.8.
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Figure 2.8: Variation of dynamic pressure at three locations indicated by red dashed lines [32].

Figure 2.9: Variation of thrust coefficient of an SRV during one propeller blade passing period [32].

The third unsteady effect are the RTVs impinging on the vanes. The RTVs are visualised using a Q-criterion
isosurface in Figure 2.10 for four time instants using a vane length equal to the propeller radius R. As can be
seen, the RTV arrives at the leading edge (LE) of the stator vane, where viscous effects cause it to be split
into two: one at the pressure side (PS) and one at the suction side (SS) of the vane. During the movement to
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the trailing edge (TE), both vortices undergo an opposing spanwise motion. This motion can be explained
following the same reasoning as for the interaction of a RTV with a trailing wing as done by Johnston and
Sullivan [28].

Figure 2.10: Isosurface of Q = 0.00035 for a vane of length R for four time instants [32].

The RTVs are propagated downstream in a helical structure, as visible in Figure 2.11. Therefore, the RTV
impinges the SRV at an angle α, for which a cross section is shown in Figure 2.12. The RTV is represented by
a double arrow, from which the rotation direction can be derived using the right-hand rule. The vorticity can
be decomposed into a component perpendicular and tangential to the vane. The tangential component has
an effect on the motion of the vortex, which is shown in the cross section B-B’ in Figure 2.13. Image vortices
are introduced inside the vane which rotate in an opposite direction as the actual vortices and are causing
the lateral movement of the outside vortices. As can be seen, the vortices on the SS move in an opposite
direction from the vortices on the PS. This effect is called shearing of the vortices and causes them to arrive
in a misaligned fashion at the TE. Behind the vane, the vortices tend to reconnect again with various possible
mechanisms, such as bridging, binding and threading [27].
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Figure 2.11: Helical vortex system in the slipstream of the propeller [45].

Figure 2.12: Cross section of a vane with a RTV, represented by a
double arrow, impinging.

Figure 2.13: Cross section B-B’ from Figure 2.12 with
vortex components tangential to vane surface and

image vortices [28].

Other effects observed when RTVs impinge on a trailing wing might to some extent be present in a con-
figuration with propeller and SRVs. The vortices impinge on the SRV’s surface with a low-pressure vortex core
[28], which is a result of the required balance between the pressure force and the centrifugal force [26]. Pres-
sure measurements along a wing have shown that viscous effects cause the pressure in the core to increase
and the rotational velocity to decrease as the vortices travel along the wing [28]. It has been observed by John-
ston & Sullivan [27] that the RTVs thicken on the advancing side of the wing (PS of the vane) and stretch on
the retreating side of the wing (SS of the vane). There is a difference in flow velocity on the PS and SS of the
vane which might cause the vortices to misalign in the chordwise direction [28]. Finally, both the the image
vortices and the higher velocity inboard of the propeller slipstream compared to outboard can have an effect
on the RTV shape [28].

2.7. Aeroacoustic effects of propeller with SRVs
2.7.1. Sound fundamentals
To investigate the noise effect of SRVs, a basic understanding of sound is required. Sound is a propagating
pressure disturbance in the form of a longitudinal wave [48]. It has a certain wavelength and frequency which
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are related using the following expression:

λ= cs

f
(2.14)

where λ is the wavelength, cs the speed of sound and f the sound frequency.
The pressure fluctuation causing the sound will be denoted as p ′. Using the conservation of mass, mo-

mentum and energy, the wave equation can be formulated which dictates the propagation of sound waves
through air [48]:

1

c2
s

∂2p ′

∂t 2 −∇2p ′ = 0 (2.15)

The effective sound pressure pe is an useful measure to quantify the strength of the sound, which can be
determined by taking the root mean square of the pressure fluctuation p ′. Following, the sound pressure level
(SPL) in dB can be determined using the following expression [48]:

SPL = 10 · log

(
p2

e

p2
e0

)
[dB] (2.16)

where pe0 = 2 · 10−5 Pa. The SPL has a logarithmic scale such that it increases by 6 dB when doubling the
effective sound pressure. Depending on the location of the receiver, either constructive or destructive inter-
ference can occur between multiple sources of same-frequency sound. Sound sources of different frequency
can not interfere.

Real-life sound sources can be classified using various elementary sound sources. The first one is a
monopole or harmonically pulsating sphere. A monopole produces homogeneous sound waves which re-
sults in an equal effective sound pressure around any sphere centred at the monopole’s location [48]. A dipole
consists of two closely-spaced monopoles of equal strength and frequency but opposite phase. This results
in a non-uniform spatial sound intensity such as in Figure 2.16a, b and c. The same holds when placing two
dipoles next to each other, forming a quadrupole (Figure 2.16d).

Representing sound in the frequency domain is an useful analysis method and can be obtained by apply-
ing the Fourier transformation to the sound signal in the time domain [48]:

C ( f ) =
∫ ∞

−∞
p ′(t )e−i 2π f t d t (2.17)

The equivalent of the effective sound pressure pe in the frequency domain is the power spectral density P ( f ).
It can be obtained from C ( f ) as [48]:

P ( f ) = |C ( f )|2
Ts

(2.18)

where Ts is the duration of the signal in s. When multiplying this power spectral density with the size of the
frequency bands, the pressure band level (PBL) is obtained which is equal to the SPL within the specific band.
These two variables both have the unit of dB and are often used interchangeably. The PBL can be obtained
from the power spectral density as [48]:

PBL = 10 · log

(
P ( f )∆ f

p2
e0

)
(2.19)

where ∆ f is the length of the specific frequency band. Common bands are the octave bands in which the
frequency is doubled over the band such that the bandwidths increase with frequency. When reducing the
bandwidth, 1/3r d or 1/12th octave band are obtained. A bandwidth has to be chosen such that the desired
information becomes visible with minimal noise. Finally, when summing the PBL over all frequencies fi , the
overall sound pressure level (OSPL) is obtained as function of emission angle θ [48]:

OSPL(θ) = 10 · log

(
n∑

i=1
10SPL( fi ,θ)/10

)
(2.20)

The human ear has a varying sensitivity to sound from different frequencies, which can be accounted for
by applying weighting functions. A-weighting is a common method to account for tonal noise. It is however
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prescribed in aircraft legislation that a weighting function designed for broadband noise shall be used for
propeller-powered transport aircraft [1], called the perceived noise level [31]. Lines of equal perceived noise
levels, expressed in the unit of noy, are shown in Figure 2.14. A sound of 54 dB at 100 Hz has a level of 1
noy and is therefore perceived equally loud as a sound of 38 dB at 1000 Hz. The human ear can therefore be
concluded to be sensitive to sounds with a frequency of 1000 Hz and upwards.

Figure 2.14: PBL versus frequency with lines of equal perceived noise levels in units of noy [31].

2.7.2. Isolated propeller noise sources
There are various noise generating mechanisms present in a propeller causing two different types of noise:
harmonic and narrow-band noise on the one hand and broadband noise on the other [36]. The time and
frequency representations for these types of noise are displayed in Figure 2.15.
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Harmonic and narrow-band noise
Harmonic noise has distinct peaks in the frequency domain representation, which occur at multiples of the
fundamental frequency or first harmonic. In the case of a propeller, the first harmonic occurs at the blade
passing frequency (BPF), which can be defined as:

BPF = B ·n (2.21)

where B is the number of blades and n the rotational speed of the propeller in revolutions per second.
Narrow-band noise is similar to harmonic noise as peaks are present in the frequency domain. These

peaks are however less distinct and more spread out, especially at higher frequencies. Narrow-band noise
resembles reality closer, as can be concluded from the experimentally-obtained frequency domain in Fig-
ure 2.17. It is therefore decided to use the term narrow-band noise throughout this report.

In an ideal situation for an isolated propeller with uniform and non-turbulent inflow, there are three
steady sources present [36]. Steady sources are constant within the propeller reference frame and cause
narrow-band noise for an observer on the ground or in the aircraft. The first steady source is thickness noise,
caused by a body moving through air. The amplitude of the noise increases with the volume of the propeller
blades and the frequency is dictated by the blade shape and the propeller rotational speed. Secondly, the pres-
sure surrounding the blades causes a periodic disturbance, called loading noise or torque noise. Thickness
and torque noise show a radiation pattern of a dipole with maxima in the plane of rotation, see Figure 2.16.
Finally, the thickness and loading noise are amplified when the propeller tip experiences transonic flow.

Broadband noise
Broadband noise is random and contains pressure fluctuations from all frequencies. Some frequencies might
be better represented causing a varying level in the frequency domain. The vortex sheet shed from the pro-
peller causes broadband noise radiating up- and downstream of the propeller (Figure 2.16c). The propeller
slipstream, a consequence of the propeller’s thrust, contains shear layers due to velocity gradients at the slip-
stream edge. These layers are a quadrupole-type broadband noise source, as depicted in Figure 2.16d. Apart
from free turbulent flow causing noise, additional noise is generated when turbulent flow impinges a body
[36]. This occurs when inflow turbulence hits a blade’s leading edge and when turbulence along the blade
arrives at the trailing edge. These effects are highly dependent on the boundary layer and therefore hard to
predict computationally.

Figure 2.16: Theoretical noise patterns for different propeller noise sources [37].
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2.7.3. Propeller + SRVs noise sources
Interaction noise occurs between propeller and SRVs for which the three unsteady aerodynamic effects pre-
sented in Section 2.6 are a main cause. Firstly, the upstream effect from the SRVs on the propeller creates a
varying loading on the propeller causing narrow-band noise [36]. As this potential effect is seen to be small
[32], it is expected to generate minimal noise [49]. Secondly, the wakes of the propeller blades cause a pe-
riodic velocity profile in the slipstream, causing a varying loading on the SRVs which is a source of loading
noise [36]. As the SRVs are stationary, narrow-band noise is generated with peaks at frequencies equal to
multiples of the BPF [49]. Thirdly, the propeller tip vortices impinge on the SRVs which is another cause of
narrow-band noise. Additionally, an increased broadband noise level can be expected due to the high amount
of turbulence in the propeller wake impinging on the SRVs’ surface.

The noise generated by a propeller with SRVs is experimentally studied by Sinnige et al. [49], resulting in
Figure 2.17. It can be seen that the SRVs add tonal noise, especially at higher harmonics of the BPF, which
opposes results from earlier studies performed by Dittmar & Hall [18]. The difference can be explained by
the higher tip Mach number, higher number of blades and larger spacing between propeller and SRVs used
in that particular study. The effect of the RTV impingement is not included in Figure 2.17 as it was decided to
cut the SRVs in order to avoid vane-vortex interaction noise.

Figure 2.17: Frequency spectra for an isolated propeller (SRVs OFF) and propeller + SRVs (SRVs ON) [49]



3
Methodology

The main method used in the current study is explained, followed by a description of the methods used in
preceding research.

3.1. Lattice Boltzmann method
A lattice Boltzmann method (LBM) is chosen for this study as it is widely validated for aerodynamic and
aeroacoustic simulations of rotors [4, 9, 42]. Moreover, it is inherently time-dependent and suited for parallel
computing [30]. The commercial software package 3DS-Simulia PowerFLOW 5.4a is adopted.

3.1.1. Flow solver
Lattice gas automata
The predecessor of LBM is the lattice gas automata (LGA) model, in which individual particles such as molecules
are considered, making this a microscopic method [35]. The particles move over a lattice such that they have
discrete velocities in certain directions. A common model has a 2D lattice with six directions and therefore
six discrete velocities and is called the Frisch-Hasslacher-Pomeau (FHP) LGA model. As there can only be one
particle at a certain node with a certain velocity, the maximum number of particles at a node is six.

The evolution equation of LGA dictates the motion of the particles and can be written as follows:

ni (~x +~ci∆t , t +∆t ) = ni (~x, t )+Ωi (~x, t ) (3.1)

where the Boolean ni (~x, t ) indicates whether a particle is present at a node with location~x at time t with a cer-
tain velocity~ci . Ωi (~x, t ) denotes the collision operator, which is defined in the FHP LGA model such that the
possible collision outcomes occur with equal probability. For example, three output states are possible when
two particles collide head-on: equal to the input, rotated 60◦ clockwise and rotated 60◦ counterclockwise.
This is illustrated in Figure 3.1, where the output states that equal the input states are omitted for brevity.

16
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Figure 3.1: Illustration of collisions in the FHP LGA model. The output states which are equal to the input state are omitted [35]

Lattice Boltzmann method
LGA has a number of shortcomings which makes it unusable for fluid dynamic computations. Decisive is that
simulations can be very noisy due to fluctuations in ni (~x, t ) induced by the Boolean nature of the method [35].
The lattice Boltzmann method (LBM) is a development from LGA and solves the noise issue by introducing
a particle distribution function f (~x,~ξ, t ) [35]. This function represents the density of particles at a particular
node at location~x with velocity~ξ at time t and is therefore continuous in nature. Computational functionality
is guaranteed by a Hermite series expansion, which is an enabler of LBM as the first three terms are sufficient
to recover the macroscopic hydrodynamic laws [30]. This results in a significant reduction in computational
cost. Since no individual particles are considered but distributions of particles, the scale has moved from
microscopic to mesoscopic.

For computational purposes, time, space and velocity are discretised. Time is split up into intervals of size
∆t and space is discretised using a square lattice with a lattice spacing of ∆x. f is defined at the nodes of this
lattice. Since an explicit time integration method is used, the Courant number C in the Courant-Friedrichs-
Lewy (CFL) condition is set to unity by the solver to ensure stable conditions. The Courant number is defined
is:

C = |~u|∆t

∆x
(3.2)

with ~u the fluid velocity.
The velocities are discretised such that the distance travelled by a population (set of particles) during one

time step ∆t brings the population exactly to a neighbouring node [30]. The number of discrete velocities
depends on the velocity set which is chosen to be used. These sets are denoted as DdQq where d is the
number of dimensions and q is the number of discrete velocities per node. A higher number of discrete
velocities results in a higher accuracy at a higher computational cost. In this study, the D3Q19 set is used
which is visualised in Figure 3.2. Note that one of the velocities is the resting velocity which is equal to~0.
The discrete velocities are defined as ~ci with i ranging from 0 to 18. The distribution function can now be
discretised using the discrete velocities~ci and becomes fi (~x, t ).
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Figure 3.2: D3Q19 velocity set with 19 discrete velocities to neighbouring nodes [30].

At the core of LBM is the lattice Boltzmann equation which can be formulated as [30]:

fi (~x +~ci∆t , t +∆t ) = fi (~x, t )+Ωi (~x, t ) (3.3)

which denotes how a population of particles at location~x at time t with velocity~ci (denoted by the subscript
of fi ) traverses to another node during the subsequent time step. The collision operator Ωi incorporates
the collisions occurring between particles by applying a collision model. The Bhatnagar-Gross-Krook (BGK)
collision model is adopted for its simplicity, which is defined as [30]:

Ωi (~x, t ) =− fi (~x, t )− f eq
i (~x, t )

τ
∆t (3.4)

which directs the population towards an equilibrium state f eq
i at a rate depending on τ, the relaxation time.

The equilibrium state is the state of the gas when it has been untouched for a sufficiently long period of time.
It follows from the Maxwell-Boltzmann velocity distribution which is a probability function for the particle
velocities in an equilibrium gas around the fluid velocity ~u [35]. It can be written in continuous form as [30]:

f eq = ρ

(2πRTK )d/2
e
− (~ξ−~u)2

2RTK (3.5)

with ρ the density of the gas, R the gas constant, TK the temperature, d the number of spatial dimensions and
~u the fluid velocity. After non-dimensionalising the formula, a discrete approximation of f eq is made using
a Hermite polynomials expansion [30]. As stated before, it is proven that the first three terms of the Her-
mite series are sufficient to recover the macroscopic laws for hydrodynamics. When adopting the isothermal
assumption for simplicity, the discrete equilibrium distribution function is as follows [30]:

f eq
i (~x, t ) = wiρ

(
1+ ~u ·~ci

c2
s

+ (~u ·~ci )2

2c4
s

− ~u ·~u
2c2

s

)
(3.6)

with weights wi , density ρ , speed of sound cs and fluid velocity ~u. The weights wi are inherent to the chosen
velocity set and are displayed in Table 3.1 for the D3Q19 set. The speed of sound constant can be calculated
as [30]:

c2
s = ∆x2

3∆t 2 (3.7)

Table 3.1: Weights for the D3Q19 velocity set [30].

Velocities~ci Number Length |~ci | Weight wi

(0,0,0) 1 0 1/3
(±1, 0, 0), (0, ±1, 0), (0, 0, ±1) 6 1 1/18
(±1, ±1, 0), (±1, 0, ±1), (0, ±1, ±1) 12

p
2 1/36
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The coefficients of the Hermite series expansion equal the conserved moments, e.g. density, momentum
and energy. The mass and momentum density can be calculated as follows [30]:

ρ(~x, t ) =∑
i

fi (~x, t ) =∑
i

f eq
i (~x, t ) (3.8)

ρ~u(~x, t ) =∑
i
~ci fi (~x, t ) =∑

i
~ci f eq

i (~x, t ) (3.9)

from which the velocity simply follows by dividing the second by the first moment: ~u(~x, t ) = ρ~u(~x, t )/ρ(~x, t ).
An important criteria for the collision model is the conservation of the moments, which is verified by the fact
that these moments can be calculated from both the regular as the equilibrium distribution function.

The operation of the LBM logarithm will now be explained with the aid of the following flow diagram.

Figure 3.3: Steps taken in the LBM algorithm [30].

Starting from the top left corner, the following steps are performed:

1. The macroscopic variables ρ and ~u are calculated as in Equation 3.8 and 3.9.

2. The equilibrium distribution function is calculated with Equation 3.6.

3. The desired output macroscopic variables can be written to the disk. σ is the viscous stress tensor
which can be deducted from fi .

4. The collision model is executed which results in an intermediate distribution function f ?
i .

5. The propagation is performed in which the particles stream towards neighbouring nodes or remain
at the same node. This step can be combined with the collision step by using the lattice Boltzmann
equation directly (Equation 3.3).

6. Boundary conditions can be applied such as velocity and pressure boundaries for the inflow and out-
flow.

7. The algorithm moves towards the next time step.

8. Possible external forces can be applied.

Turbulence modelling
LBM is capable of resolving all turbulence scales exactly [13], which is practically feasible up to a Reynolds
number of 10,000 [21]. Since this is in the realm of moving insects, it is insufficient for the current application.
To allow for higher Reynolds numbers, subgrid-scale turbulence models are needed [13]. The larger turbu-
lence scales are called integral or anisotropic scales and are simulated as eddies. These scales are specific to
the geometry, difficult to model and have a large effect on the flow. The smaller turbulence scales are called
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inertial and dissipative scales and are modelled using universal models. This is illustrated in Figure 3.4 and
relates to a Navier-Stokes method called large eddy simulation (LES). The method in LBM is called very large
eddy simulation (VLES) accordingly.

Figure 3.4: Simulated and modelled turbulence scales including energy flows. The dotted line indicates the grid size [25].

Yakhot & Orszag [56] developed the k − ε renormalization group (RNG) model which is used in LBM to
compute a turbulent relaxation time that is added to the viscous relaxation time τ:

τeff = τ+Cµ
k2/ε

(1+η2)1/2
, (3.10)

with k the turbulent kinetic energy, ε the turbulent dissipation rate, Cµ = 0.09 and η depending on factors
such as the local strain and vorticity [4].

Following, the dimensionless kinematic viscosity ν is related to the relaxation time as [4]:

ν= c2
s (τ− ∆t

2
). (3.11)

The model includes a memory effect such that the solution is dependent on the results at an earlier time
at an upstream location [12]. Nonlinear terms describe secondary flow structures in a similar way as higher-
order turbulence transport models. Interestingly, a strong analogy is present between this turbulence model
and Maxwell’s kinetic theory of microscopic thermal fluctuations although both describe different physical
processes [12].

Wall model
As LBM makes use of an automated Cartesian grid generation mechanism, a wall model is required to repre-
sent curved surfaces. Additionally, a high grid resolution is required to resolve the boundary layers adjacent
to surfaces with a no-slip boundary condition. A wall model enables the use of a coarser grid by modelling
the boundary layer which reduces the computational effort. A pressure-gradient-extended wall-model (PGE-
WM) is used [4], which is an extension of the general law-of-the-wall model [52]. The PGE-WM can be for-
mulated as

u+ = 1
κ ln

(
y+
A

)
+B (3.12)

where κ= 0.41 and B = 5.0 are constants. y+ and u+ are the non-dimensionalised wall distance and velocity
respectively, which can be expressed as:

y+ = uτy

ν
, u+ = u

uτ
, (3.13)



3.1. Lattice Boltzmann method 21

with uτ the friction velocity, y the distance to the wall, ν the kinematic viscosity and u the velocity parallel
to the wall. Finally, A incorporates the phenomenon that a positive stream-wise pressure gradient causes the
flow in the boundary layer to slow down and expand. The expression of A is:

A = 1+ fL | dp
ds |

τw
, when ~us · dp

ds > 0 (3.14)

A = 1, otherwise (3.15)

where fL is the length scale of the unresolved near-wall region, dp/ds is the stream-wise pressure gradient,
τw is the wall shear stress and ~us denotes the direction of the local flow. A method based on the bounce-
back scheme [13] is used to solve the flow up to the nodes closest to the wall, which defines the boundary
conditions for the wall model.

3.1.2. Computational aeroacoustics
It is possible to predict the propagation of sound pressure fluctuations using LBM as it is an inherently time-
dependent and compressible method with low dissipation and dispersion properties [8]. However, as a reso-
lution of 12 voxels per wavelength or more is required to accurately predict the sound waves [7], it is compu-
tationally expensive to directly estimate the far-field sound field. A hybrid method is adopted which is based
on LBM to simulate the near-field noise and an acoustic analogy method to predict the far-field noise. This
analogy method is based on an inhomogeneous wave equation, being the Ffowcs Williams-Hawkings (FW-H)
equation [7]:

1

c2

∂2p ′

∂t 2 −∇2p ′ = RHS (3.16)

where the left-hand side is equal to the homogeneous wave equation (Equation 2.15) which predicts the
propagation of sound through air. The right-hand side (RHS) consists of dipole sources [15], for which the
strengths are obtained by integrating the pressure on the solid surfaces. As the unsteady pressure on the sur-
face is the only input into the FW-H equation, any sound originating in the turbulent slipstream is neglected.
The unsteady pressure is recorded at spatial intervals equal to 1/15th of the wavelength of the 12th harmonic
of the BPF at a frequency equal to 15 times the 12th harmonic.

3.1.3. Computational setup
The simulation volume is defined as a rectangle with a length of 25.7D and a width and height of 15D , as
visualised in Figure 3.6. The centre and origin are defined by the intersection of the propeller axis with the
propeller plane. A velocity inlet is defined with a V∞ of 29 m/s and a temperature of 293.15 K. The outlet is
defined by a static pressure of 101,325 Pa and a free-flow direction. No-slip boundary conditions are applied
on the propeller, SRVs, spinner and fairing, which are denoted in Figure 3.7a. A free-slip boundary condition
is applied to the nacelle which extends to the outlet plane. A volume of revolution is generated containing
the propeller and spinner with a clearance from the surfaces of 19 mm. This value has been selected to avoid
errors caused by the boundary rings of the volume spanning more than two regions of variable resolution.
A rotating sliding-mesh local reference frame is defined for this volume with an angular velocity n = 119
rev/s, corresponding to the operating condition of J = 0.6. An acoustic sponge is implemented by varying
the kinematic viscosity per unit temperature from 0.005 m2/sK close to the geometry to 0.5 m2/sK in the
farfield. An exponential transition region is present between a distance of 3.3D and 4.9D from the centre of
the coordinate system, see Figure 3.6. Simulations are seeded with the end result of the preceding simulation
with a coarser grid. Time convergence is reached after two propeller rotations (Nr ot ), as is concluded from
Figure 3.5 where the instantaneous propeller thrust coefficient is plotted with time. The root mean square
error (RMSE) is included which is calculated using the values from the start of the simulation to the particular
time step. Results are subsequently stored for three propeller rotations.
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Figure 3.5: Instantaneous propeller thrust coefficient on the left vertical axis and the root mean square error (RMSE) on the right. Time
is expressed as number of propeller rotations Nr ot from the start of the simulation on the horizontal axis.

12 variable resolution (VR) regions are defined which are numbered increasing with resolution, as visu-
alised in Figure 3.6 and 3.7. The resolution increases with a factor of two from one VR region to the next. The
finest region (VR12) is defined by an offset of 0.030 times the propeller root chord cr from regions around the
leading edge (LE, displayed in orange in Figure 3.7), trailing edge (TE, green) and the tip (blue) of both the
propeller and vanes. The regions around the LE and tip of the propeller are added in order to capture the
high surface curvature and the accompanying high pressure gradients accurately, which are visualised by the
static pressure contours around a blade in Figure 3.8. The region around the propeller TE has been added in
order to capture the shape of the blunt trailing edge accurately. Similar regions are applied around the SRVs.
The VR regions around the tip of the SRVs have been extended in spanwise direction to capture the propeller
tip vortex development over the SRVs accurately, visible in blue in Figure 3.7a. For both the propeller and
SRVs, the LE and TE regions are defined to be approximately 10% of the local chord. The propeller tip region
has a similar size and the vane tip region has a spanwise length of 0.16R.

Figure 3.6: Visualisation of the VR regions in the far-field. The adopted axis system and the acoustic sponge are indicated.
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(a)

(b)

Figure 3.7: Visualisation of the VR regions in the near-field (a) and around a propeller blade (b).

Figure 3.8: Time-averaged static pressure contour around a propeller blade with the leading edge (LE), trailing edge (TE) and tip
indicated.

VR11 and VR10 consist of regions around all no-slip boundary surfaces with offsets of respectively 0.061cr

and 0.18cr . These regions are displayed in purple in Figure 3.7. Additionally, VR10 consists of a cylinder
region (red in Figure 3.7a) aimed at capturing the propeller slipstream. This cylinder has a diameter of 1.0D
and ranges from x = 0.45cr to x = 6.8cr . VR9 (black in Figure 3.7a) consists of a cylinder of diameter 1.2D ,
ranging from x =−3.0cr to x = 7.6cr . VR8 to VR2 (also black in in Figure 3.6) are defined by an offset from this
cylinder, sized such that there are 10 voxels present in between two cylinder boundaries. Finally, VR1 is the
simulation volume, displayed in olive in Figure 3.6.

Slipstream and far-field VR
A comparison has been performed between two grids with different VR setup for the isolated propeller, called
grid A and grid B. The cylinder region of VR10 is changed whereas the VR10 offset regions remain unaltered,
see Figure 3.9 where the VR regions are presented. In grid A, a hollow cylinder is defined from r /R = 0.7 to
r /R = 1.2 and from x = 0.45cr to x = 6.1cr . In grid B, a solid cylinder is defined with outer radius r /R = 1.1
and the same axial dimensions. Additionally, 20 voxels are present between the cylinders constituting VR8
to VR2 in grid A, while this number is reduced to 10 in grid B. Grid B thus contains a higher resolution in the
root region of the slipstream and a lower resolution in the far-field. The following results are obtained for a
resolution of 100 voxels per cr for VR11 as VR12 has not been implemented for neither grid A nor B.
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(a) (b)

Figure 3.9: Visualisation of the VR regions in the near-field for grid A in (a) and grid B in (b).

In Figure 3.10, theλ2 criterion has been applied to the phase-averaged results to visualise the vortices. Iso-
surfaces are displayed in purple for a λ2 value of −3 ·106 s−2. It can be seen that more root vortices are visible
using mesh B, as the higher resolution in this regions allows for the smaller effects to be solved more accu-
rately. The propeller CT is equal for grid A and B. Further comparison is performed using the axial velocity Va

and tangential velocity Vt in two planes downstream of the propeller, i.e. at x/D = 0.24 and x/D = 0.45. The
results are time-averaged over three propeller rotations and spatially-averaged into thirty radial segments. In
Figure 3.11 and 3.12, the results are presented for the axial and tangential velocity respectively. A small dif-
ference in axial velocity is observed and a considerable difference is seen in tangential velocity in the region
of 0.4 < r /R < 0.7. Although the root vortices are lower in strength than the tip vortices, as can be concluded
from the phase-averaged out-of-plane vorticity presented in Figure 3.13, they do have an impact on the flow.
It is therefore decided to use a solid cylinder in VR10, as is done in grid B.

It can be concluded from the presented results that the use of less resolution in the far-field has a negligi-
ble impact on the results close to the propeller. It does reduce the computation time considerably as grid B
has 15% less voxels than grid A although more voxels are present in the slipstream close to the propeller due
to the solid VR10 cylinder. It is therefore decided to apply 10 voxels in between the far-field VR cylinders.

(a) (b)

Figure 3.10: Isosurface of λ2 =−3 ·106 s−2 for phase-averaged results obtained with grid A (a) and grid B (b).
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(a) (b)

Figure 3.11: Time- and spatially-averaged axial velocity in planes downstream of the propeller at x/D = 0.24 (a) and x/D = 0.45 (b) for
grid A and B.

(a) (b)

Figure 3.12: Time- and spatially-averaged tangential velocity in planes downstream of the propeller at x/D = 0.24 (a) and x/D = 0.45 (b)
for grid A and B.
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Figure 3.13: Phase-averaged out-of-plane vorticity in a plane containing the rotational axis. Results obtained using grid B.

Inflow turbulence intensity
A turbulence intensity I of 0.5% is required at the propeller plane to match the situation in the experiment
and the RANS simulation [33]. The turbulence intensity is defined as [47]:

I = u′

|~u| =
√

2
3 k

|~u| (3.17)

where u′ is the root mean square of the turbulent velocity fluctuations, |~u| the magnitude of the mean flow
velocity and k the turbulent kinetic energy. As the turbulent dissipation is unknown, the turbulence intensity
at the inlet is first set to 0.5%. This results in a turbulence development from the inlet to the propeller plane
as shown in blue in Figure 3.14. The value at x/D = 0 equals 0.3439%, which is used to adapt the inlet value to
a value of 0.5

0.3439 ·0.5 = 0.727%. The resulting turbulence intensity development is shown in red in Figure 3.14.
As the value at the propeller plane is close to the desired 0.5%, the approach is verified.

Figure 3.14: I from the inlet to the propeller plane for y/D = 5 and z/D = 0

3.1.4. Data reduction
As LBM is inherently time-dependent, results can be time-averaged, phase-averaged or displayed instanta-
neously. Results are only presented in an instantaneous fashion if a variable is plotted with respect to phase
angle φ. Phase-averaging is performed by averaging values separated by an interval of φ = 60◦. As there are
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six propeller blades present, the flowfield is similar every φ = 60◦. It is prescribed in the captions whether
results are time- or phase-averaged.

Forces are obtained by integrating the total surface force on the body, summing the pressure and frictional
force. The performance coefficients are deducted from the integrated values. In order to obtain thrust dis-
tributions, 474 segments are placed on the SRV and the force on each segment is obtained. As the raw signal
shows excessive fluctuations, a moving average has been applied with an averaging span of 11. An interval
of 11 segments is averaged, after which the interval is shifted by one segment to obtain the next value. This
method has been repeated three times to obtain a sufficiently smooth signal.

Velocity and swirl distributions in the slipstream are obtained by retrieving the values on a 2D grid with a
spacing of 0.001 m. The values are averaged over thirty annuli of same radial size for the range of 0.31 < R < 1.
In order to have a fair comparison with experimental results, the velocity components have not been averaged
over the full circumference. Averaging is performed over a passage of 60◦ such that the location of the SRVs
are not included, visualised in Figure 3.15. A separation of 10◦ is present between the averaging area and the
SRV on the vane’s suction side (SS) and 20◦ at the vane’s pressure side (PS).

Figure 3.15: Front-view of the geometry with the averaging interval indicated. Suction and pressure side of a vane and the propeller
rotation are indicated. The propeller has been hidden.

When the average swirl angle is plotted against the axial location, values are obtained on 2D grids with a
spacing of 0.005 m. Averaging is performed over 0.31 < R < 1 and a number of axially-spaced grids are used
to obtain the axial swirl development.

The acoustic pressure at 72 equispaced points on a ring with a radius of 10D is calculated using the FW-H
analogy using the unsteady pressure at the surface. The ring lies in the y = 0-plane and is centred around the
midpoint between propeller and SRVs, see Figure 3.16. 72 pressure traces of each 5625 samples are obtained
from the FW-H method. The rotation of the propeller blades is taking into account but no body or flow veloc-
ity is applied. Following, the Welch’s method [55] is applied to transform to the power spectral density P ( f )
in the frequency domain. This method reduces the numerical noise compared to a simple discrete Fourier
transform by applying multiple transformations on overlapping segments. A segment length of 2048 is used
as Hamming window length with 50% overlap and 8192 discrete Fourier transform points. The P ( f ) is used
to calculate the pressure band level (PBL) and the overall sound pressure level (OSPL), using the equations
given in Section 2.7.1.
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Figure 3.16: Top-view of the geometry with the acoustic pressure measurement ring.

3.2. Reynolds-averaged Navier-Stokes
A Reynolds-averaged Navier-Stokes (RANS) simulation of the isolated propeller has been performed in pre-
ceding research of Li et al. [33]. The results were used in the design process in that study and will be used for
validation purposes in the current study. A short description will be given.

Due to symmetry, only one blade sector of 60◦ was modelled and periodic boundary conditions have been
implemented. A structured mesh has been applied around the propeller and an unstructured mesh was used
to resolve the slipstream. A velocity inlet of 29 m/s was applied with a turbulence intensity of 5% and an eddy
viscosity ratio of 10 such that the turbulence intensity at the propeller plane equalled 0.5%, similar to the
level in the wind tunnel. The undisturbed static pressure was defined at the outlet and the same boundary
conditions as in the LBM model were applied to the surfaces.

The non-linear term in the Navier-Stokes equations, containing the influence of the small-scale fluctua-
tions, is impossible to solve and therefore modelled with turbulence models [29]. Common turbulence mod-
els are the k − ε and k −ω model. The k − ε model is superior for external flows and the k −ω is better in
predicting turbulence in boundary layers and more suitable for flows with high pressure gradients and possi-
ble separation [43]. The SST model combines the two which was the selected model to be used together with
the automatic wall function.

A grid refinement study was performed using three different resolutions (y+ = 4, 2 and 1) for which thrust
coefficients CT were obtained to be within 1% of the CTy+=1

= 0.322. The grid convergence was confirmed by
applying the grid convergence index. Additionally, the convergence in slipstream velocity was verified.

3.3. Geometry
The adopted geometry follows directly from Li et al. [33] and is presented in Figure 3.18a together with the
adopted axis system. The propeller (Figure 3.17) is a 1:9 scaled-model of a Dowty Rotol propeller, used on
the IPTN N-250. This typical twin-engined regional turboprop aircraft was designed for 50 passengers and a
cruise speed of 154 m/s at an altitude of 7620 m [2]. The propeller features six blades and a diameter D of
0.4064 m, see Figure 3.17. The hub of the propeller is 0.084 m in diameter, the root chord cr 33 mm in length
and the blade pitch angle β equals 30◦ at 70% of the radius.
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Figure 3.17: The scaled propeller model [33].

The vanes were modelled by circulation distributions using a model based on lifting line theory (LLT)
[20]. The input velocity field followed from a RANS simulation as presented in Section 3.2. The optimum
circulation distribution was determined by maximising the lift on the vanes. As the SRVs are relatively slender,
3D effects can be neglected and the assumption was made that the geometry is build from 2D sections [14].
The shape of the airfoils was determined using XFOIL, a 2D higher order panel method with a model for the
influence of the viscous boundary layer [19]. The sectional drag is minimised while keeping an appropriate
stall margin which is necessary for the vanes to perform well under a large range of inflow angles caused by
the unsteady propeller slipstream.

Although the model suggested an optimum vane number of 9, 4 vanes with a radius equal to the propeller
radius R were used due to a practical constraint in the experimental setup. The vanes were positioned on a
fairing of diameter 0.31D with their leading edge 135 mm behind the propeller. The chord at the root mea-
sured 60 mm and at the tip 40 mm, see Figure 3.18a. The fairing radii have been implemented differently in
RANS, which becomes evident when comparing Figure 3.18a to Figure 3.18b. The SRV shape is expressed in
Figure 3.19 in terms of the radial distribution of five variables, explained in the caption.

The LLT model predicted the SRVs to produce an additional 3.4% of the propeller thrust at the design
condition of J = 0.6 and V∞ = 29 m/s. A high propeller loading condition was chosen to obtain a measurable
thrust on each vane in the experimental campaign despite a low free-stream dynamic pressure.
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(a)

(b)

Figure 3.18: Geometry of propeller with SRVs which is used in LBM and experiment in (a) and in RANS in (b).

Figure 3.19: The shape of a vane expressed in terms of maximum thickness t , maximum thickness location tp , maximum camber h,
maximum camber location hp and chord length c as function of radial location.
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3.4. Experimental setup
Experiments were conducted with the designed SRVs and the propeller model in a low-speed open-jet wind
tunnel at Delft University of Technology, visible in Figure 3.20. It has an octagonal nozzle with a width and
height of 2.85 m or an equivalent diameter of 3 m and a 3:1 contraction ratio [33, 34]. A honeycomb flow
rectifier along with five screens ensures a straight flow with relatively low turbulence level of about 0.5% and
a maximum flow speed of 29 m/s. The flow contracts with a 4.75◦ semi-angle due to the development of
the jet shear layer. Finally, a constant temperature of 20◦C is achieved by a heat exchanger of 350 kW which
extracts the heat added by the 500 kW fan.

Figure 3.20: Visualisation of the wind tunnel setup including the PIV equipment [33].

The propeller was powered by a Tech Development Inc. Model 1999 pneumatic motor [33] and featured
an integrated six-component rotating shaft balance to measure the propeller forces and moments during op-
eration [41]. With an assumption of linear uncertainty propagation, the uncertainty of the thrust coefficient
was calculated to be 0.0019 for the design condition.

The SRVs were mounted on sliding units, positioned on a track inside the fairing, providing freedom only
to axial translation. A load cell was installed in front of the vane measuring the axial thrust per vane. It should
be noted that a non-zero adhesion force of unknown magnitude due to the sliding system made the load
cell readings indicate the lower bound of the thrust that the SRVs produced [33]. An uncertainty of 0.0012 in
thrust coefficient for all vanes has been calculated using the rated accuracy of the load cell and the standard
deviation of the measured thrust.

Measurements of the flowfield in two planes located 0.4cr up- and downstream of the SRVs were taken
using stereoscopic particle-image velocimetry (PIV). The benefit of stereoscopic PIV systems is that all three
velocity components can be measured in a two-dimensional plane [44]. The PIV setup is visible in Figure 3.20.
A smoke generator produced tracer particles of around 1 µm in diameter and a laser was used as a light
source with a pulse duration of 9 ns [33]. Correlation was applied on small subframes, called interrogation
spots, to determine the average particle velocity [44]. An overlap of 75% was used among adjacent spots to
increase the number of velocity vectors by a factor of 16. The acquired spatial resolution was 0.55 mm and the
measurement plane was 225x150 mm in size. Based on correlation statistics, the uncertainty in PIV results
was calculated to be 0.85 m/s for the Va and 0.73 m/s for Vt [33]. These uncertainties were determined for
the instantaneous velocity components and will reduce after averaging.
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Validation

The current method is validated using RANS and experimental data obtained by Li et al. [33].

4.1. Grid independence study
4.1.1. SRVs OFF
In order to have a grid-independent solution, a grid refinement study is performed. The time-averaged pro-
peller thrust coefficient CTpr op of the isolated propeller (SRVs OFF case) is used as the first reference variable.
Four grids are generated with increasing resolution, for which the obtained thrust coefficients are displayed
in Figure 4.1. The resolution is expressed as voxels per propeller root chord cr for the VR12 region. A clear
converging trend is visible and an excellent match is obtained with the values obtained from RANS and ex-
periment. These reference values are included in Figure 4.1 by two horizontal dashed lines.

Figure 4.1: Averaged isolated propeller thrust coefficient obtained using grids with increasing resolution. Reference values from RANS
and experiment (including uncertainty) are included.

The convergence of aeroacoustic results is displayed in Figure 4.2a using the overall sound pressure level
(OSPL) around a ring at a distance 10D from the midpoint between propeller and SRVs, as described in Sec-
tion 3.1.4. Use has been made of the FW-H equation to predict the sound pressure in the far-field. The OSPL
at θ = 90◦ is displayed separately in Figure 4.2b as the convergence trend at this location of maximum sound
is hard to deduct from Figure 4.2a. In both Figure 4.2a and 4.2b a clear converging trend is observed and the
solutions for 200 voxels/cr and 300 voxels/cr overlap (with a maximum difference of 1.4 dB at θ = 205◦) such
that the aeroacoustic results are concluded to be converged.

32
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(a) (b)

Figure 4.2: Polar plot of the overall sound pressure level (OSPL) at a distance of 10D from the midpoint between propeller and SRVs in
(a) and the OSPL at θ = 90◦ in (b). Obtained using grids with increasing resolution.

The convergence of the time-averaged axial and tangential velocity, circumferentially averaged into thirty
radial intervals, at the location x/D = 0.45 in the isolated propeller slipstream is shown in Figure 4.3. The
slipstream is not converged in the region of 0.4 < r /R < 0.5 as the solutions of 200 and 300 voxels/cr do not
overlap in this region. The difference between the results obtained with the grid of 200 and 300 voxels/cr

becomes apparent when comparing the phase-averaged axial velocity in the plane x/D = 0.45, shown in
Figure 4.4. A more detailed blade wake boundary is present in Figure 4.4b, which is concluded to be the cause
of the difference between 200 and 300 voxels/cr at 0.4 < r /R < 0.5 in Figure 4.3. The notion that the smaller-
scale structures are better resolved by the grid of resolution 300 voxels/cr is confirmed by comparing the λ2

isosurfaces in Figure 4.5.

(a) (b)

Figure 4.3: Time- and spatially-averaged axial (a) and tangential velocity (b) in a plane downstream of the propeller at x/D = 0.45 for
results obtained using grids of increasing resolution.
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(a) (b)

Figure 4.4: Phase-averaged axial velocity in a plane downstream of the propeller at x/D = 0.45 for results obtained using grids with
resolution of 200 voxels/cr in (a) and 300 voxels/cr in (b).

(a) (b)

Figure 4.5: Phase-averaged isosurface of λ2 =−3 ·106 s−2 coloured by the normalised axial velocity. Results are obtained using grids
with resolution of 200 voxels/cr in (a) and 300 voxels/cr in (b). The propeller rotation direction is indicated by ω.

4.1.2. SRVs ON
Finally, convergence of the performance coefficients for the case with the SRVs installed (SRVs ON) are dis-
played in Figure 4.6. The CTpr op shows a similar trend as for the isolated propeller, see Figure 4.6a. The thrust
produced by the SRVs for the various resolution cases is depicted in Figure 4.6b where the vane thrust is dis-
played with respect to the experimentally obtained propeller thrust coefficient CTpr op,exp. . The vane thrust
obtained from the load cells in the experiment is included as a means of comparison. The shaded area indi-
cates the experimental error. A difference of 0.18 N (5.1%) in SRVs thrust exists between 200 and 300 voxels/cr .
The thrust distribution over a vane for the various resolution cases is presented in Figure 4.7 from which it
can be concluded that the largest difference in vane loading between the grids with 200 and 300 voxels/cr

is located around r /R = 0.5. This corresponds to the location of maximum difference in inflow swirl angle,
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shown in Figure 4.8. As concluded from Figure 4.4 and 4.5, many small-scale structure exist in this region
which are better resolved by the grid with the resolution of 300 voxels/cr .

The grid with a resolution of 200 voxels/cr is herewith accepted and will be used in the remainder of this
manuscript. It should be kept in mind that the aerodynamic slipstream small-scale structures in the region
of 0.4 < r /R < 0.5 are dependent on the grid which has an effect on the SRV thrust production at this location.
The aeroacoustics and the effects around the tip of the vanes have been shown to be grid independent, which
will be the areas of focus throughout this work.

(a) (b)

Figure 4.6: Averaged propeller thrust in (a) and SRVs thrust with respect to the experimentally obtained propeller thrust Tpr op,exp. in
(b). Values are obtained using grids with increasing resolution. Reference value from experiment is included together with the

uncertainty error as a shaded area.

Figure 4.7: Time-averaged thrust distribution over a SRV
expressed as CT per segment for various resolution cases. 474

segments are used.
Figure 4.8: Time- and spatially-averaged swirl angle ϕ 0.4cr

upstream of the SRVs (i.e. x/D = 0.24) for various resolution cases.

4.2. Comparison with experimental and RANS data
4.2.1. SRVs OFF
A comparison with RANS (see Section 3.2) and experimental data, obtained using PIV as explained in Section
3.4, is performed using the axial and tangential velocity in two planes downstream of the isolated propeller.
The outcome is presented in Figure 4.9 and 4.10, where the location of the measurement plane is indicated.
The data has been time-averaged over three propeller revolutions and circumferentially averaged into thirty
radial intervals. The uncertainty for the experimental data is indicated by a shaded yellow area. Good agree-
ment between results obtained with the different methods is observed. A discrepancy is present between
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LBM and RANS close to the fairing, i.e. r /R < 0.4. This is a consequence of the different implementation of
the fairing radii, as explained in Section 3.3.

A local decrease in both the axial and tangential velocity is present in the LBM results around r /R = 0.8 in
the plane at x/D = 0.45. The wake behind the propeller blades is deformed which causes it to be aligned with
the propeller axis around r /R = 0.8, as is visible in Figure 4.11. The contribution of the wakes to the time-
averaged results is therefore increased around that location. The local velocity dip is not visible in RANS,
but is observed in the experimental results, although less distinct and at a lower radial location. A radial
misalignment is also identified for the slipstream edge in the plane at x/D = 0.45 between experiment and
LBM/RANS, visible in Figure 4.9b and 4.10b. If the slipstream edge is defined by Va/V∞ = 1, LBM predicts the
edge to be at r /R = 0.937 whereas r /R = 0.917 follows from the experimental data.

(a) (b)

Figure 4.9: Time- and spatially-averaged axial velocity in planes downstream of the propeller at x/D = 0.24 (a) and x/D = 0.45 (b) for
results obtained with LBM, RANS and experiments.

(a) (b)

Figure 4.10: Time- and spatially-averaged tangential velocity in planes downstream of the propeller at x/D = 0.24 (a) and x/D = 0.45 (b)
for results obtained with LBM, RANS and experiments.
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(a) (b)

Figure 4.11: Phase-averaged axial (a) and tangential (b) velocity in a plane at z/D = 0. The location of r /R = 0.8 and x/D = 0.45 are
indicated.

A second comparison between the current LBM results and previously obtained RANS data is performed
in terms of the pressure around the propeller blade. The normalised time-averaged static pressure at r = 0.7R
is plotted in Figure 4.12 against the location along the chord ζ, which is normalised by the local blade chord c.
Good agreement is observed in the middle part. The maximum and minimum pressure are underpredicted
by LBM which can be explained by a relative high y+ (y+ = 30 for VR12 in LBM at r /R = 0.7 compared to y+ = 1
for RANS). The curvature around the leading edge is less well resolved by this coarser resolution causing the
variation. The discrepancy at the trailing edge is caused by a different implementation of the geometry. The
trailing edge is implemented as a smooth trailing edge in RANS and as a blunt trailing edge in LBM.

Figure 4.12: Time-averaged static pressure around a propeller blade at 70% of the radius.

4.2.2. SRVs ON
Finally, the slipstream velocity distributions are compared with experimental data for the SRVs ON case in
Figure 4.13 and 4.14. The velocity distributions agree to a high degree in the plane at x/D = 0.24 as the LBM
results are within the uncertainty margin of the experimentally obtained results. In the plane at x/D = 0.45,
there is a clear misalignment in the location of the slipstream edge, which is slightly larger than for the SRVs
OFF case. Again, defining the slipstream edge as the location where Va/V∞ = 1, the slipstream edge is located
at r /R = 0.941 according to LBM and r /R = 0.916 according to the experiment.
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(a) (b)

Figure 4.13: Time- and spatially-averaged axial velocity in planes downstream of the propeller at x/D = 0.24 (a) and x/D = 0.45 (b) for
results obtained with LBM, RANS and experiments.

(a) (b)

Figure 4.14: Time- and spatially-averaged tangential velocity in planes downstream of the propeller at x/D = 0.24 (a) and x/D = 0.45 (b)
for results obtained with LBM, RANS and experiments.
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Results

The obtained results are split up into an aerodynamic and aeroacoustic part and are obtained for an operating
condition of V∞ = 29 m/s and J = 0.6, corresponding to take-off.

5.1. Aerodynamics
5.1.1. Performance coefficients
As the main objective of the SRVs is to produce thrust, the resultant forces acting on the propeller and SRVs
are quantified by the time-averaged force coefficients. The thrust and torque coefficients, CT and CQ respec-
tively, and the propulsive efficiency η are displayed in Table 5.1. The reader is referred to Section 2.2 for their
definitions. The total efficiency ηtot is obtained using the total thrust coefficient which equals the sum of
the propeller and SRVs thrust coefficients CTtot = CTpr op +CTSRV s . The configuration with SRVs (SRVs ON) is
compared to the isolated propeller (SRVs OFF) in Table 5.1.

Table 5.1: Time-averaged performance coefficients for the SRVs OFF and SRVs ON case.

SRVs OFF SRVs ON
CTpr op 0.3235 0.3241 (+0.19%)
CQpr op 0.05459 0.05464 (+0.088%)
ηpr op 0.5658 0.5664 (+0.10%)
CTSRV s - 0.007464
ηtot 0.5658 0.5794 (+2.4%)

The SRVs produce an average thrust that equals 2.3% of the propeller thrust. Furthermore, the SRVs have
a small upstream effect on the propeller, increasing the propeller loading and its efficiency. This opposes
the findings of Dittmar & Hall [18] in which the propeller was seen to be unloaded with a propeller torque
reduction of not more than 4%. Note that this experimental campaign was conducted using swept SRVs at
distinct flight conditions.

The thrust generated by the SRVs fluctuates as can be seen from Figure 5.1a where instantaneous thrust
coefficients are plotted versus time. Time is expressed as propeller rotation angle or phase angle φ. Although
the fluctuations are small (0.24% of the propeller thrust), they could have an effect on the structural vibrations
transmitted to the aircraft. A clear periodicity with a period of φ= 30◦ is observed. The propeller slipstream
contains fluctuations with a period of 60◦ due to the presence of six propeller blades. Since there are four
SRVs present, the slipstream fluctuations affect two of these SRVs simultaneously which causes a period of
30◦. If for example five vanes would be applied, the magnitude of the vane thrust fluctuations is expected to
decrease and their period would reduce to φ= 12◦. During every period of 30◦ in Figure 5.1a, the SRVs thrust
shows a double peak, which will be explained in the next section.

In Figure 5.1b, a detail of Figure 5.1a is presented which is indicated by a rectangle. The propeller loading
is seen to be more fluctuating when the SRVs are placed. This effect is small as the variations in thrust are
0.22 N or 0.047% for the SRVs ON case. As the SRVs are stationary, their upstream effect is likewise. The
rotating propeller blades pass by the effect of the SRVs and are therefore periodically effected, causing the
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observed fluctuations. This effect is periodic with a period of φ= 30◦, which can be recognised although the
fluctuations caused by the inflow turbulence obscure the trend.

(a) (b)

Figure 5.1: Thrust coefficient versus phase angle. Both the propeller-only and total thrust is illustrated for the SRVs ON case. (a)
contains a rectangle which indicates the axis limits of (b).

The fluctuations in propeller torque are aligned with the variations in thrust, causing reduced fluctuations
in propulsive efficiency of the propeller as this value is directly related to the quotient of thrust over torque.
The fluctuations in ηpr op are 0.015% for the SRVs ON case, compared to 0.047% for the variations in thrust.
The instantaneous propulsive efficiency is presented in Figure 5.2 with the total efficiency for the SRVs ON
case included in yellow.

(a) (b)

Figure 5.2: Propulsive efficiency versus phase angle. Both the propeller-only and total efficiency is illustrated for the SRVs ON case. (a)
contains a rectangle which indicates the axis limits of (b).

5.1.2. Vane loading fluctuations
To investigate the fluctuating SRV thrust, the inflow angle is studied as it relates directly to the inflow angle of a
SRV, as shown in Section 2.4. The instantaneous swirl angle ϕ is shown in two planes in Figure 5.3. Figure 5.3a
contains a front view of a plane 0.4cr upstream of the SRVs’ LE (i.e. x/D = 0.24) and Figure 5.3b is a side view
at z/D = 0. Six regions of high swirl can be identified in Figure 5.3a which are caused by the wakes behind
the six propeller blades, as annotated. A reduced axial velocity and increased tangential velocity are observed
in the blade wakes, which increase the swirl angle as defined in Section 2.2. The shape of these regions is
dictated by the velocity distribution in the slipstream.
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(a) (b)

Figure 5.3: Phase-averaged swirl angle ϕ in a plane 0.4cr upstream of the SRVs (i.e. x/D = 0.24) in (a) and y/D = 0 in (b).

The presence of six propeller tip vortices or rotor tip vortices (RTVs) is indicated in Figure 5.3a. The RTVs
consist of circular regions of high swirl, as a consequence of the high tangential velocity present in the vor-
tices. As can be concluded from Figure 4.9 and 4.10, both the axial and tangential velocity reduce in the
outboard slipstream region (r /R > 0.8). Together with the longer outboard circumference, this causes the
RTVs to have travelled a reduced angular distance from the propeller plane to the current plane at x/D = 0.24
compared to the wake flow at mid-span. The RTV therefore trails the blade wake and together with the partly-
sweeped leading edge of the SRV, this ensures that it affects the SRV just before the wake of the subsequent
propeller blade.

Moreover, behind the propeller close to the spinner, a region of high swirl is present due to the low axial
velocity between propeller and fairing, indicated in Figure 5.3b by "Low Va". Finally, four regions of high swirl
can be identified at the angular locations of the SRVs. As the SRVs are lifting surfaces, an upwash is present
which causes a local increase of the tangential velocity and the swirl angle accordingly. As this upwash is
stationary and the blade wakes are rotating with the flow, a periodic positive interference occurs. The swirl
angle is increased when a blade wake overlaps with the SRV upwash as can be seen at the locations of the
horizontal SRVs in Figure 5.3a.

Since the patterns of high swirl constituting of the blade wakes and RTVs presented in Figure 5.3 are
rotating with the tangential velocity, the SRVs encounter a varying inflow angle. The swirl angle at r /R =
0.7 and 0.4cr upstream of the upward-pointing vane (positive y-direction) is shown with respect to phase
angle in Figure 5.4. Sharp peaks in swirl angle are present of over ϕ = 25◦ which are caused by the periodic
impingement of the blade wakes, amplified by the SRV upwash as described before. Henceforth, any analysis
performed on a single vane is taken with respect to this upward vane.

The effect of the varying inflow angle on the SRVs can be derived from the time trace of the thrust coef-
ficient of the upward vane CTvane , included in Figure 5.4 in red. Double peaks in thrust are present of which
the first smaller peak is caused by the impingement of a RTV. The larger peak which is 20% higher than the
average (indicated in Figure 5.4) is a result of the increased swirl angle in the wake of the subsequent propeller
blade, which follows the peak in swirl angle at r /R = 0.7. As explained, the RTV impinges later than the wake
of a blade as a result of the low velocity at the slipstream edge and the SRV shape. The point of maximum vane
thrust is followed by a minimum of 9% under the average value, which corresponds to the area of moderate
swirl (ϕ= 16◦).
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Figure 5.4: Swirl angle ϕ at r /R = 0.7 and 0.4cr upstream of the upward vane (i.e. x/D = 0.24) shown in blue. Instantaneous thrust
coefficient of the upward vane indicated as dash-dotted line in red with the average value as red dotted line.

To inspect whether stall occurs on the vane, pressure plots around the upward vane at r /R = 0.7 for three
time instants at and after the time of maximum vane thrust are included in Figure 5.5. These traces show a
continuous pressure recovery on the aft part of the suction side to a value above p∞ without the occurrence of
a pressure plateau. This proves that no static stall occurs at r /R = 0.7 [3]. As there is no abrupt decrease of the
suction peak and no moving pressure unevenness on the suction side, which would indicate the passage of
the primary and secondary vortices, it is concluded that there is also no dynamic stall present [39]. The small
pressure drop at ζ/c = 0.17 overlaps with the resolution transition from VR12 to VR11, which is expected to
be the cause of this unevenness.

Figure 5.5: Phase-averaged static pressure around the upward vane at r /R = 0.5 and r /R = 0.7 at the time of maximum CTvane .

5.1.3. Vane loading distribution
After examining the time dependency of the total SRVs thrust, the variation of the thrust distribution with
time is investigated. The thrust coefficient distribution over the upward vane is shown for six time instants
in Figure 5.6 to examine. The middle region (0.4 < r /R < 0.8) varies with the variation in inflow angle caused
by the rotating blade wakes. The location of maximum thrust moves with time as a consequence of the blade
wake shape, visible in Figure 5.3a. The peak in inflow angle starts outboard and proceeds inboard which
causes the location of maximum thrust to move accordingly from r /R = 0.6 at φ= 6◦ to r /R = 0.5 at φ= 18◦.

The tip region (r /R > 0.8) fluctuates in thrust due to impingement of the RTVs. The RTV impinges the
leading edge at φ= 54◦ which causes a clear positive peak in the thrust distribution around r /R = 0.91. This
peak is attenuated, after which the tip starts producing negative thrust forφ= 18◦ andφ= 30◦. The location of
r /R = 0.91 is indicated in Figure 5.6 by a black dashed line. The tip of the vane is further analysed in Sections
5.1.6 and 5.1.7.
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(a) (b)

Figure 5.6: Phase-averaged thrust distribution over the upward SRV for various phase angles expressed as CT per segment (474
segments are used). The black dashed line indicates r /R = 0.91.

5.1.4. Swirl reduction
Swirl recovery vanes exploit the swirl present in the propeller slipstream to generate additional thrust, thereby
reducing the slipstream swirl. The axial development of the swirl angle is presented in Figure 5.7, where the
swirl angle is averaged over time and over a spatial region of 0.31 < r /R < 1. A clear reduction of 48% in swirl
can be observed when the SRVs are installed, when comparing values averaged from x/D = 0.43 to x/D = 1.
A swirl reduction of 42% was obtained in the experimental campaign [33]. The reduction is present in the
area where the SRVs are located, indicated by the dashed black lines. The downstream effect of the SRVs is
concluded to be negligible and a minor upstream effect is present. As explained in Section 5.1.2, the upwash
in front of the vanes acts in the same direction as the swirl, such that an increase in swirl angle of 0.2◦ is
observed in front of the vanes. Due to the "Low Va" region indicated in Figure 5.3b, there is an area of high
swirl present close to the propeller and spinner for both the SRVs OFF and SRVs ON case. This effect decreases
with distance from the propeller which causes the averaged swirl angle to reduce for x/D < 0.2. There is still a
substantial swirl left in the slipstream behind the vanes such that it could be beneficial to apply more vanes,
as already suggested by lifting line theory [33].

Figure 5.7: Development of the average swirl angle for the SRVs OFF and SRVs ON case. The SRV’s LE and TE location are indicated by
the dashed lines.

This residual swirl behind the SRVs is further examined by plotting the phase-averaged swirl angle in a
plane 0.4cr downstream of the SRVs at x/D = 0.45 in Figure 5.8a. The blade wakes and RTVs are still visible
as regions of high swirl angle and also in between the blade wakes, a positive swirl angle is present. This swirl
angle is quantified in Figure 5.8b at the location of the cross in Figure 5.8a, comparing the planes at x/D =
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0.24 and x/D = 0.45. It can be concluded that there is a substantial residual swirl present at this location in
between two SRVs at r /R = 0.7. Behind the SRVs however, the swirl is fully recovered with a swirl angle which
fluctuates not more than 1.5◦ around 0◦ at x/D = 0.45 and r /R = 0.7, as is visible in Figure 5.8a. Furthermore,
as annotated in Figure 5.7, the stator tip vortices (STVs) can be distinguished as regions of high swirl and RTV
bridging occurs which will be explained further in Section 5.1.5.

(a)

(b)

Figure 5.8: Phase-averaged swirl angle ϕ in a plane 0.4cr downstream of the SRVs (i.e. x/D = 0.45) in (a) where the propeller blades are
hidden. Swirl angle versus phase angle in (b) for two axial locations at r /R = 0.7 in between two SRVs, as denoted by the cross in (a).

5.1.5. Instantaneous flow features
Vortices are visualised to increase the understanding of the slipstream behaviour when the SRVs are installed.
This is done using the λ2-method, which is based on the eigenvalues of a quadratic summation of the sym-
metric and antisymmetric part of the velocity gradient tensor [26]. A phase-averaged isosurface of λ2 is pre-
sented in Figure 5.9, coloured by the normalised axial velocity. The rotor tip vortices (RTVs) can be seen to
move inboard together with the contraction of the slipstream. The RTVs are located at the slipstream edge as
the axial velocity drops over the λ2 isosurfaces. Note that the small-scale structures at the root are shown to
be dependent on the grid resolution in Section 4.1.1, such that the slipstream results in this region can not be
trusted.

The trajectories of the RTVs over the vane are seen to be misaligned with the flow direction in Figure 5.10,
where a close-up of the upward vane is presented for three time instants. The RTVs impinge on the vanes at
r /R = 0.91 and are then sheared in spanwise direction: the RTVs at the pressure side move outboard and at
the suction side inboard, as denoted in Figure 5.10 by a dashed and solid arrow, respectively. When leaving the
vane, the two misaligned vortices interact and start forming bridges between them. As explained in Section
2.6, this situation relates to a configuration of a propeller with trailing wing, for which this phenomenon is
investigated in detail by Johnston & Sullivan [28].

To change perspective, top views of the λ2 isosurfaces around a region of the upward vane (i.e. r /R > 0.65)
are shown in Figure 5.11. The RTVs are stretched on the suction side (SS) and thickened on the pressure side
(PS), also explained in Section 2.6. On the SS, a second vortex is formed which starts rotating around the
existing vortex. Inboard of the RTVs, a region of λ2 = −3 ·106 s−2 is visible which is attributed to the edge of
the blade wakes where a high velocity gradient is present.
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Figure 5.9: Phase-averaged isosurface of λ2 =−3 ·106 s−2 coloured by the normalised axial velocity. The propeller rotation direction is
indicated by ω.

(a) (b) (c)

Figure 5.10: Close-up of the pressure side of the upward vane with the phase-averaged isosurface of λ2 =−3 ·106 s−2 for three time
instants. The isosurface is coloured by the normalised axial velocity and a dashed arrow indicates the RTV direction on the pressure side

and a solid arrow on the suction side.

(a) (b) (c)

Figure 5.11: Top view of the phase-averaged isosurface of λ2 =−3 ·106 s−2 for three time instants. The isosurface is coloured by the
normalised axial velocity and shown for the region of r /R > 0.65.
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5.1.6. Thrust produced by the tip of the vane
As seen in Section 5.1.3, the tip region of the vane has a different behaviour compared to the rest of the vane.
In order to define a region as the vane tip, the trajectories of the RTVs along the pressure side (PS) and suction
side (SS) of a vane are shown in Figure 5.12. Points of minimum phase-averaged surface static pressure are
located for ten time steps and linked together. The x-location is normalised by the root chord of the SRVs
cr,SRV s where 0 indicates the location of the leading edge at the root of the SRVs. The distinctive RTV motion
is clearly present from which the RTVs are concluded to affect the part of the vane where r /R > 0.84. This
area will be denoted as the tip of the vane henceforward. r /R = 0.84 is indicated in Figure 5.12 together with
the location where the RTVs impinge the leading edge (r /R = 0.91).

Figure 5.12: RTV trajectories along the pressure side (PS) and suction side (SS) of a vane. Determined by linking points of minimum
phase-averaged pressure.

The aerodynamic effects around the vane tip will be investigated by starting with a similar analysis as
performed in Section 5.1.2. The swirl angle at r /R = 0.91 and 0.4cr upstream of the upward vane is shown
with respect to phase angle in Figure 5.13. Strong peaks in swirl angle are present of over ϕ = 50◦ which are
caused by the RTVs and are double in magnitude compared to the swirl angle peaks due to the blade wakes at
r /R = 0.7 (Figure 5.4). The swirl angle in the RTVs is therefore concluded to be higher than in the wakes of the
blades. Smaller peaks of ϕ = 17◦ are present in between the larger peaks which are caused by the propeller
blade wake, visible in Figure 5.3a.

Figure 5.13: Swirl angle ϕ at r /R = 0.91 and 0.4cr upstream of the upward vane (i.e. x/D = 0.24) shown in blue. Instantaneous thrust
generated by the vane’s tip (r /R > 0.84) Tt i p normalised by the average thrust of the upward vane Tvane,av g indicated as dash-dotted

line in red with the average value as red dotted line.

The effect of the impingement of the RTVs on the thrust of the vane tip is included in Figure 5.13. The
instantaneous thrust generated by the tip is normalised by the averaged total thrust generated by the upward
vane and is displayed as a dash-dotted red line in Figure 5.13. As expected, the positive peaks in thrust overlap
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with the smaller peaks in Figure 5.4. Note that the vane tip produces negative thrust and thus drag in between
these positive peaks. On average, the tip contributes to 1.9% of the total thrust of the vane (dashed red line in
Figure 5.13) while constituting to 19% of the vane’s surface area. The relatively low velocity in the outer region
of the propeller slipstream is identified as the cause of the low thrust. It should be noted that the presence of
the tip can still have a substantial effect on the thrust distribution of the rest of the vane.

In order to investigate the possible occurrence of stall at the vane tip, the pressure distribution around the
vane at r /R = 0.91 is shown in Figure 5.14 for three time instants at and after the peak in thrust generated by
the vane’s tip. As indicated in Figure 5.14, there is a small region of stall present at the trailing edge for φ= 54◦
as can be deducted from the presence of a pressure plateau with a pressure above p∞ at the suction side
[3]. It is however expected that this will have minimal effect on the SRV performance due to the small area
it affects. No further indications (described in Section 5.1.2) of static or dynamic stall are noticeable, despite
the high inflow angle of over 50◦. This can be explained by the relatively small size of the area of high swirl
within the RTV, as can be seen in Figure 5.3. The performance of the tip could be increased when the airfoil
around r /R = 0.91 is designed to maximise the thrust from the impingement of the high swirl area, as this is
neglected in the current design method using lifting line theory.

Figure 5.14: Phase-averaged pressure around the upward SRV at r /R = 0.91 for three phase angles.

5.1.7. Aerodynamic effects around the tip of the vane
The effect the RTVs have on the tip surface of the vanes will be investigated. The surface thrust force, combin-
ing the pressure and skin friction force, around the pressure side (PS) and suction side (SS) of the tip region
of the upward vane are presented for four time instants in Figure 5.15. Static pressure contours are included
where every contour indicates a pressure step equal to 0.0005p∞. The location of r /R = 0.84 is indicated by a
purple line. The RTV can be traced such that its spanwise motion becomes apparent. The pressure contours
around the RTV can be seen to expand on the PS and to condense on the SS during the development. This is
caused by the thickening of the RTV on the PS and the stretching on the SS as observed in Section 5.1.5. After
being stretched on the SS, a second vortex is formed which starts rotating around the existing vortex. This
can be deducted from the pressure contours in Figure 5.15h and from the λ2 isosurfaces in Figure 5.11.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.15: Phase-averaged surface thrust force on the pressure and suction side of the tip of the upward vane with pressure contours
in black for three time instants where every contour indicates a pressure step equal to 0.0005p∞. r /R = 0.84 is indicated by a purple line

and the direction of inflow velocity U is included (radial component of the velocity is neglected).
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After the moment the RTV impinges, a large area of thrust is induced around the leading edge on the SS
at φ = 0◦ and φ = 6◦ (Figure 5.15b and 5.15d). This causes the peaks in thrust in Figure 5.13 as is expected
from the impingement of the area of high swirl angle associated to the RTV. The vortex core causes an area of
drag for φ= 0◦ and φ= 6◦ on the PS (Figure 5.15a and 5.15c). This can be explained by the shape of the airfoil
which is shown for r /R = 0.91 in Figure 5.16. There is a difference in surface angle at the PS and SS and as
the low-pressure RTV cores cause a net outward-pointing normal force, the direction of this force also varies.
This is shown by orthogonal arrows for two locations along the chord in Figure 5.16. When the RTV is situated
close to the leading edge, the net normal force on the PS has a positive x-component which causes drag. On
the SS, it has a negative x-component and thrust is generated. This effect is visible in Figure 5.15a and 5.15c
and in Figure 5.15d by the deformation of the thrust area. As the RTV progresses, a drag force is caused on the
SS, clearly visible for φ= 30◦ in Figure 5.15h. Due to the broadening of the RTV on the PS, no noticeable effect
due to the RTV’s core pressure on the surface thrust is present on the PS for φ= 30◦ (Figure 5.15g). Note that
pressure drag originating from the stagnation point and viscous drag are continually present.

Figure 5.16: Cross section of a vane at r /R = 0.91 with the net forces caused by the RTVs indicated.

The axial velocity around the pressure side (PS) and suction side (SS) is presented for four time instants
in Figure 5.17. The RTVs have a counterclockwise motion which increases the axial velocity at the bottom,
decreasing the pressure, and reduces the axial velocity at the top, increasing the pressure. The effect on the
pressure can be deducted from the shape of the pressure contours in Figure 5.17. The effect of the axial
velocity on the pressure is more pronounced at the suction side due to reduced core size.
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(c) (d)

(e) (f)

(g) (h)

Figure 5.17: Phase-averaged axial velocity on the pressure and suction side of the tip of the upward vane with pressure contours in black
for four time instants where every contour indicates a pressure step equal to 0.0005p∞.. r /R = 0.84 is indicated by a purple line and the

direction of inflow velocity U is included (radial component of the velocity is neglected).
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5.2. Aeroacoustics
5.2.1. Sound pressure in the far-field
The aeroacoustic performance of the two configurations (with and without SRVs) is analysed using the FW-
H method as described in Sections 3.1.2 and 3.1.4. In Figure 5.18a the OSPL is plotted over the described
ring with a radius of 10D and centred at the midpoint between propeller and SRVs. The sound pressure
contributions of the propeller and SRVs are shown as the contributions of the spinner, fairing and nacelle are
seen to be relatively small and therefore omitted. Note that the OSPL is expressed using a logarithmic scale.
The propeller contribution of the SRVs OFF case shows a typical noise pattern of a propeller with two distinct
side lobes slightly tilted in the downstream direction [37]. The side lobes would be tilted more downstream
if the body or fluid velocity would be incorporated in the FW-H formulation. The propeller is affected by the
placement of the SRVs as it emits more noise in up- and downstream direction than in the SRVs OFF case.

It can be concluded that the maximum total OSPL is unaffected due to the addition of the SRVs. The
contribution of the propeller is dominant in the region of maximum OSPL and overlaps with the SRVs OFF
case. The contribution of the vanes is more uniformly distributed along all directions making it a dominant
noise source up- and downstream of the propeller. The total OSPL has increased upstream in a range of
∆θ = 90◦ by up to 18.1 dB and downstream in a range of ∆θ = 130◦ by up to 20.7 dB due to the presence of
the SRVs. It should be noted that destructive interference occurs between the contributions of the various
propeller blades in this idealised situation. An isolated propeller in real-life conditions with non-axial inflow
of higher turbulence intensity would have an increased sound propagation in up- and downstream direction
[24]. This is also the reason for the increased contribution of the propeller in the SRVs ON case in up- and
downstream direction.

A deeper understanding can be created when examining the acoustic pressure traces in the frequency
domain. In Figure 5.18b to 5.18f, the sound pressures are plotted in the frequency domain for five locations
(θ = 0◦, 45◦, 90◦, 135◦ and 180◦) around the ring used in Figure 5.18a. The PBL in 1/12th octave bands is
used and the frequency f is normalised by the blade passing frequency (BPF). The PBL is equal to the sound
pressure level (SPL) within the specified band. At θ = 90◦ (Figure 5.18b), the propeller emits most noise at
the first harmonic ( f = BPF) for both cases. The amplitude of the first harmonic reduces in magnitude when
moving away from the point of maximum noise. As can be deducted from the shape of the OSPL polar, the
first harmonic is smaller at θ = 135◦ (Figure 5.18c) than at θ = 45◦ (Figure 5.18d). Up- and downstream of the
propeller, the peak corresponding to the first harmonic has completely disappeared. This agrees with obser-
vations made by Deming [16] and can be explained by destructive interference between the sound pressure
contributions generated by the different propeller blades. This is again a consequence of the uniform inflow
experienced by the propeller and an increase of noise levels in the axial direction can be expected when the
inflow is non-axial or with a larger turbulence intensity.

The PBL plots confirm that the propeller is affected by the presence of the SRVs, as can be concluded
from the added noise at the higher harmonics (multiples of the BPF) with respect to the isolated propeller.
As example, the propeller contribution for the sixth harmonic at θ = 45◦ (Figure 5.18d) is increased by 20 dB
by adding the SRVs, such that it becomes a considerable harmonic. Note that the first harmonic at θ = 135◦
(Figure 5.18c) is decreased by the addition of the SRVs, possibly due to destructive interference. The unsteady
loading of the SRVs causes a varying potential field which propagates upstream and effects the blades of the
propeller [32]. Although the upstream aerodynamic effect is seen to be small in Section 5.1.1, the propeller
loading is altered such that it produces substantial higher-harmonics noise. Again, this opposes the results
from research by Dittmar & Hall [18].

In agreement with Sinnige et al. [49], the vanes are seen to be the cause of considerable noise at the
higher harmonics. As shown in the polar plot of the OSPL, this noise is more uniformly distributed along
all directions, which results in PBL peaks of roughly the same magnitude for the five locations displayed in
Figure 5.18b to 5.18f. Due to the dominance of the first harmonic at θ = 90◦, the contribution of the vanes
to the OSPL is minimal at this location. As the first harmonic caused by the propeller reduces when moving
up- or downstream, the higher harmonics caused by the SRVs become dominant. It can be seen that the
propeller produces noise at the same frequencies as the SRVs for the SRVs ON case, which is a consequence
of the interaction effect. At θ = 0◦ and 180◦, the SRVs produce noise at even multiples of the BPF, which can
be explained by the presence of six propeller blades and four SRVs, as is done in Section 5.1.1.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.18: Polar plot of the overall sound pressure level (OSPL) in (a) and the pressure band level (PBL) in 1/12th octave bands at
various angles θ in (b) to (f). The contributions of the propeller and SRVs at a distance of 10D from the midpoint between propeller and

SRVs are shown.

5.2.2. Acoustic power
A single frequency domain representation is attainable by integrating the acoustic pressure in the far-field
over all angles θ to compute the power watt level (PWL) while assuming axisymmetry. The PWL is a logarith-
mic scale of the acoustic power emitted by a source and is presented in the frequency domain in Figure 5.19
where the contributions of all surfaces are combined. The same conclusion as in Section 5.2.1 can be drawn
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that the SRVs are the cause of additional acoustic power at higher harmonics of the BPF.

Figure 5.19: Power watt level (PWL) for the SRVs OFF and ON case where the contributions of all surfaces are combined.

5.2.3. Full-scale frequency range
As the simulations are performed on a 1:9 scaled-model, an estimation of the dominant frequency range for
the full-scale model can be performed. It can be seen in Figure 5.18 and 5.19 that the dominant noise for the
scaled model is emitted in a frequency range from the first to the eighth harmonic of the BPF, i.e. in a range of
0.7-5.7 kHz. The scaling can be done by keeping the advance ratio J = V∞

nD constant, or equivalently, keeping

the Strouhal number St = f L
U fixed. The Strouhal number denotes the ratio of the speed of dynamic processes

(frequency f times characteristic length L) to the speed of the steady processes (flow velocity U ). Using the
same advance ratio of 0.6, corresponding to take-off conditions, and assuming an equal free-stream velocity
of 29 m/s, which occurs at some point during the take-off procedure, the ratio of nD has to stay constant. As
the diameter of the full-scale propeller is 9 times the diameter of the scaled-model, the rotational velocity and
hence the BPF is divided by a factor of 9. The resulting dominant frequency range for the full-scale propeller
therefore becomes 80-630 Hz. As this range is well below 1000 Hz, it has a relatively low noisiness (Section
2.7.1). The perceived increase in noise caused by the SRVs is thus smaller for the full-scale propeller compared
to the 1:9 scaled model.

5.2.4. Contribution of the vane tips
It is expected by Sinnige et al. [49] that the impingement of the RTVs on the SRVs is an additional source
of noise. To investigate this assumption, the vanes are split up into four surfaces: LE, TE, tip and middle,
see Figure 5.20a. The same definition of the LE, TE and tip are used to define VR12 in Section 3.1.3. The
contribution of each of these four surfaces to the OSPL is presented in Figure 5.20b. The leading edge (LE)
is the main source of noise with an OSPL of 1.7 to 7.6 dB higher than the contribution of the tip. Further
research is required to confirm what the effect is of reducing the length of the vanes on the emitted noise.
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(a) (b)

Figure 5.20: The division of the vanes in various surfaces is visualised in (a). Polar plot of the overall sound pressure level (OSPL) for the
contributions of these surfaces at a distance of 10D from the midpoint between propeller and SRVs in (b).

5.3. Shortened vanes
A second geometry has been simulated in which the length of the vanes has been reduced. This is motivated
by the observation that the vane tips have a relatively low thrust production in combination with the notion
in literature [49] that the RTV impingement is a source of noise. The vanes have been cut such that their outer
radius equals 0.84R. The remainder of the geometry and the flight conditions are unaltered. The grid has
the same resolution and a similar definition of the VR regions is used, apart from the VR12 region around the
vane tips which has been excluded. Adding another VR12 region around the tip of the shortened vanes could
be beneficial in resolving the high pressure gradients at the tip accurately, which can be seen in Figure 5.24b.
The simulation has been seeded with the results for the original vanes.

The change in geometry has a negligible effect on the upstream propeller with the propeller thrust coeffi-
cient being reduced by 0.01% compared to the case with the long vanes. The thrust produced by the upward
vane is compared in Figure 5.21 with the original case, from which two conclusions can be drawn. Firstly,
the small peaks in thrust produced by the vane have disappeared. As demonstrated in Section 5.1.2, these
peaks are caused by the impingement of the rotor tip vortices (RTVs) which confirms that the vanes have
been shortened sufficiently to avoid this phenomenon. Secondly, the time-averaged thrust is reduced by 13%
by shortening the vanes and is now equal to 2.0% of the propeller thrust. The reduction in thrust is larger
than the thrust produced by the tip region (r /R > 0.84) for the original vanes, which equals 1.9% of the vane’s
thrust. The shortened vane thrust is thus smaller than the thrust produced by the area of r /R < 0.84 for the
original vanes. It can therefore be concluded that the thrust distribution over the vane is altered by shortening
it.

Figure 5.21: Thrust coefficient of the upward vane for the original vanes (l = R) and the shortened vanes (l = 0.84R).
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To visualise the altered thrust distribution over the upward vane, a comparison is made in Figure 5.22 for
two time instants. The thrust distributions are similar around the root region of the vane and increasingly
deviate towards the tip of the shortened vanes. The stator tip vortex (STV) can be concluded to be stronger
for the case with the short vanes, which is confirmed by Figure 5.23 in which the averaged vorticity magnitude
downstream of the SRVs is plotted. The close proximity of the tip vortex to the high loading area reinforces
the negative effect of the tip vortex on the thrust distribution.

(a) (b)

Figure 5.22: Phase-averaged thrust distribution for the original SRVs (l = R) and the shortened vanes (l = 0.84R) over the upward SRV
for two phase angles expressed as CT per segment. 474 segments are used for the original vanes and 361 for the shortened vanes. The

black dashed line indicates r /R = 0.84.

(a) (b)

Figure 5.23: Time-averaged vorticity magnitude in a plane 0.4cr downstream of the SRVs (i.e. x/D = 0.45) for the original (a) and
shortened vanes (b).

The STV causes an area of negative thrust at the tip in both cases, which is larger in magnitude for the
shortened SRVs. The core of the STV is positioned on the suction side of the vane, as can be concluded from
the pressure contours in Figure 5.24. The low pressure on the suction side in combination with the tangential
velocity at the tip of the shortened vanes are expected to cause the STV to move to this location. The resulting
low-pressure region at the aft end of the vane causes a negative thrust, visible in Figure 5.24. This can be
explained by the reasoning presented in Section 5.1.7.
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(a) (b)

Figure 5.24: Time-averaged surface thrust force on the suction side of an original (a) and shortened vane (b). Pressure contours are
included in black and the direction of inflow velocity U is included (radial component of the velocity is neglected).

The reduced thrust-generating capability of the shortened vanes is also reflected in a lower swirl reduc-
tion, as is visible in Figure 5.25. When comparing the average swirl angle from x/D = 0.43 to x/D = 1 for
the three cases, it can be concluded that the short SRVs recover 13% less of the swirl than the long vanes do.
Interestingly, this number is equal to the reduction in average vane thrust.

Figure 5.25: Development of the average swirl angle for the SRVs OFF, original SRVs ON and shortened SRVs ON case. The SRV’s LE and
TE location are indicated by the dashed lines.

To compare the swirl distributions, the swirl angle is circumferentially averaged into 30 intervals (0.3 <
r /R < 1) in a plane upstream and downstream of the SRVs in Figure 5.26. All three configurations are included,
for which similar swirl distributions are obtained upstream of the SRVs, see Figure 5.26a. A peak in swirl angle
is present around r /R = 0.9 in Figure 5.26a which indicates the presence of the RTVs. Both sets of SRVs cause
a slight upstream swirl increase at the root region, which can be explained by the upwash present in front of
the SRVs.

The swirl angle is uniformly decreased by 0.7◦ for the SRVs OFF case when progressing from x/D = 0.24
to x/D = 0.45. A second peak is present around r /R = 0.8 at x/D = 0.45 (Figure 5.26b) which is caused by the
blade wake deformation as explained in Section 4.2.

It can be seen in Figure 5.26b that the original and short vanes cause a similar reduction in swirl angle
for the region of r /R < 0.8, despite the altered thrust loading distribution over the vanes. The swirl direction



5.3. Shortened vanes 57

at the root is reversed. The original vanes reduce the swirl in the outboard region with an opposite swirl
direction at the tip as a consequence. The shortened vanes have a minor swirl recovery for r /R > 0.8 and no
noticeable peak due to the RTVs. This is a consequence of vortex shearing in spanwise direction which will
be explained next.

(a) (b)

Figure 5.26: Time- and spatially-averaged (into 30 intervals) swirl angle ϕ downstream of the propeller at x/D = 0.24 (a) and x/D = 0.45
(b) for the SRVs OFF, original SRVs ON and shortened SRVs ON case.

The λ2 isosurfaces in Figure 5.27 confirm that the impingement of the RTVs on the SRVs is avoided by
shortening the vanes. However, there is still a spanwise motion present of the RTV on the pressure and suction
side of the vane. The motion occurs in the same direction as for the original vanes, but is explained differently.
The stator tip vortex (STV), indicated in Figure 5.27b, has been demonstrated to be of greater strength than
for the original vanes. It consists of a rotational motion around the negative x-direction such that a velocity
in the positive y-direction is induced on the pressure side and a velocity in the negative y-direction on the
suction side. This is the cause of the spanwise motion of the RTVs as is confirmed by the observation that this
motion is only initiated when the RTV is in close proximity to the STV.

(a) (b)

Figure 5.27: Phase-averaged isosurface of λ2 =−3 ·106 s−2 coloured by the normalised axial velocity for the shortened SRVs case. The
propeller rotation direction is indicated by ω in (a). (b) shows a close-up of the pressure side of the upward vane.

The aeroacoustic performance of the shortened vanes is inspected by comparing the overall sound pres-
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sure level (OSPL) around the same ring as used in Section 5.2.1. The OSPL is plotted in Figure 5.28 for the
three configurations taking into account the contribution of various surfaces, which are indicated in red. In
Figure 5.28a, the contribution of all solid surfaces is combined and in Figure 5.28b and 5.28c the contribution
of the propeller and SRVs are displayed separately. The difference in OSPL between the original and short-
ened vanes can be concluded to be small, compared to the difference with the isolated propeller. The ∆OSPL,
defined as ∆OSPL = OSPLSRVs ON (l=0.84R) −OSPLSRVs ON (l=R), is therefore displayed in Figure 5.28d. The fre-
quency domain representation for four locations along the ring are given in Figure 5.29 and 5.30, where the
location and the contributing surfaces are indicated. The results for θ = 180◦ are similar to θ = 0◦ and there-
fore omitted.

The difference in noise emitted by the propeller is small with a decrease at θ = 0◦ and θ = 180◦ and an
increase at θ = 135◦, see Figure 5.28d. The decrease at θ = 0◦ is caused by a reduction in sound pressure
in between the second, fourth and sixth harmonic of the BPF for the shortened vanes (Figure 5.29c). This
reduced broadband noise could indicate a reduction in turbulence along the blades. At θ = 135◦, it can be
concluded from Figure 5.30d that the propeller emits more noise at the fourth and sixth harmonic when the
length of the SRVs is reduced. The propeller is not the dominant noise source for both θ = 0◦ and θ = 135◦
such that the effect on the total OSPL is minimal.

The shortened vanes are seen to emit less noise in sideways direction due a reduced third and fourth
harmonic at θ = 90◦, see Figure 5.30e. However, as the contribution of the vanes is small in this direction, the
total OSPL is unaltered. The SRVs emit more noise in up- and downstream direction, where the contribution
of the vanes is dominant. A clear increase in the second harmonic is evident from Figure 5.29e for θ = 0◦. This
opposes the expectation that the tonal noise would decrease by avoiding the impingement of the RTVs on the
vanes, which occurs at a frequency equal to double the BPF. The shortening of the vanes therefore causes the
total OSPL to increase up- and downstream of the propeller by up to 1.8 dB.

Interestingly, the first harmonic for the overall PBL at θ = 135◦ (Figure 5.30b) is reduced substantially,
even though the propeller and SRVs contributions do not show this behaviour. Destructive interference oc-
curs between the sound originating at the propeller and at the shortened SRVs at this specific location and
frequency, enabled by the fact that both sources cause a first harmonic of similar amplitude. The total OSPL
is as a consequence decreased by 1.8 dB at θ = 130◦ and 1.4 dB at θ = 135◦, see Figure 5.28d.
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(a) (b)

(c) (d)

Figure 5.28: Polar plot of the overall sound pressure level (OSPL) at a distance of 10D from the midpoint between propeller and SRVs for
the contributions of all solids (a), the propeller (b) and the SRVs (c). All three configurations are included.

∆OSPL = OSPLSRVs ON (l=0.84R) −OSPLSRVs ON (l=R) is presented in (b) for the same contributions of surfaces
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(a) (b)

(c) (d)

(e) (f)

Figure 5.29: Pressure band level (PBL) in 1/12th octave bands at θ = 0◦ and θ = 45◦ for various contributions of surfaces at a distance of
10D from the midpoint between propeller and SRVs.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.30: Pressure band level (PBL) in 1/12th octave bands at θ = 90◦ and θ = 135◦ for various contributions of surfaces at a distance
of 10D from the midpoint between propeller and SRVs.



6
Conclusion

In order to conclude this manuscript, the research questions as posed in the introduction are answered. The
six sub-questions will be discussed first, followed by the main research question.

1. Is LBM a suitable method to be used in this project?
Yes. LBM is capable of delivering the desired results to answer the subsequent research questions. Apart from
aeroacoustics, it is capable of resolving the unsteady aerodynamic effects. The aerodynamic validity of the
presented results is demonstrated by comparison with results obtained from RANS simulations and experi-
ments. The aeroacoustic validity has been derived from literature [4, 9, 42].

2. Do SRVs offer aerodynamic performance benefits?
Yes. The SRVs cause an increase of the time-averaged total propulsive efficiency of 2.4% for a high propeller
loading at a flight condition corresponding to take-off (J = 0.6). This value lies within the range of values
obtained in previous studies [22, 50, 54]. As the propeller loading and slipstream swirl are reduced for cruise,
the efficiency increase is expected to reduce for that flight condition.

A periodically varying swirl angle is observed in the propeller slipstream caused by high swirl regions in
the wakes of the propeller blades and within the RTVs. These fluctuations have an important effect on the
performance of the SRVs and cause the thrust produced by the vanes to oscillate by 33% with a period of
φ= 30◦.

3. What improvements to the current configurations in terms of aerodynamic performance can be
suggested?
As half of the swirl is recovered by the four vanes, half of the swirl is still present behind the vanes. Installing
more vanes could therefore increase the aerodynamic performance further, which is consistent with the con-
clusion of Li et al. [33]. Reducing the length of the vanes is demonstrated to have a substantial negative effect
on the aerodynamic performance. Vanes of length l = 0.84R generate 13% less thrust and recover 13% less
swirl than the original vanes of length l = R. This is in part due to the absence of the impingement of the high
swirl regions in the RTVs but the major thrust decrease is caused by the altered thrust distribution over the
vane. However, redesigning the shorter vanes could result in a higher thrust production due to an improved
loading distribution. Finally, an interesting analysis would be to design SRVs for various flight conditions and
to decide on an optimal configuration for the complete flight mission, possibly using a variable pitch system.

4. What are the noise effects of SRVs?
The SRVs cause noise at harmonics of the BPF, relatively uniformly emitted in all directions. As the first har-
monic caused by the propeller is dominant in the region of maximum noise, the maximum OSPL is not in-
creased. The SRVs become a dominant noise source up- and downstream of the propeller, where the OSPL is
increased by more than 20 dB. Note that the contribution of the propeller at these locations would increase
for real-life conditions.

Although the upstream aerodynamic effect of the SRVs on the propeller is seen to be small, the aeroacous-
tic behaviour of the propeller is influenced by the installation of the SRVs. The propeller in the SRVs ON case
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produces noise at higher harmonics of the BPF, similar to the the SRVs.

5. Which noise sources can be identified?
The leading edge of the vanes is seen to be the main source of noise on the vanes. This is attributed to the
fluctuating loading of the SRVs and can therefore be classified as loading noise. The tips of the vanes are
of special interest at it is expected in literature that the impingement of the RTVs is a substantial cause of
noise [49]. A configuration with shortened vanes has therefore been simulated which proved that no noise
reduction is present. On the contrary, the shortening of the vanes caused a noise increase of 1.8 dB up- and
downstream of the propeller due to an increase in sound pressure at the second harmonic of the BPF.

6. What improvements to the current configurations in terms of noise can be suggested?
The regions of high swirl in the propeller slipstream impinge on two vanes simultaneously due to the pres-
ence of six propeller blades and four vanes. A noise reduction is expected [32, 54] when this phenomenon
is avoided by for example increasing the number of vanes to five. SRVs with a swept leading edge could also
diffuse the impingement of the high swirl regions to reduce the noise, as has been done by Dittmar & Hall
[18]. In general, the aeroacoustic performance could increase substantially when aeroacoustics are included
in the design process.

Moreover, it would be interesting to simulate a full-scale configuration in order to have a better assess-
ment of the frequency range of the added noise due to the SRVs. Finally, simulating a case with an inflow that
approximates real-life conditions better would result in a more accurate prediction of the relative magnitude
of the noise contributions of the SRVs and propeller in up- and downstream direction.

• Are SRVs a feasible option to enhance performance of propeller propulsion systems?
Yes. The increase in aerodynamic performance due to the addition of SRVs is clear and substantial. This
makes them economically feasible as the cost is low due to their simplicity. The added noise is acceptable as
the largest increase occurs in the directions of least importance: up- and downstream of the propeller. The
total sound pressure is unaltered in the direction of maximum noise such that the cabin and ground noise
are largely unaltered.



A
SRV in a Tractor Propeller Configuration

A.1. Computational setup
Tractor propeller configurations are common on regional transport aircraft. A fourth configuration, con-
sisting of a propeller, wing and SRV (Figure A.1), has been simulated for which the preliminary results are
presented in this chapter. As the wing has a substantial impact on the slipstream flow, it is incorporated in
the design process. The design and this simulation are performed at a flight condition relating to cruise with
V∞ = 140 m/s and J = 2.4 at an altitude of 5000 m. The propeller is rotating inboard up and is similar to the
propeller used in the main part of this report with a diameter D = 0.4064 m. The blade pitch angle β is altered
and equals 50◦ at 70% of the radius. The wing has zero twist and dihedral angle and a straight quarter-chord
line. The halfspan of the wing has a length of 4.1D and a NACA 642-415 airfoil is adopted. The root chord
equals 0.95D and the tip chord 0.37D . The origin is defined as annotated in Figure A.1 at the root of the wing
at quarter chord such that the propeller axis is located at z = D . The SRV has the same length as a propeller
blade and is located at an angle of 22◦ from the y = 0-plane.

Figure A.1: Geometry of tractor propeller configuration with SRV. The adopted coordinate system is indicated.

The computational setup is similar to the setup used for the cases presented in the main body of this
report. The simulation volume is defined as a rectangle with a length of 20.5D , a width of 12.5D and a height
of 15D . A symmetry plane is present at the wing root at z = 0 and a velocity inlet is defined with a V∞ of
140 m/s and a temperature of 266.65 K. The outlet is defined by a static pressure of 54,050 Pa and a free
flow direction. No-slip boundary conditions are applied to all surfaces. A volume of revolution is generated
containing the propeller and spinner with a clearance from the surfaces of 19 mm. A rotating reference frame
is defined for this volume with an angular velocity Ω= 144 rev/s, corresponding to the operating condition of
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J = 2.4. Simulations are seeded with the end result of the preceding simulation with a coarser grid. Although
the propeller thrust is fluctuating due to the upstream effect of the trailing wing [51], it is concluded from
Figure A.2 that time convergence is reached after two propeller rotations (Nr ot ). The root mean square error
(RMSE) is included which is calculated using the values from the start of the simulation to the particular time
step. Results are subsequently stored for three propeller rotations. An acoustic sponge is implemented by
varying the kinematic viscosity per unit temperature from 0.005 m2/sK close to the geometry to 0.5 m2/sK
in the farfield. An exponential transition region is present between a distance of 4.6D and 6.2D from the
crossing between propeller axis and the wing quarter chord line, see Figure A.3a.

Figure A.2: Instantaneous propeller thrust coefficient on the left vertical axis and the root mean square error (RMSE) on the right. Time
is expressed as number of propeller rotations Nr ot from the start of the simulation on the horizontal axis.

12 variable resolution (VR) regions are defined which are numbered increasing with resolution, as visu-
alised in Figure A.3 and A.4. The resolution increases with a factor of two from one VR region to the next.
VR1 is the simulation volume, displayed in olive in Figure A.3a. VR9 consists, among others, of a cylinder
(black in Figure A.3b) of diameter 1.15D , ranging from x = −D to x = D . The black cylinders in VR2 to VR8
are defined by an offset from this cylinder, sized such that there are 10 voxels present in between two cylin-
der boundaries. A blue cylinder is defined for VR9 around the wing tip with a diameter of D/4, ranging from
x =−D/8 to x = D/2, see Figure A.3b. A VR8 cylinder is defined by an offset of 10 voxels from this cylinder. A
polyhedron is defined for VR9 behind the wing with length of half the local chord and thickness equal to the
wing thickness.

VR10 consists of a cylinder region (red in Figure A.4) aimed at capturing the propeller slipstream. This
cylinder has a diameter of D and ranges from x =−D to x = D . Two VR regions are defined around the wing
surface, see Figure A.4. One for VR10 (in purple) with an offset of 0.18 times the propeller root chord cr around
the complete wing and one for VR11 (in green) with an offset of 0.061cr around the part of the wing emerged
in the propeller slipstream (assuming the slipstream to have a diameter D). Furthermore, two regions are
defined around the other surfaces with offsets of 0.061cr (VR11) and 0.18cr (VR10). Finally, the finest region
(VR12, green) is defined by an offset of 0.030cr from regions around the leading and trailing edge of both the
propeller and vane, defined to be approximately 10% of the local chord. A region of similar size has been
added around the propeller tip and a region of 10% of the SRV length has been applied to the SRV tip.
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(a)

(b)

Figure A.3: Visualisation of the VR regions in the far-field (a) and around the wing (b). The adopted axis system and the acoustic sponge
are indicated in (a).
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Figure A.4: Visualisation of the VR regions around the propeller slipstream.

A.2. Grid independence study & Validation
The time-averaged propeller and SRV thrust coefficients obtained with a coarse (50 voxels/cr for VR12),
medium (100 voxels/cr for VR12) and fine (200 voxels/cr for VR12) grid are displayed in Figure A.5 and A.6,
respectively. A RANS simulation has been performed prior to this study for which the results are included.
The propeller thrust is converging towards the value obtained with RANS, although no perfect agreement is
obtained. RANS predicts a propeller thrust coefficient of 0.238 where LBM with the 200 voxels/cr grid results
in a CTpr op of 0.228 (4.5% lower).

Figure A.5: Averaged propeller thrust coefficient obtained using
grids with increasing resolution. Value obtained with RANS is

included.

Figure A.6: Averaged SRV thrust with respect to the propeller
thrust obtained with RANS. SRV thrust obtained with RANS is

included.

The SRV thrust TSRV is diverging away from the RANS value, as is visible in Figure A.6 where the SRV
thrust is normalised by the propeller thrust as obtained from RANS Tpr op,R AN S . The TSRV obtained with the
grid with 200 voxels/cr is 0.17 N or 13% lower than the value obtained with the grid of 100 voxels/cr . As for
the configuration without a wing, the cause is looked for in an incomplete grid convergence of the propeller
slipstream, causing an unconverged SRV inflow. To test this hypothesis, the time-averaged swirl angle up-
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stream of the SRV, relating directly to the SRV inflow, is displayed in Figure A.7. As the SRV is located behind
the downgoing propeller blade, only half of the slipstream behind the downgoing blade is incorporated when
averaging the swirl angle into thirty intervals between 0.21 < r /R < 1. The slipstream is indeed seen to be
unconverged with grid resolution with a maximum difference in averaged swirl angle between 100 and 200
voxels/cr of ϕ = 0.22◦ or 7.5%. Further simulations with higher resolution grids are required to obtain grid
independent results. It is therefore decided to display the results for all three grids together where possible in
this Chapter. Otherwise, the results for the fine grid (200 voxels/cr ) are used.

Figure A.7: Time- and spatially-averaged swirl angle ϕ 0.4cr behind the wing trailing edge (i.e. x/D = 0.64) for various resolution cases.
See Figure A.16a for visualisation of the plane’s location.

When comparing the axial and tangential velocity distributions over the full slipstream at x/D = 0.64 to
results obtained with RANS, Figure A.8 is obtained. Good agreement is observed between LBM and RANS
with the largest deviations at the root (r /R < 0.4) and tip (r /R > 0.7) region. These regions include the most
turbulence caused by viscous effects over the fairing and the rotor tip vortices. A high resolution is required
in LBM to resolve these smaller-scale structures accurately, as was noticed in Section 4.1.1.

(a) (b)

Figure A.8: Time- and spatially-averaged axial (a) and tangential velocity (b) in a plane 0.4cr behind the wing trailing edge (i.e.
x/D = 0.64) for results obtained with LBM (200 voxels/cr ) and RANS. See Figure A.16a for visualisation of the plane’s location.

To inspect the grid independence of the wing’s resultant force, the lift and drag coefficient of the wing are
defined as:

CL = FL
1
2ρV 2∞S

CD = FD
1
2ρV 2∞S

(A.1)
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where FL and FD are the lift and drag of the wing, respectively. ρ is the air density, V∞ the free-stream velocity
and S the surface area of the wing. The time-averaged CL and CD are presented in Figure A.9 for the three
resolution cases. The CL value is converging towards the value obtained by RANS with a difference of 1.4%
in lift when comparing the fine resolution LBM to RANS. The CD value obtained with LBM is fairly constant
with a difference of 0.7% between the value obtained with the grid of 100 and 200 voxels/cr . It can therefore
be concluded that the wing force is more independent of the grid resolution than the SRV force at these
resolutions and with the adopted VR strategy.

(a) (b)

Figure A.9: Averaged lift (a) and drag (b) coefficient of the wing obtained using grids with increasing resolution. The value obtained with
RANS is included in (a).

Finally, the grid independence of the aeroacoustic results is demonstrated in Figure A.10 by displaying
the polar plot of the overall sound pressure level (OSPL) in Figure A.10a and the OSPL value at θ = 90◦ in Fig-
ure A.10b for the three grid resolution cases. A converging trend is obtained with grid independence reached
at θ = 90◦. The maximum difference in OSPL between 100 and 200 voxels/cr is 2.3 dB at θ = 185◦, such that it
can be concluded that the OSPL is not completely converged at every angular location.

(a) (b)

Figure A.10: Polar plot of the overall sound pressure level (OSPL) at a distance of 10D from the wing quarter chord point on the
propeller axis in (a) and the OSPL at θ = 90◦ in (b). Obtained using grids with increasing resolution.

A.3. Aerodynamic results
Starting of with a general description of the flow, the time-averaged axial velocity is shown in two planes in
Figure A.11. The location of the two planes is visualised in Figure A.11c. A high velocity area is present over the
top side of the wing, see Figure A.11a. The low pressure on the suction side of the wing causes an region of low
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pressure, and low density as a consequence. Together with the slipstream radius, the axial velocity is therefore
increased to sustain the mass flow of air over the wing. As expected from the results of the configuration with
no wing, the propeller slipstream contracts in front of the wing, visible in Figure A.11b. This contracting trend
is however disturbed by the presence of the wing, as concluded from the slipstream shape at the top side of
the wing in Figure A.11a. Directly in front and behind the wing, the axial velocity is low, see Figure A.11b. The
stagnation point of the wing is the cause of this effect at the leading edge. The low axial velocity at the wing’s
trailing edge can be explained by the friction over the surface of the wing which decelerates the flow. Finally,
the axial velocity is increased by the SRV (see Figure A.11b). As explained in Section 5.1.4, SRVs recover the
swirling motion by transforming tangential velocity into axial velocity, thereby increasing the axial velocity.
Additional thrust is produced in this process, which is seen to be the case here, as can be concluded from the
positive SRV thrust (Figure A.6).

(a) (b)

(c)

Figure A.11: Time-averaged normalised axial velocity in a plane containing the propeller axis at z = D (a) and a plane containing the
wing at y = 0 (b). Visualisation of the z = D (green) and y = 0 (red) planes in (c).

To inspect the wing performance, the lift and drag distribution over the wing are displayed in Figure A.12.
The lift distribution obtained from RANS is included for comparison. 5047 segments are placed along the
wing on which the lift and drag coefficients are calculated to obtain the distributions. The location of the
propeller and its fairing and axis are indicated in Figure A.12 by solid, dashed and dash-dotted black lines,
respectively. The results obtained with the coarse, medium and fine grid are displayed. In agreement with
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Figure A.9a, the lift distribution converges towards the value obtained with RANS. The lift is overpredicted in
the propeller slipstream due to an insufficiently fine grid as was also concluded from Figure A.7. The drag
distributions in Figure A.12b overlap such that it can be concluded that the grid is refined enough to predict
the drag, as was done from Figure A.9b.

Behind the upgoing blade (inboard of the fairing), a higher lift and lower drag are obtained. This can be
explained by an increased inflow angle ∆ϕ due to the slipstream swirl which contains an upward tangential
velocity Vt behind the upgoing blade, as visualised in green in Figure A.13. This increased effective angle
of attack causes the resultant force FR to increase in size and to tilt forward, reducing the induced drag at
that location [51]. The opposite is true behind the downgoing blade where Vt is directed downwards and the
resultant force is titled backwards and decreased in magnitude, as shown in red in Figure A.13.

In the region where the fairing is present, no lift and drag are created. This can be explained by the shape
of the fairing, which is not integrated with the wing, see Figure A.1. It is therefore a simple cylinder at zero
angle of attack, which generates no lift and only minimal drag, consiting of friction drag over the sides of the
cylinder. Finally, the lift deteriorates close to the wing tip and a peak in drag is obtained, both caused by the
presence of the tip vortex.

(a)

(b)

Figure A.12: Time-averaged lift (a) and drag (b) distribution over the wing obtained using the coarse, medium and fine grid. 5047
segments are used on which the lift and drag coefficient are calculated. The value obtained with RANS is included in (a).
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Figure A.13: Cross section of the wing with the effect behind the upgoing and downgoing propeller blades displayed in green and red,
respectively.

Shifting focus to the performance of the SRV, the SRV thrust is shown with respect to time in red in Fig-
ure A.14a, including the average value. The swirl angle in front of the SRV at x/D = 0.64 and r /R = 0.7 is
shown in blue and relates directly to the SRV inflow angle (Section 2.4). The reader is referred to Figure A.16a
for a visualisation of the plane’s location. The propeller causes a negative swirl angle as the propeller rotation
direction is opposite to the propeller in the geometry without wing. The inflow or swirl angle at r /R = 0.7 has
a variation of ϕ= 2.4◦ and a period of φ= 60◦ due to the periodic effect of the six propeller blade wakes. Due
to the high tangential and low axial velocity in the blade wakes they include a high swirl angle, which causes
the negative peaks in swirl angle r /R = 0.7 in Figure A.14a. Due to the impingement of the blade wakes, the
SRV thrust is observed to fluctuate with a period of φ = 60◦. When comparing to the thrust of a vane in the
configuration without a wing (Figure 5.4), the fluctuations are seen to be larger in relative magnitude. The
maximum thrust is 75% larger than the minimum in Figure A.14a, compared to 33% for the upward vane in
the configuration with no wing.

The tip of the SRV is subject to the impingement of the rotor tip vortices (RTVs), as will be confirmed
later. The RTVs impinge the SRV at r /R = 0.965 for which the swirl angle is shown in blue in Figure A.14b
at x/D = 0.64. A variation of ϕ = 9.4◦ is observed, where the large negative peaks are caused by the high
negative swirl angle in the RTVs. The smaller peaks are caused by turbulence preceding the RTVs, as will be
shown later. The thrust of the SRV tip, defined as 10% of the SRV length, is included in Figure A.14b in red. The
tip thrust is seen to have positive peaks due to the impingement of the RTVs, which are aligned with the peaks
in thrust of the entire SRV. Although the contribution of the tip is small, it does contribute to the maximum
level of vane thrust. The average tip thrust is seen to be negative, but the tip can have a substantial effect on
the thrust distribution of the rest of the vane, as was seen in Section 5.3.

(a) (b)

Figure A.14: Swirl angle in blue for x/D = 0.64 and r /R = 0.7 in (a) and r /R = 0.965 in (b). Instantaneous and average SRV thrust in red
for the complete SRV in (a) and the SRV tip, defined as 10% of the SRV length, in (b).
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To invigorate these observations, the thrust distribution over the vane is displayed in Figure A.15 for var-
ious phase angles. The thrust increases from φ = 10◦ to φ = 29◦ around r /R = 0.65 due to the influence of a
propeller blade wake. Following, the maximum level of thrust is obtained at φ= 39◦ due to the RTV impinge-
ment which increases the thrust around r /R = 0.9. A region of negative thrust is present for all time steps
at the tip of the vane. This confirms that the tip (r /R > 0.9) produces negative time-averaged thrust while it
does increase the maximum thrust level.

A drag region is also present for φ = 20◦ to φ = 49◦ in Figure A.15 at the root of the vane. Viscous effects
accumulate over the fairing which causes the flow at the root region to deviate from the flow as predicted by
lifting line theory, which is used to design the SRV. When these effects are included in the design, an improved
performance might be attainable.

(a) (b)

Figure A.15: Phase-averaged thrust distribution over the SRV for various phase angles expressed as CT per segment (376 segments are
used).

To study the SRV inflow fluctuations further, the phase-averaged swirl angle is depicted in various planes
for a certain time instant in Figure A.16. The planes used in Figure A.16b, c and d are displayed in Figure A.16a.
The periodic regions of negative swirl observed are caused by the propeller blade wakes and the RTVs, as
seen in Section 5.1.2. These phenomena are denoted in Figure A.16 and become less distinct when moving
downstream.

Due to the upwash in front of the wing, the swirl is strengthened at the inboard side and reduced at the
outboard side of the fairing, see Figure A.16a and A.16b. Behind the wing, the downwash causes the swirl to
have an opposing direction at the in- and outboard side behind the wing, see Figure A.16a and A.16c. The SRV
is located in the region which is strongly influenced by the wing downwash. An area of high swirl is present
behind the SRV in Figure A.16d due to its downwash.
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(a) (b)

(c) (d)

Figure A.16: Phase-averaged swirl angle in y = 0 in (a), upstream of the wing (x/D =−0.23) in (b), downstream of the wing (x/D = 0.64)
in (c) and downstream of the SRV (x/D = 0.83) in (d). (b), (c) an (d) are obtained by looking into downstream direction and the three

planes are indicated in (a).

The radial distributions of swirl in the same three planes as used before are presented in Figure A.17 to
quantify the swirl angles. The complete slipstream is averaged to obtain Figure A.17a, whereas half of the
slipstream is used to obtain Figure A.17b and A.17c. Figure A.17b averages the swirl behind the upgoing
blade (inboard) and Figure A.17c behind the downgoing blade (outboard). It can be seen in Figure A.17a that
the wing causes a swirl reduction such that the swirl direction is inverted for r /R < 0.4. The SRV causes this
area to increase to r /R < 0.6.

It can be concluded from the swirl distribution at x/D =−0.23 in Figure A.17b that the swirl magnitude is
increased in front of the wing at the upgoing blade side due to the wing upwash acting in the same direction
as the propeller swirl. The wing seems to have a large swirl-reducing capability behind the upgoing propeller
blades as a consequence of the downwash behind the wing acting against the swirl, reducing the swirl mag-
nitude at x/D = 0.64 in Figure A.17b. The SRV has minimal effect since it is positioned behind the downgoing
blade.

The swirl magnitude is decreased in front of the wing at the downgoing blade side as the upwash acts
against the swirl, resulting in a moderate swirl at x/D =−0.23 in Figure A.17c. The wing therefore has a swirl
recovering effect before the flow actually hits the wing’s surface. Behind the wing, the downwash acts in the
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direction of the swirl, therefore increasing the swirl magnitude at x/D = 0.64 in Figure A.17c. This explains the
positioning of the SRV, which decreases the swirl effectively for r /R > 0.5 and even inverts the swirl direction
at the root.

(a)

(b) (c)

Figure A.17: Time- and spatially-averaged (into 30 intervals) swirl angle ϕ at three planes. The complete slipstream is averaged in (a),
half of the slipstream behind the upgoing blade (inboard) is averaged in (b) and half of the slipstream behind the downgoing blade

(outboard) is averaged in (c).

To conclude on the topic of swirl angle, a summarising picture is shown in Figure A.18, where the axial
swirl angle development is plotted. The three resolution cases and an aligned image of the geometry are
included. The results are shown to be grid independent as the lines overlap to a high degree with a maximum
difference between 100 and 200 voxels/cr of φ = 0.25◦. The initial drop in swirl occurs further downstream
for the 50 voxels/cr case, which is a result of the volume of revolution to be defined with a clearance of 40
mm rather than 19 mm. This is done in order to avoid errors caused by the boundary rings of the volume
of revolution crossing through more than two VR regions. A negative swirl angle of φ = −4.0◦ is created by
the propeller. The wing recovers 63% of the propeller swirl in a region between the location of the wing
leading edge and its quarter chord line. The SRV recovers the remaining swirl such that the swirl recovery of
the combination of wing and SRV sums up to 100%. The SRV is therefore concluded to be very effective in
recovering swirl.
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Figure A.18: Development of the average swirl angle for r /R < 1. The attached geometry denotes the location.

To get a better feel for the behaviour of the rotor tip vortices (RTVs), λ2 isosurfaces are presented in Fig-
ure A.19. A top view is presented in Figure A.19a and a view of the lower side is shown in Figure A.19b. The
RTVs have a spanwise motion over the wing, as was demonstrated by Johnston & Sullivan [28]. This can be
explained by mirror vortices, as is done in Section 2.6, in combination with the effect of the wing trailing
vortices caused by the wing loading distribution. The spanwise motion is illustrated in Figure A.19 by ar-
rows. Behind the upgoing blade (inboard side), the RTVs have an inboard motion on the upper surface and
no spanwise motion on the lower surface, conform the observations made by Johnston & Sullivan which are
shown in Figure A.20a. Behind the downgoing blade (outboard side), the RTVs move inboard on the lower
surface in agreement with Figure A.20b. However, the RTVs have an outboard motion on the upper surface
behind the downgoing blade, which opposes the findings of Johnston & Sullivan [28], for which the reason is
unknown. Despite the spanwise motion over the wing, the RTVs are seen to impinge on the tip of the SRV at
r /R = 0.965. In Figure A.19a the turbulence is denoted which precedes the RTVs as was discussed regarding
Figure A.14a.

(a) (b)

Figure A.19: Phase-averaged isosurface of λ2 =−3 ·106 s−2 coloured by the normalised axial velocity. Top view in (a) and bottom view in
(b). Note that the bottom view has been mirrored. Arrows indicate the direction of motion of the RTVs.
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(a) (b)

Figure A.20: Upgoing (a) and downgoing (b) blade vortex position at the upper and lower surface of the trailing wing at various angles of
attack. Results from Johnston & Sullivan [28].

A.4. Aeroacoustic results
The aeroacoustic results are presented in terms of a far-field analysis around a ring in the y = 0-plane of
radius 10D , centred at the crossing between the wing quarter chord line and the propeller axis. The same
method is applied as used to obtain the results in Section 5.2.1, which is explained in Section 3.1.4. The
overall sound pressure level (OSPL) over the ring is displayed in Figure A.21a, where the contribution of the
propeller, wing and SRV are shown separately. A visual of the geometry is included to illustrate the direction
of θ. From Figure A.21a the propeller is seen to emit most noise in sideways directions whereas the SRV has a
more uniform emission pattern. This agrees with the results obtained from the configuration without wing.
The wing shows similar behaviour in Figure A.21a as the SRV which is plausible as both are stationary trailing
surfaces. The wing emits substantially less noise in the direction of θ = 90◦ and θ = 270◦ however. Finally,
wing and SRV have no axisymmetric emission pattern, as the configuration is not axisymmetric, such that no
power watt level can be calculated.

Pressure band level (PBL) curves in 1/12th octave bands are presented in Figure A.21b to A.21f for var-
ious locations around the ring used in Figure A.21a. Similar to the case of the configuration with no wing,
the propeller emits a large first harmonic at θ = 90◦ (Figure A.21b) which diminishes when moving up- and
downstream. Apart for θ = 90◦, the propeller does not show distinct higher harmonics as was the case for the
configuration without wing (Figure 5.18). The broadband level of the propeller contribution is substantially
higher. This can be caused by the altered flight conditions as well as by the fluctuating propeller loading due
the upstream effect of the wing as shown in Figure A.2.

The wing and SRV emit noise at multiples of the BPF, apart from the wing at θ = 90◦ (Figure A.21b). Despite
the small relative size of the SRV compared to the wing, the SRV has a similar or larger contribution than the
wing, depending on the circumferential location. It is therefore concluded that the SRV is a substantial noise
source.
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(a) (b)

(c) (d)

(e) (f)

Figure A.21: Polar plot of the overall sound pressure level (OSPL) in (a) and the pressure band level (PBL) in 1/12th octave bands at
various angles θ in (b) to (f). The contributions of the propeller, wing and SRV at a distance of 10D from the wing quarter chord point on

the propeller axis are shown.

To investigate the added noise due to the installation of the SRV, a comparison is made in Figure A.22
between the full configuration and the full configuration without the contribution of the SRV. Reductions in
OSPL are observed around θ = 135◦ and θ = 315◦ in Figure A.22a with the largest decrease in OSPL of 7.4 dB
at θ = 330◦. The higher harmonics are reduced in all directions when removing the SRV, see Figure A.22b to
A.22f, such that the SRV can be concluded to increase the perceived noisiness of the sound in all directions.
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(a) (b)

(c) (d)

(e) (f)

Figure A.22: Polar plot of the overall sound pressure level (OSPL) in (a) and the pressure band level (PBL) in 1/12th octave bands at
various angles θ in (b) to (f). The contribution of all surfaces (With SRV) and all surfaces apart from the SRV (No SRV) are shown.
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