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1
APPLICATIONS OF MOLECULAR

SIMULATION FOR TUNABLE

MOLECULAR MATERIALS

Nowadays, materials can be designed on a molecular level to function in a spe-
cific way [1, 2]. Examples of tunable molecular materials are Metal-Organic Frame-
works (MOFs) [3, 4] and ionic liquids (ILs) [5]. Such materials offer tremendous
opportunities [3, 6]. The rational design enables the optimization of material
properties for particular applications. Thereby, the performance of some indus-
trially relevant processes can potentially be drastically improved, e.g., fractionat-
ing hydrocarbons from crude oil, olefin/paraffin separation, and the separation
of greenhouse gases [7–9]. Especially, the replacement of distillation by adsorp-
tion processes, which makes up for 10-15% of the world’s energy consumption,
can create significant energy savings and reduction in greenhouse gas emissions
[10, 11]. To molecularly engineer materials, a fundamental understanding of the
molecular behavior and interactions is crucial [5]. In this context, molecular sim-
ulation can play an important role [12–14]. Molecular simulation can help to
reveal details of molecular behavior that are very challenging to observe exper-
imentally. Moreover, properties of materials can be predicted based on molec-
ular models [15]. The knowledge of these properties is important to assess the
applicability for a particular use case and to actively tune materials [16]. Overall,
molecular simulation has the potential to extend our understanding of molecu-
lar processes and significantly reduce the experimental effort by exclusively se-
lecting very promising materials for actual lab experiments [17]. This is espe-
cially beneficial for experiments that are expensive, time-consuming, dangerous,

1



1

2 1. MOLECULAR SIMULATION FOR TUNABLE MOLECULAR MATERIALS

or at conditions that are difficult to access in the laboratory [15]. In this thesis,
two examples in the scoop of investigating tunable molecular materials with the
help of molecular simulation are discussed. This extract is not intended to pro-
vide a complete overview of the topic, however, it can motivate the utilization of
molecular simulation and demonstrate advantages and challenges.

In the first part of the thesis (chapter 2-5), the potential of polarizable force
fields for MOFs [18] with open metal sites is evaluated. Improving force fields is
an important task to enhance the performance of molecular simulation [19] and
to enable meaningful predictions. Reliable large scale screening is not feasible
without accurate and transferable force fields [17].

The second part (chapter 6 and 7) is more practical and deals with the usage
of molecular simulation to estimate the performance of vapor absorption refrig-
eration (VAR) cycles with NH3/IL working pairs. The idea is to apply molecular
simulation to determine the properties of novel materials and to estimate their
performance in relevant processes. The simulation methodology required for
VAR cycles is presented and the accuracy for two mixtures is discussed. The de-
velopment of new processes may be accelerated at lower costs when computa-
tional methods are applied to evaluate the performance before conducting lab
experiments.

In the following two subsections, these two topics are introduced in detail
and aligned with the related literature.

1.1. THE NEED FOR ACCURATE FORCE FIELDS TO DESCRIBE METAL-
ORGANIC FRAMEWORKS WITH OPEN METAL SITES

MOFs are a relatively new and versatile type of material with various possible
application areas, for instance, in gas separation [20–24], gas storage [25–28],
gas and liquid separation [29–34], catalysis [35, 36], sensing [37], drug delivery
[38, 39], microelectronics [40, 41], and in biotechnology [42–44]. The general
structure of MOFs consists of metal ions or clusters which are connected by or-
ganic linkers [45]. In Fig. 1.1, the buildup of MOFs is depicted schematically.
In recent years, a tremendous number of new MOFs has been synthesized [18]
and an almost infinitive number seems to be theoretically possible [46]. By ad-
justing the combination of metal and organic parts, the properties of MOFs are
widely tunable and materials with exceptionally large surface areas can be cre-
ated [47]. The pore geometry can be customized to enable the separation of gas
molecules due to the topology of the MOF [16, 48, 49]. In addition to the ge-
ometry, the chemical composition can be tuned to further improve separation
performance [49–51]. For example, coordinatively unsaturated metal ions, so-
called open metal sites, can be embedded on the surface of the pore structure
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Figure 1.1: Schematic representation of how MOFs are constructed. Metal ions or clusters, and
organic linkers are presented in cyan and black, respectively.

[52]. These metal ions are accessible for guest molecules and therefore interact
strongly with certain adsorbate molecules [53]. By integrating open metal sites
in the framework, the uptake of some adsorbate molecules can be increased sig-
nificantly [54]. Understanding and predicting the interaction of open metal sites
with adsorbates is crucial for the design of new customized adsorbent materials
[55]. Besides MOFs with open metal sites, MOFs that undergo structural tran-
sitions in response to external influences or adsorption of guest molecules are
very interesting for separation processes and biomedical applications [56, 57].
This class of MOFs is called flexible.

A challenge that is inherent with the enormous number of possibilities in
the synthesis of MOFs is the selection of the best one for a particular application
[16]. Experimental screening of hundreds of thousands of MOFs is impractical. A
large effort has been made on developing computational screening approaches
to facilitate the selection [46, 58–61]. Today, it is possible to predict adsorption
properties for large sets of existing and hypothetical MOFs based on molecular
simulation [62, 63]. A prerequirement for this kind of computational screening is
a force field that represents the molecular interactions reasonably well for all ma-
terials under investigation. Unfortunately, the existing generic force fields do not
satisfy this prerequirement for all MOFs [19, 54, 64–68]. Especially, the promis-
ing class of MOFs with open metal sites has been shown to be poorly described
by generic force fields and research has been focused on developing improved
force fields for these materials [16, 66, 69–71]. Similarly to the interactions be-
tween open metal sites and guest molecules, MOFs that undergo structural tran-
sitions are challenging to describe in molecular simulation [57]. However, the
simulation of flexible MOFs would add another level of complexity to an already
very challenging problem and is therefore not discussed in this thesis. To illus-
trate the failure of generic force fields for MOFs with open metal sites, Fig. 1.2
compares experimental measurements from Herm et al. [20] to the CO2 uptake
in Mg-MOF-74 calculated from grand-canonical Monte Carlo simulations using
the generic UFF force field [72] for Mg-MOF-74 and the TraPPE force field [73]
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Figure 1.2: Comparison between the experimental adsorption isotherm of CO2 in Mg-MOF-74
from Herm et al. [20] and the simulated one using the UFF force field [72] for Mg-MOF-74 and the
TraPPE force field [73] for CO2 at 313 K.

for CO2 (i.e., standard generic force fields commonly used for porous materials
[68, 74–76]). For low fugacities is the calculated CO2 uptake considerably lower
than the experimentally determined one. The distinct inflection in the experi-
mental adsorption isotherm is not depicted, which suggests that the strong affin-
ity of CO2 close to the open metal sites is not modeled correctly with the UFF
force field. This is typical for MOFs with open metal sites and has been observed
for other MOFs [77, 78]. To obtain accurate force fields, several studies have been
conducted in which force fields for individual MOFs are matched to interaction
energies computed with quantum mechanical methods [51, 66–68, 70, 79–81].
In some of these studies the applicability of the customized force fields was also
investigated for MOFs with very similar topology and composition [51, 67, 68].
Borycz et al. [76] used this methodology to investigate the influence of exchang-
ing metal ions for a MOF without open metal sites. Addicoat et al. [82] designed
an extension to the UFF force field to capture the structure of MOFs. Moreover,
Vanduyfhuys et al. [83] developed a software package called QuickFF to automat-
ically derive force fields for MOFs from ab initio input. The benchmark for new
force fields are experimental measurements. Therefore, it is important to keep in
mind that adsorption experiments are limited and that some experiments with
MOFs are challenging to conduct [84].

The iso-structural M-MOF-74 is well suited to serve as study case to investi-
gate the influence of different metal ions on the adsorption properties of small
molecules [53, 68, 85, 86] and thereby further improve force fields. The pore
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Figure 1.3: Periodic structure of Mg-MOF-74. Mg, C, O, and H atoms are represented in green,
gray, red, and white, respectively.

structure of M-MOF-74 is only slightly affected by an exchange of the metal ion
while the adsorption of CO2 varies significantly. The family of M-MOF-74 (where
M can be substituted by a variety of first row transition metals or Mg) has been
extensively investigated [20, 54, 67, 80, 87–89] due to its large surface area which
includes a high density of open metal sites [49]. Zn-MOF-74 was first reported
in 2005 [90], and isostructural systems with other metal centers have been sub-
sequently synthesized (Co, Cu, Fe, Mg, Mn, and Ni) [26, 91–95]. M-MOF-74 pos-
sesses one-dimensional hexagonal pores with a diameter of around 11 Å [87,
96]. Fig. 1.3 shows the periodic structure of Mg-MOF-74. In recent studies,
Mg-MOF-74 has been shown to be a promising candidate for carbon capture
[20, 21, 54, 87, 97, 98] and for natural gas sweetening [68] due to its high CO2

uptake capacity at low partial pressures. In addition, M-MOF-74 offers oppor-
tunities to fractionate multicomponent hydrocarbon mixtures [53, 99–103]. M-
MOF-74 has been investigated for various gas separations [20, 54, 67, 80, 87, 88].
Among others, experimental studies include adsorption measurements of CO2

[20, 21, 49, 53, 54, 87, 97, 98], CO [53, 104], CH4 [53, 85, 99, 101], C2H6 [53, 99–
101, 105], C2H4 [99–101, 105], C2H2 [99, 101], C3H8 [99–101, 105], C3H6 [99–
101, 105], Ar [53], O2 [22], and N2 [22, 53]. Adsorption sites have been investi-
gated via Neutron and X-ray powder diffraction to determine the binding geome-
try [49, 85, 106–108]. As complement to experiments, various quantum mechan-
ical studies have been conducted to theoretically investigate adsorption sites
[49, 106], adsorption energies [85, 86], and the underlying contributions and
mechanisms [50, 55] for a large number of guest molecules. The mechanism
of competitive adsorption has been studied by Tan et al. [109]. These authors
found that kinetic effects can play a significant role in the replacement of ad-



1

6 1. MOLECULAR SIMULATION FOR TUNABLE MOLECULAR MATERIALS

sorbate molecules close to the open metal sites. Molecular simulation has been
used to investigate the adsorption at uptakes larger than one guest molecule per
open metal site [51, 66, 67, 70, 79–81] and the hopping of guest molecules be-
tween open metal sites [110, 111]. Despite the significant progress, it is still a
major challenge to accurately capture the change of interaction strength with
varying metal ions in M-MOF-74 in molecular simulation. Several simulation
studies have already been conducted to reproduce the adsorption of some of the
M-MOF-74 structures [51, 66, 67, 70, 79–81]. In these studies, standard inter-
action potentials are re-parametrized to reproduce guest-host interactions from
quantum mechanical calculations. In some quantum mechanical studies it is
suggested that guest molecules are polarized in the vicinity of the open metal
sites in M-MOF-74 [49–51, 53, 55, 106] and that this interaction contributes to
the enhanced CO2 affinity. Standard force fields do not include this effect di-
rectly and separate adjustments of the force field parameters may be necessary
for new structures. In this context and due to the observation of polarization in
several MOFs [112–114], have polarizable force fields been suggested for porous
materials [51, 115–118]. A very limited amount of work exists concerning the de-
velopment of polarizable force fields for MOFs with open metal sites [117, 119–
126]. We anticipate that considering polarization explicitly can help to create
force fields that overcome the shortcomings of current generic force fields. In
this thesis, we focus on the development of polarizable force fields for MOFs with
open metal sites.

1.2. IONIC LIQUIDS FOR REFRIGERATION
Other novel materials that can be customized on a molecular level are ILs [5].
ILs show potential for diverse industrial applications, e.g., as solvents for syn-
thesis [5], catalysts [13], batteries [2], fuel cells [2], cleaning operations [7], as
lubricants [7], for carbon capture [127], and for gas and liquid separation [5, 7].
Even today, one of BASF’s large scale processes involves an IL [6, 13, 128]. In
the BASILTM process, alkoxyphenylphosphine is produced parallel to the IL 1-
methylimidazolium chloride. The IL forms a discrete phase, which facilitates the
separation in comparison to the initial process without IL. Room temperature
ILs are salts with very low melting points [129, 130]. Their large asymmetry hin-
ders packing and therefore prevents crystallization [7]. By combining different
anions and cations a huge number of ILs can be created. Fig. 1.4 shows some
popular examples of cations and anions that ILs can be built of. Their main ad-
vantages are negligible volatility, chemical and thermal stability, and the pos-
sibility of tuning their thermodynamic properties by combining varying anions
and cations [131–133]. By selecting custom combinations of cations and anions,
ILs potentially provide suitable operating conditions for many applications and
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Figure 1.4: Examples of common anions and cations combinations that form ILs.

might offer wider operating ranges leading to better process flexibility [132, 134].
Furthermore, ILs received a lot of attention as "green solvent" due to their very
low vapor pressure [2, 128]. The volatility of traditional solvents contributes sig-
nificantly to industrial emissions that can be connected to climate change, air
pollution, and human diseases [7]. Research has been conducted to understand
ILs and determine their properties [5, 6]. However, a lot is still unknown about
the behavior of ILs and especially about the properties of individual ILs and their
mixtures with other components. This knowledge is crucial, because to assess
the potential of ILs their properties need to be known. For example, to perform
a thermodynamic analysis of absorption processes based on ILs, the miscibility,
the heat capacity, and the enthalpy of absorption of the working pairs are re-
quired. As an initial step in the development of new absorption based processes,
these thermodynamic properties of various ILs and their mixtures need to be
evaluated to find the most promising ones [135]. For the vast majority of ILs,
the necessary thermodynamic properties (e.g., densities, vapor pressures, heat
capacities, refrigerant solubility, etc.) have not been investigated or are experi-
mentally very difficult to access [29, 131, 133, 136, 137]. Moreover, the amount
of possible anion-cation combinations is huge [29, 133, 138]. Conducting lab ex-
periments for a large set of ILs is a tedious and, due to the currently high price of
ILs, very expensive task. Computer simulations provide a convenient and cheap
alternative to predict relevant thermodynamic properties of ILs and to gain a bet-
ter understanding of the underlying physical behavior [139–143]. A preselection
of particularly promising ILs for the design of new absorption processes can be
made based on simulations. It is important to note that the molecular model
which describes the mixture containing an IL (i.e., the force field) and statistical
uncertainties related to the simulation method influence the accuracy of com-
puter simulations. Several studies exist that apply molecular simulation tech-
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niques to study ILs [5, 127, 139, 142, 144, 145]. Unfortunately, many challenges do
exist, especially for mixtures of ILs with other components. The complex molec-
ular interactions are not easy to capture with standard force fields and the exist-
ing force fields are often exclusively validated with the density of pure ILs [146].
Hence, the accuracy of the predictions may affect the quality of the performance
predictions of processes using ILs. Moreover, molecular simulation of ILs can be
time-consuming which makes the screening of thousands of ILs impossible. The
area of application for ILs that is discussed in this thesis is the adsorption refrig-
eration cycle. Temperature control devices are essential in our society and they
are an integral part of many industrial processes [147, 148]. Possible applications
of ILs in cooling and heating range from electronic devices [149], food preserva-
tion [150], the energy management of buildings [151, 152], to industrial cooling
and heating [153]. Hence, refrigeration plays a significant role in improving liv-
ing conditions [154]. The VAR cycle enables the efficient utilization of low-grade
heat, for example, as byproduct of industrial processes or by solar thermal col-
lectors [148, 152, 155–160]. The most widely used fluids in absorption cycles are
aqueous solutions of LiBr or NH3 [132, 160]. The H2O/LiBr working pair is of-
ten applied in room air conditioning [132]. NH3/H2O is deployed for sub-zero
cooling and free of air infiltration [160]. However, both conventional working
pairs are characterized by some inherent drawbacks. The H2O/LiBr system suf-
fers from problems such as corrosion and crystallization, while the NH3/H2O
system requires an expensive rectifier to separate the two components [129, 161–
163]. ILs have been proposed to overcome some of the problems associated with
conventional working pairs [129, 132, 164]. NH3/ILs working pairs in absorption
cycles have received significant attentions in the past decade. Yokozeki and Shi-
flett [136] reported the first vapor-liquid equilibrium (VLE) data of four NH3/ILs
working pairs. By including measurements and correlations of NH3/ILs pairs,
the performance of eight NH3/ILs fluids in a SE absorption cycle was compared
in Ref. [165]. Most of the studied imidazolium ILs are currently well commer-
cialized. Functional ILs with NH3 in SE absorption cycles were also investigated.
For instance, Chen et al. [166] investigated the VLE property of NH3 with a metal
ion-containing imidazolium IL. A thermodynamic performance analysis of a VAR
cycle using the studied fluids was conducted in a sequential work by the same
authors [167]. Ruiz et al. [168] studied certain ammonium ILs. Cera-Manjarres
[169] explored six other ILs including imidazolium and ammonium ILs with a hy-
droxyl group (-OH). By applying more reliable mixing enthalpies and experimen-
tal heat capacities, Wang and Infante Ferreira [170] explored the performance of
nine NH3/ILs fluids in SE absorption cycles for heat pump systems. The authors
identified promising absorbents which work with NH3 in absorption cycles un-
der 130 ◦C heating.
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Here, we asses molecular simulation to predict relevant material properties
of NH3/IL mixtures for VAR cycles. NH3 is chosen as refrigerant due to its low
costs, large latent heat [171], and low impact on the environment (zero ozone
depletion and global warming potential) [172]. In addition, data for NH3/IL mix-
tures are particularly interesting since only a limited amount of experimental
measurements exists for these systems [132]. To solve the issue of limited ac-
curacy in a simple and efficient manner, individual force fields are adjusted by
comparing the predictions to experimental results.

1.3. OUTLINE OF THIS THESIS
The first part of this thesis summarizes the work related to MOFs. In chapter 2,
polarizable force fields for porous materials are introduced in detail. In chap-
ter 3, the potential of polarizable force field is investigated by considering the
adsorption of CO2 in M-MOF-74. On this basis, a predictive polarizable force
field for CO2 in M-MOF-74 is derived from first principle calculations in chapter
4. Finally, opportunities of polarizable force fields to model small hydrocarbons
are discussed in chapter 5. The last two chapters contain the work on ILs. First,
the accuracy of molecular simulation for three ILs is evaluated in chapter 6. In
chapter 7, a simple fix is applied to adjust the force field at conditions that are
experimentally available. This adjusted model can then be used to extend the
experimental range to conditions that have not been measured.





2
INTRODUCTION TO POLARIZABLE

FORCE FIELDS FOR POROUS

MATERIALS

This chapter is based on the paper: T. M. Becker, D. Dubbeldam, L.-C. Lin, and T.
J. H. Vlugt. Investigating polarization effects of CO2 adsorption in Mg-MOF-74.
Journal of Computational Science, 15 (2016) 86-94 [173].

2.1. INTRODUCTION
The acceleration of climate change is one of the big challenges modern society is
facing [174]. One of the major causes is the enormous amount of carbon dioxide
emitted by power plants, especially coal-fired power plants [58]. Carbon capture
and sequestration is a viable near-term solution to mitigate this development
[175, 176]. A promising technology in this context is to separate CO2 from flue
gas via solid adsorbents [177]. MOFs have been shown to provide opportunities
for this application [176]. In particular, Mg-MOF-74 is of special interest for car-
bon capture because of its high CO2 uptake capacity and its favorable selectivity
towards carbon dioxide over nitrogen, even in the low pressure region relevant to
carbon capture [21]. The framework of Mg-MOF-74 consists of one-dimensional
hexagonal pores with a diameter between 11 and 12 Å [87]. Coordinatively un-
saturated magnesium ions are embedded into this framework. The strong affin-
ity of Mg-MOF-74 towards CO2 arises from interactions with the so-called "open
metal" sites [107]. Mg-MOF-74 has been extensively studied both experimen-
tally [20, 87] and computationally [54, 67, 80, 88]. In experiments, an inflection

11
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at an absolute uptake of approximately one CO2 molecule per open metal site
is observed. This behavior is associated with the saturation of open metal sites
and the subsequent filling of the less favorable centers of the pores [107]. It is a
major challenge to quantitatively predict the inflection and the shape of the ad-
sorption isotherm using molecular simulation. Recently, several computational
studies have been performed to model such a system [67, 70, 80]. These studies
used rather simplified interaction models for guest-host interactions (Bucking-
ham or Lennard-Jones potentials and electrostatic interactions with static partial
charges without explicitly accounting for the polarization effect close to the open
metal sites). However, polarization has been observed [106] and it has been sug-
gested to contribute to the enhanced CO2 affinity in Mg-MOF-74 [116]. Our ap-
proach is to consider polarization explicitly with a polarizable force field and to
compute the CO2 uptake in grand-canonical Monte Carlo simulations. Polariz-
able force fields are frequently used in molecular dynamics simulations, e.g., for
biological systems [178–180]. However, they are rarely applied in Monte Carlo
simulations for guest molecules in solid adsorbents. The reason for this is that in
principle, a computationally expensive method is required for every Monte Carlo
step [181].

Motivated by the failure of generic force fields, McDaniel et al. [120] devel-
oped a predictive polarizable force field for CO2 [119, 120] and CH4 [121] in sev-
eral ZIFs and other MOFs. These authors modeled polarization of guest mole-
cules via the shell model [179] while neglecting explicit polarization of the frame-
work. In addition to introducing solely polarization, the interactions between
framework and guest molecules were re-parameterized with a non-standard func-
tional form. Good agreement between experiments and computational results
was achieved. For the investigated ZIFs, the contribution of polarization was
rather small and did not impact the simulation results. However, these authors
observed a significant contribution of electrostatics and a shift towards more
negative total energies for a large set of other MOFs. To accelerate their simu-
lations for this set of MOFs, a lattice based grand canonical Monte Carlo proce-
dure and coarse grained adsorbate-adsorbate interactions were applied. These
simplifications resulted effectively in a pairwise consideration of polarization.
The overhead in computational time introduced by polarization slowed the con-
ducted Monte Carlo simulations down by a factor of 2 to 10 in comparison to
standard simulations. Furthermore, substantial work concerning polarizable force
fields for MOFs with open metal sites has been carried out by the group of Space
et al. Initially, this group focused on adsorption of H2 in MOFs with open metal
sites [117, 122–125]. Recently, these authors also developed force fields for CO2

[78, 126, 182] and even small hydrocarbons [126]. To consider polarization, the
induced dipole method was applied. While self-polarization of the frameworks
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was accounted for implicitly, framework-adsorbate and adsorbate-adsorbate po-
larization was considered explicitly. The guest molecule H2 was described by an
elaborated 5 site model. The computational results were accurate and showed
that considering polarization is crucial for describing the correct adsorption of
MOFs with open metal sites. The group showed that polarizable force field pre-
dict the energetics, especially for low guest molecule uptakes, better and that
these force fields have potential to improve transferability. The computational
costs of considering explicit polarization in Monte Carlo simulations, however,
was as high as 95% of the total computational time.

We also apply the induced point dipole method to account for polarization
additional to repulsion and dispersion interactions with a standard Lennard-
Jones interaction potential. To achieve reasonable simulation times, back-polar-
ization is neglected in our simulations. In standard force fields averaged polar-
ization is implicitly accounted for. This contribution needs to be removed from
the force field before polarization can be added explicitly. This is regarded for
by adjusting the Lennard-Jones energy parameters deployed without polariza-
tion. We follow a simple procedure to rescale the Lennard-Jones energy parame-
ters with respect to the assigned atomic polarizabilities. We herein demonstrate
that the computed CO2 adsorption isotherms using the polarizable force field
approach are in good agreement with both experimental measurements and pre-
viously proposed force fields derived from quantum mechanical calculations, in-
dicating polarization has a crucial role to play. The consideration of polarization
in Monte Carlo simulations is also promising for other systems in which polar-
ization is clearly not negligible [178, 183], i.e., water [179], simulations including
ions [178, 184], or xylenes [185]. It may lead to more sophisticated force fields
and to more physical models with better transferability.

In this chapter, we provide a brief overview of non-bonded intermolecular
interactions and on how to account for polarization in molecular simulation. We
motivate the necessity of adjusting the potential parameters taken from stan-
dard force fields according to polarization (Section 2.2). The simulation details
are provided in Section 2.4. We illustrate the procedure on the example of CO2

adsorption in Mg-MOF-74 and compare the results to simulations with a generic
force field and a force field deducted from density functional theory (DFT) [80]
(Section 2.5). Our findings are summarized in Section 2.6.

2.2. INTERMOLECULAR INTERACTIONS
An essential component of each molecular simulation is the description of the
interactions between atoms and molecules. In general, the contributing inter-
actions arise in some way from the electrostatic interactions between the charge
distributions of molecules [186]. Most accurately, these interactions can be com-
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puted by quantum mechanical calculations. Unfortunately, these calculations
are currently too time consuming to be applied in molecular simulation for large
systems. Hence, potential functions are used to describe the interaction energy
between atoms and molecules as a function of their positions. Due to increas-
ing computing power, hybrid molecular and quantum mechanical simulations
have become feasible for systems with moderate size [187]. In this work, we fo-
cus on interactions classically considered in molecular simulation between non-
bonded particles that are not involved in chemical reactions. The level of detail
and the type of interactions necessary in the simulations depends on the specific
system and on the required accuracy of the predictions. To investigate structure-
property relations or to screen materials for a certain application, generic force
fields like UFF [72] or DREIDING [188] are often chosen. In these cases, the com-
putation time is a crucial factor [187]. To make more accurate predictions, it is
often required to deploy interaction potentials that are especially designed to re-
produce the behavior of a particular system [73, 187].

Molecular interactions are often divided into short and long range interac-
tions with respect to how fast they decay with the distance between interact-
ing particles. At very small interatomic distances, the electron clouds of atoms
overlap, and a strong repulsive interaction arises that determines how close two
atoms or molecules can ultimately approach each other. These repulsive inter-
actions are sometimes referred to as exchange repulsion, hard core repulsion,
steric repulsion, or, for ions, the Born repulsion. Strictly speaking, repulsive in-
teractions belong to the category of quantum mechanical or chemical forces, and
unfortunately there is no general equation for describing their distance depen-
dence. Instead, a number of empirical potential functions have been introduced,
all of which appear to be reasonable as long as they have the property of a steeply
rising repulsion at small separations. The three most commonly used potentials
for describing these interaction are the hard sphere potential, the inverse power-
law potential, and the exponential potential [189].

Electrostatic interactions describe Coulombic interaction between charge den-
sities of molecules. In comparison to other interactions, their strength decays
slowly with the distance between molecules. This long-range behavior makes
the computation more expensive and several methods to compute electrostatic
interactions have been proposed, i.e., the Ewald summation technique [15] and
its variants like Particle Mesh Ewald [190]. The Wolf method [191, 192] is a com-
putationally less expensive alternative for the Ewald summation. In molecular
simulation, electrostatic interactions are usually considered through static par-
tial charges assigned to interaction sites. Higher order multipole interactions
can be modeled depending on how the interaction sites are distributed along the
molecules. A precise representation requires specification of all non-zero mul-
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tipole moments. Electrostatic interactions are strictly pairwise additive, highly
anisotropic and can be either repulsive or attractive [193].

Dispersion interactions are significant to the total interactions and present
for all systems. They play a role in a host of important phenomena such as adhe-
sion, surface tension, physical adsorption, wetting, the properties of gases, liq-
uids, and thin films, the strengths of solids, the flocculation of particles in liquids,
and the structures of condensed macro molecules such as proteins and polymers
[194–197]. Dispersion interactions are quantum mechanical in origin. They arise
from correlated fluctuations between the motion of electrons. These fluctuations
result in a lowering of the energy [186]. Thus, dispersion interactions are attrac-
tive. Numerically, dispersion interactions at long ranges can be described by a
series in intermolecular separation r [187]. The leading term is power of 1/r 6,
while higher order terms are usually neglected in molecular simulation for com-
putational simplicity [187]. The strength of the dispersion interactions depends
on the number of electrons in the outer shell of an atom [198].

Induction interactions result from a distortion of the electron density of a
molecule due to an electric field [179], e.g., caused by the charge distribution of
another molecule. The difference in the electron density can be captured by ad-
justed multipole moments. Polarization can induce multipole moments even for
spherical particles without static multipole moments [193]. Every change in the
electron density again causes an alteration of the electric field. Consequently, the
polarization of a system depends on the interactions of the induced and static
multipole moments of all molecules in the system [179]. For some systems, the
effect of polarization is small and it can be neglected [198]. If this contribution is
large, the simplest solution in molecular simulation is modifying the static prop-
erties of each molecule to enhance the average interactions. However, this ap-
proach results in force fields with poor transferability and it is seldom suitable
for systems with highly polarizable molecules like water or for biological systems
like proteins or lipids [178].

The most commonly used interaction potential to describe molecular inter-
actions in molecular simulation is the Lennard-Jones potential [15]:

ULJ(r ) = 4ε

[

(σ

r

)12
−

(σ

r

)6
]

(2.1)

where ε characterizes the energy, σ is the distance scale of the atom or molecule
interactions, and r is the interatomic distance. The 1/r 12 term approximates the
behavior of the repulsion energy and the 1/r 6 term represents the behavior of the
dispersion energy as a function of the distance between particles. Static charge
distributions can be represented as static partial charges and are usually com-
puted via the Ewald summation technique [15]. To reproduce experimental re-
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sults the potential parameters and static partial charges are often fitted to exper-
imental data [199, 200]. For instance, the TraPPE force fields for carbon dioxide
and nitrogen are calibrated to reproduce vapor-liquid equilibria of the pure com-
ponents and their mixtures with alkanes [73]. The resulting potential parameters
of the Lennard-Jones potential and the static partial charges are effective values,
since all occurring interactions are indirectly included in the parametrization.
Another approach is to derive the potential parameters from quantum mechan-
ical calculations [67, 70, 80]. Carefully calibrated Lennard-Jones models are usu-
ally quite satisfactory and are therefore popular [15, 201]. The model captures the
first order effects, but as the fitted parameters are adjustable parameters, also a
large portion of the remaining physics is effectively incorporated [178, 179]. As
a result, the effective Lennard-Jones potential parameters may not be transfer-
able between diverse molecular systems. The dependency of the charge distri-
bution on the physical state of the system, composition and the fluctuations of
the electric field caused by molecular motion can never be fully captured. An ef-
fective interaction potential calibrated in an environment of weak polarizability
will most likely fail in a highly polarizable system, because it predicts the interac-
tion strength incorrectly. This becomes crucial if polarization effects are strongly
localized in a system, e.g., for biomolecular systems, like lipid-bilayers [178] or
proteins [179, 183, 202]. In this case, it is inevitable to apply a force field that
incorporates this phenomena. Unfortunately, the inclusion of polarization in-
creases the computational costs significantly in Monte Carlo simulations. The
effect of polarization has to be evaluated for every interaction site in every simu-
lation step. Due to increasing computational power, now it becomes more feasi-
ble to include explicit polarization in molecular simulation [179].

The three most common methods to incorporate polarization in molecular
simulation are the fluctuating charge method, the shell model, and the induced
point dipole method [180, 203–206]. These methods are additional to the inter-
action potentials normally applied in molecular simulation (e.g., Lennard-Jones
potential and Coulombic interactions with static partial charges).

The fluctuating charge method allows the values of the partial charges as-
signed to interaction sites to change as a respond to the electric field. Hence, the
charges are treated as dynamic properties. Charges can be transferred between
interaction sites of a single molecule or even between separated molecules. The
electronegativities and chemical hardnesses determine how easily charges can
be exchanged from one interaction site to another. For every simulation step,
or Monte Carlo trial move, instantaneous values of the partial charges are deter-
mined by minimizing the electrostatic energy of the system. In this approach,
all order multipoles are considered and no new interactions need to be intro-
duced. The drawback of the method is an artificial restriction of the direction of
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the polarization depending on the molecular shape [178, 179], e.g., a linear and
rigid representation of a molecular can only transfer charges in the direction of
its extent.

In the shell model, exclusively induced dipole interactions are considered
and higher order induced multipole moments are neglected. Polarizable sites are
described via pairs of charges. One charge is assigned to the nucleus while the
other charge is connected to it by a harmonic spring. The values of the charges
are kept fixed during the simulation and polarization is obtained via the rela-
tive displacement caused by electric interactions with the system. Consequently,
there is no charge transfer between molecules. In this method, interactions be-
tween the charges of one polarizable site are not calculated. The magnitude of
the charges and the value of the spring constant can be related to the polarizabil-
ity, but they are often treated as tunable variables of the model. The computa-
tional costs increase due to the doubling of the electrostatic interaction sites and
the requirement of smaller time steps in molecular dynamics simulations. The
reduction of the time step size is a necessity because of the division of the atomic
mass between the nucleus and the shell charge. Thereby, the mass of the shell
charge needs to be small in comparison to the nucleus to enable a rapid respond
of its position to the electric field. Accordingly, the size of the time step has to be
decreased due to smaller occurring masses [178, 179, 207].

In the induced point dipole method, isotropic dipole-dipole polarizabilities
αi are assigned to interaction sites i . Higher order multipole moments are ne-
glected. Induced dipoles can be calculated for every interaction site as the result
of the electrostatic field Ei. Assuming a linear response for a single isolated point
dipole, the induced dipole moment µi can be determined via [179]:

µi =αi ·Ei (2.2)

The electric field Ei is a function of the permanent electric field E0
i

caused by the
static partial charges, and the induced dipoles of all N interaction sites in the
system:

Ei = E0
i −

∑

j 6=i

Ti j ·µ j (2.3)

where Ti j is the dipole field tensor:

Ti j =
1

r 3 I−
3

r 5





x2 x y xz

y x y2 y z

zx z y z2



 (2.4)

Here, I is the identity matrix, x (= xi − x j ), y (= yi − y j ), z (= zi − z j ) and r are
respectively the components and the length of the vector between interaction
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sites i and j . In the induced point dipole method, the energy of the induced
dipoles Uind has three contributions:

Uind =Ustat +Uµµ+Upol (2.5)

Ustat is the interaction energy between the permanent electric field and the in-
duced dipoles:

Ustat =−
N
∑

i=1
µi ·E0

i (2.6)

The energy Uµµ results from the interactions among the induced dipoles:

Uµµ =
1

2

N
∑

i=1

∑

j 6=i

µi ·Ti j ·µ j (2.7)

The final energy contribution is the polarization energy Upol, which describes
the energy necessary to create the induced dipoles by changing the electron dis-
tribution:

Upol =
1

2

N
∑

i=1
µi ·Ei (2.8)

By inserting Eqs. 2.6, 2.7 and 2.8 into Eq. 2.5 and using Eq. 2.3 to replace Ei , the
relation for Uind reduces to:

Uind =−
1

2

N
∑

i=1
µi ·E0

i (2.9)

To solve Eq. 2.9 and to compute the energy of the induced dipoles, different
techniques have been suggested, i.e., matrix inversion, the extended Lagrangian
method, and iteration. The matrix inversion approach is to solve the dependent
equations of all N induced dipole moments µi (Eqs. 2.2 and 2.3) simultaneously
by forming a matrix, inverting it and subsequently solving Eq. 2.9. However, for
N polarizable interaction sites this involves inverting a N × N matrix at every
simulation step. Due to the high computational time of matrix inversions this
procedure is not feasible for medium-to-large systems [179]. An alternative ap-
proach is to use the extended Lagrangian method. In this approach, each dipole
moment is treated as a dynamic quantity with its own mass. Thus, the dipoles
follow their own equation of motion in the same way as the atomic positions.
The assigned masses have no physical meaning, though they determine the ef-
ficiency and accuracy of the simulation [179]. The Lagrangian method is well
suited for molecular dynamic simulations, but it is more complicated in Monte
Carlo simulations. New Monte Carlo trial moves changing the dipoles were previ-
ously designed to tackle this problem [181]. Another approach is to iterate Eq. 2.2
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to self-consistency. Typically, this requires between 2 and 10 iterations [179]. A
possible initial guess for the electric field is the electric field created by the static
charges [179]. This approach can be implemented in a Monte Carlo algorithm
without any additional trial moves.

2.3. METHODOLOGY
Force fields describing intermolecular interactions are the foundation of molec-
ular simulation [19, 208]. By definition, molecular simulation represents the be-
havior of a system for a specified force field. The capability of the force field to de-
scribe the true molecular interactions determines its applicability [209]. An addi-
tional desirable characteristic of force fields is transferability [19, 82, 83]. Ideally,
a force field should be able to describe the experimentally observed behavior for
a preferably large set of systems. Generic force field like UFF [72], DREIDING
[188], and OPLS [210] have been designed for organic, biological, and inorganic
materials [19]. However, if the conditions of the system under investigation vary
from the ones the force field was developed for, the resemblance of the real sys-
tem behavior may be poor [19]. Many studies focus on re-gaging force field pa-
rameters to capture experimental behavior [51, 66–68, 70, 79–81, 211]. This ap-
proach works well for individual systems [68]. Nevertheless, the transferability
of the created force fields is likely to be limited to structures with very similar
topology and chemical composition [68]. In addition, new parameters are re-
quired for each pairwise interaction and all point charges, because they are all
mutually dependent [68]. Repeatedly readjusting force field parameters for ev-
ery new system is cumbersome. The reason for the limited transferability of this
approach could be attributed to the implicit consideration of the interactions
that are exceptional for a particular system. Another disadvantage is that the
predictive potential of molecular simulation is largely lost when force fields be-
come completely empirical and need to be readjusted for every new system. A
more sustainable approach is to develop force fields with a broader applicability
due to a physically motivated extension which considers these exceptional inter-
actions. Several studies focus on force field improvement of gas adsorption in
MOFs [19, 82, 83]. Unfortunately, a force field with general applicability for the
adsorption of small molecules in MOFs does not exist [19]. Especially, the mod-
eling of MOFs with open metal sites represents a challenge [16, 66, 70]. Quantum
mechanical calculations of CO2 adsorption in Mg-MOF-74 suggest that polariza-
tion of CO2 in the vicinity of Mg ions is important and significantly contributes to
the interaction energy [49–51, 53, 55, 106]. In contrast, charge transfer between
CO2 molecules and the MOF framework seems to be negligible [49, 55, 212].
Several methods have been proposed for considering polarization in molecu-
lar simulation, i.e., the induced dipole method, the fluctuating charge method,
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and the shell method (also known as Drude oscillator and charge-on-a-spring
model) [180, 203–206, 213]. For molecular dynamics simulations, these methods
are well established [118, 178–180]. However, the many-body nature of polariza-
tion makes these algorithms more suitable for molecular dynamics simulation
in which all molecules are moved in every simulation step. This is in contrast
to Monte Carlo simulations in which usually only one molecule is moved [179].
Hence, in MC simulations more steps are required to create independent con-
figurations of the system. Normally, this is unproblematic, since the interactions
need to be computed only for the moved molecule. However when considering
polarization, the interactions between all molecules change and have to be re-
computed due to the many-body nature of polarization for every step. This leads
to a less frequent consideration of polarization in MC simulations.

We chose the procedure developed by Lachet et al. [185] to mitigate this lim-
itation. A schematic description of the procedure is shown in Fig. 2.1. The en-
ergy contribution of polarization has to be computed in every Monte Carlo step.
In this way, the difference in polarization energy to the previous configuration
can simply be added as another energy term in the acceptance rule of the Monte
Carlo algorithm. Higher order induced multipoles are not explicitly incorporated
in the induced dipole method. In a similar system, Lachet et al. [185] estimated
the related error to be less than 5% of the total polarization energy. Special for the
procedure of Lachet et al. [185] is that it accounts solely for polarization between
the framework and adsorbate molecules and that it neglects polarization caused
by induced dipoles, so-called back-polarization. Using these assumptions Eq.
2.9 can be rearranged to:

Uind =−
1

2

n
∑

i=1
αi ·

∣

∣E0
i

∣

∣

2
(2.10)

where αi is the atomic polarizability of interaction site i and n is the number of
interaction sites of the moved molecules. The computation of the electric field
caused by static partial charges is straightforward [214]. Thereby, an iterative
scheme is avoided and the computational costs of the method are drastically re-
duced. In fact, the computational costs can be similar to simulations without
considering explicit polarization. In case of, e.g., a translation trial move of a sin-
gle molecule only the n interaction sites of this molecule have to be evaluated
to determine the change in polarization energy. Lachet et al. [185] showed that
the error in energy introduced by this assumption is around 6% in a xylene NaY
zeolite system. To verify the contribution of back-polarization in Mg-MOF-74, in
Fig. 2.2 the total interaction energy of a CO2 molecule approaching the Mg ion
with and without consideration of back-polarization for the developed polariz-
able force field is compared. The influence of back-polarization increases with
decreasing distance between the CO2 molecule and the metal ion. For the most



2.3. METHODOLOGY

2

21

Figure 2.1: Schematic description of the procedure of Lachet et al. [185] to include the induced
point dipole method in a Monte Carlo simulation. In our implementation, the electrostatic energy
is computed via the Ewald summation technique and the Lennard-Jones potential is truncated at
12.8 Å. No tail corrections are applied. For insertions and deletions of molecules in the grand-
canonical ensemble the procedure is similar and the acceptance rules are listed in Ref. [15].
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Figure 2.2: Total energy of a single CO2 molecule in Mg-MOF-74 calculated using the developed
polarizable force field as a function of the distance to the open metal site. Comparison between
interactions with and without back-polarization.

favorable position at a distance of approximately 2.4 Å between the CO2 and
the magnesium ion, the difference in total energy is approximatively 7%. This
deviation seems to be acceptable in comparison with the considerable speedup
of the simulations. Besides polarization, repulsion and dispersion interactions
are considered via a standard Lennard-Jones potential and static charge distri-
butions are modeled via point charges. When explicitly accounting for polariza-
tion, one has to ensure that the force field parameters describing the remaining
interactions do not include an implicit polarization contribution which would
have to be removed. Otherwise, the contribution of polarization would be dou-
ble counted, once implicitly and once explicitly. The removal of implicit polar-
ization is necessary if a standard force field is used as starting point for the devel-
opment of a polarizable force field, because current force fields are likely to be
calibrated to reproduce certain experimentally observed properties. For exam-
ple, the TraPPE force fields for CO2 and N2 are fitted to reproduce experimental
vapor-liquid equilibria of the pure components and their mixtures with alkanes
without explicitly considering polarization [73]. Hence, in the fitting of these
force fields, all present interactions are indirectly considered and the resulting
potential parameters are effective parameters. As starting point for our polariz-
able force field we use the UFF [72] and the TraPPE force fields [73]. These are
standard force fields frequently used for molecular simulation of porous materi-
als [14, 16, 68, 76, 215–217]. To remove the contribution of implicitly considered
polarization to the interaction potential, a global scaling parameter λ is applied
to all Lennard-Jones energy parameters developed without explicit polarization.
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A simple procedure is chosen to verify the applicability of polarizable force fields
rather than attempting to perfectly reproducing experimental results. Here, we
reduce the Lennard-Jones energy parameters εi taken from the UFF and TraPPE
force fields with respect to their atomic polarizabilities via:

εscaled
i = εi ·

(1+λ)− αi

αmax

(1+λ)− αi

αmax
·λ

(2.11)

where αi and αmax are the atomic polarizabilies of interaction site i and the
largest atomic polarizability, respectively. The scaling parameter λ can vary be-
tween 0 and 1. Thereby, it is assured that non-polarizable interaction sites (αi =

0) are unchanged and that the potential energy parameters of the atoms with the
largest polarizability are reduced the most. The required atomic polarizabilities
αi may be taken from the literature. Many different values for atomic polariz-
abilities can be found for every atom [185, 198, 218–221]. However, depending
on experimental procedure or theoretical assumption the values of polarizabili-
ties can differ significantly [222]. In addition, the local chemical environment af-
fects the polarization behavior and consequently the polarizability of a molecule
[220, 221]. Usually, empirical scaling factors are applied to consider differences
between gas and condensed phases, whereby different scaling factors are suit-
able for different classes of molecules [223]. The determination of particular
scaling factors often relies on a fitting procedure [224]. Here, a global scaling
factor ζ is used to adjust the magnitude of the atomic polarizabilities taken from
literature αlit

i
with respect to the chosen interaction potential according to:

αi = ζ ·αlit
i (2.12)

Thereby, the ratio between the individual atomic polarizabilities is not affected
to assure a reasonable relative contribution of polarization between the atoms.
This kind of scaling procedure for atomic polarizabilities is frequently used in lit-
erature [223, 224] and the scaled polarizabilities adopted in this study have com-
parable magnitudes to previous molecular simulation studies [117, 184, 185].

2.4. SIMULATION DETAILS
Monte Carlo simulations in the grand-canonical ensemble are conducted to com-
pute the uptake of CO2 in Mg-MOF-74 for varying pressures of the surrounding
gas phase. The simulations were performed using the RASPA software package
[225–227]. The atomic structure of Mg-MOF-74 is DFT-based and taken from
Dzubak et al. [67]. The Lennard-Jones potential is truncated at a cutoff distance
of 12.8 Å. No tail corrections are applied. Periodic boundary conditions are used,
and the simulation box is composed of multiple unit cells to ensure a distance
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Table 2.1: Scaled Lennard-Jones force field parameters and scaled atomic polarizabilities for Mg-
MOF-74 and CO2. The original parameters for Mg-MOF-74 were taken from the UFF force field
[72] and the ones for CO2 are taken from the TraPPE force field [73]. The parameters describing
the interactions between framework and adsorbate are adjusted according to Eq. 2.11. Adsorbate-
adsorbate interactions are according to the TraPPE force field (*). The atomic polarizabilities are
taken from van Duijnen and Swart, and Shannon [218, 219] and scaled with a factor of 0.09. Polar-
ization is only considered between the framework and adsorbate. All molecules are considered to
be rigid.

Atom ε /kB /[K] σ /[Å] α /[Å3 ] Charge /[e]
Mg 55.09 2.69 0.119 1.560
O1 27.93 3.12 0.575 −0.899
O2 27.93 3.12 0.575 −0.752
O3 27.93 3.12 0.575 −0.903
C1 45.80 3.43 0.916 0.900
C2 45.80 3.43 0.916 −0.314
C3 45.80 3.43 0.916 0.456
C4 45.80 3.43 0.916 −0.234
H 21.30 2.57 0.315 0.186
CCO2 23.40 (27.0*) 2.80 0.916 (-*) 0.700
OCO2 73.08 (79.0*) 3.05 0.575 (-*) −0.350

of at least twice the cutoff radius between periodic images. To calculate elec-
trostatic interactions between static partial charges the Ewald summation tech-
nique is used. Polarization is considered via the induced point dipole method
[179]. Here, the procedure of Lachet et al. [185] is applied. To further reduce the
simulation time, we use trivial parallelization, i.e., running several simulations
concurrently and subsequently averaging over the results to improve statistics.
In the past, several approaches have been made to parallel parts of the Monte
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Figure 2.3: Graphic representation of the periodic framework of Mg-MOF-74 with one-
dimensional hexagonal channels. The channel surfaces are represented in grey. The blue-green
areas show the most favorable adsorption sites of CO2 which are close to the open metal sites.

Carlo algorithm [228–230]. However, most are not practical anymore due to an
increase in the performance of single CPUs. To achieve reasonable energies and
CO2 uptakes in the conducted simulations, we apply a global factor to scale all
atomic polarizabilities. The initial values of the atomic polarizabilities are taken
from the work of van Duijnen and Swart, and Shannon [218, 219], which provides
a large collection of polarizabilities for atoms and molecules. By fitting to the ex-
perimentally determined Henry coefficient of CO2 in Mg-MOF-74, we determine
the scaling factor in our simulation to 0.09. In our simulations, polarization is
only considered between the framework of Mg-MOF-74 and the adsorbed CO2

molecules, thus CO2-CO2 interaction parameters are not modified. Framework-
CO2 interaction parameters are calculated via the Lorentz-Berthelot mixing rule
from the atomic parameters. We use a simple approach to rescale the Lennard-
Jones energy parameters for the interactions between CO2 and the framework
with respect to the assigned atomic polarizabilities. The original parameters for
Mg-MOF-74 are taken from the UFF force field [72] and the ones for CO2 are
taken from the TraPPE force field [73]. The Lennard-Jones energy parameter of
atom i is adjusted according to Eq. 2.11. By comparing our simulation results to
experimental data, we determined λ to be 0.7 (αmax = 1.591 which corresponds
to the polarizability of methane). All force field parameters are summarized in
Table 2.1.
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Figure 2.4: Comparison between the experimental adsorption isotherm of CO2 in Mg-MOF-74
from Herm et al. [20] and the simulated ones using polarizable force fields at 313 K. In both simu-
lations, the atomic polarizabilities are taken from van Duijnen and Swart, and Shannon [218, 219]
and scaled with a factor of 0.09. The open squares represent the simulation results using the non-
scaled Lennard-Jones potential. The adsorption isotherm shown by closed triangles is calculated
with a scaling factor λ = 0.7 for the Lennard-Jones potential. In case of adjusted Lennard-Jones
parameters, simulation results are in better agreement with experiments.

2.5. RESULTS AND DISCUSSION
The chosen procedure to scale atomic polarizabilities and to adjust Lennard-
Jones energy parameters is divided into two steps. In the first step, Widom test
particle insertions are conducted to compute the Henry coefficient of CO2 in Mg-
MOF-74 in the limit of infinite dilution condition [231]. These calculations are
computationally relatively cheap. The scaling factor for atomic polarizabilities is
adjusted until the predicted Henry coefficient is close to the experimental results.
Polarization is of special importance for the low uptake region, where the CO2

uptake is dominated by the adsorption close to the open metal sites and polar-
ization contributes most. These adsorption sites are shown schematically in Fig.
2.3. The open squares in Fig. 2.4 represent the adsorption isotherm computed
with scaled atomic polarizabilities. While in the low pressure region adsorption
is already well predicted, the CO2 uptake in the relatively high pressure region
(i.e., larger than 104 Pa) is overestimated. Nevertheless, the overall shape of the
adsorption isotherm is in good agreement with experimental measurements. In
a second step, the Lennard-Jones energy parameters are adjusted according to
Eq. 2.11. Fig. 2.4 shows that this particularly improves the simulation results
for intermediate to high pressures. The low pressure region of the adsorption
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Figure 2.5: CO2-framework interaction energies for a set of 600 randomly located CO2 configura-
tions in the accessible volume of Mg-MOF-74. Interaction energies computed in DFT calculations
are from Lin et al. [80]. The solid line indicates perfect agreement between the force field and DFT
energies. (a) Comparison between the polarizable force field and the UFF force field [72]. (b) Com-
parison between the polarizable force field and the DFT-derived non-polarizable force field of Lin
et al. (model 3) [80].

isotherm is affected only slightly, because of the higher relative contribution of
polarization energy.

To better quantify our polarizable force field for the description of interaction
energies between adsorbed CO2 molecules and the framework of Mg-MOF-74,
we compare interaction energies of random CO2 configurations obtained from
DFT calculations with those calculated using the developed polarizable force
field. This procedure was previously used by Lin et al. [80] to evaluate the quality
of force fields. In Fig. 2.5 (a), the comparison of the polarizable force field and
the UFF force field is shown. The polarizable force field describes the interaction
energies quite adequately, whereas the UFF force field significantly underesti-
mates the interaction energies for a number of configurations, in particular for
those with favorable adsorption energies. Fig. 2.5 (b) shows the interaction en-
ergies of the polarizable force field and the previously proposed non-polarizable
force field derived from DFT calculations (in this work, we compare our results
to the model 3 from Lin et al. [80]). In the work of Lin et al., the Buckingham po-
tential and electrostatic interactions with static partial charges are used without
explicitly accounting for polarization. Both force fields model the interaction en-
ergies satisfactorily. However, the DFT-derived non-polarizable force field tends
to slightly overestimate the interaction energies (i.e., energetically less favorable
region with DFT-computed energies larger than −10 kJ/mol) while the polariz-
able force field shows the opposite trend. On average and considering only those
configurations with interaction energies less than 0 kJ/mol in DFT calculations,
the absolute differences between force field-based and DFT-based interaction
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Figure 2.6: Comparison between the experimental adsorption isotherm of CO2 in Mg-MOF-74
from Herm et al. [20] and the ones predicted from molecular simulation at 313 K. The UFF force
field [72] cannot reproduce the inflection of the adsorption isotherm and the CO2 uptake in the
low pressures region. The force field previously developed by Lin et al. (model 3) [80] derived
from DFT calculations can capture the adsorption. The simulations conducted with polarizable
force field are in good agreement with the experimental results. The low pressure region and the
inflection of the adsorption isotherm are well modeled. The used scaling factor λ for the Lennard-
Jones potential is 0.7. The atomic polarizabilities are from van Duijnen and Swart, and Shannon
[218, 219] and scaled with a factor of 0.09.

energies are 2.290, 1.673 and 1.537 kJ/mol for the UFF force field, the polarizable
force field and the DFT-derived non-polarizable force field, respectively. Another
approach to quantify the differences is the Boltzmann-weighted mean deviation
(BMD) [80] defined by:

BMD =

∑Ns

j=1

∣

∣EFF, j −EDFT, j

∣

∣ exp
[

−
EDFT, j

kBT

]

∑Ns

j=1 exp
[

−
EDFT, j

kBT

] (2.13)

where EFF, j and EDFT, j are the total guest-host interaction energies for configu-
ration j predicted with force field or with DFT calculations, respectively. kB is the
Boltzmann constant, and Ns is the total number of sampled configurations. For
a chosen temperature T of 300 K, the values of BMD are 21.904, 4.287 and 2.902
kJ/mol for the UFF force field, the polarizable force field, and the DFT-derived
non-polarizable force field, respectively. The predicted adsorption isotherms are
shown in Fig. 2.6. The experimental adsorption isotherm [20] shows an inflec-
tion between 104 and 105 Pa. The UFF force field cannot reproduce this behavior
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and the CO2 uptake at low pressures that is of direct relevance for carbon capture
is largely underestimated. The DFT-derived non-polarizable force field [80] and
the polarizable force field both capture the inflection and show significant im-
provement in the low pressure region. In this region, the CO2 uptake predicted
with the polarizable force field and the DFT-derived non-polarizable force field
(i.e., model 3 of Lin et al. [80]) are both in good agreement with the experimental
data of Herm et al. [20]. For higher pressures, all three force fields overestimate
the CO2 uptake compared to the experiments. This overestimation is actually
expected, since experimental structures show a certain degree of inaccessibility
due to diffusion limitation or defects in the crystal structure [87]. In the limit of
high pressures, the guest-host interactions become less important and the ad-
sorption is dominated by the accessible volume for CO2. The TraPPE force field
describes the density per void volume well, because it is designed to reproduce
the vapor-liquid equilibria. Therefore, the uptakes of CO2 predicted using these
three models converge in the high pressure region.

2.6. CONCLUSIONS
With the developed polarizable force field, the adsorption of CO2 in Mg-MOF-
74 can be accurately described using molecular simulation. The consideration
of polarization results in a force field correctly reproducing the inflection of the
adsorption isotherm and the CO2 uptake in the low pressure region. The qual-
ity of the predictions is comparable to a previously DFT-derived non-polarizable
force field. The straightforward procedure to adjust atomic polarizabilities and
to subsequently re-adjust Lennard-Jones energy parameters should also be ap-
plicable in the evaluation of other MOFs with open metal site for a number of
gas separation applications, e.g., carbon capture. Moreover, the consideration
of explicit polarization in molecular simulation will result in improved physi-
cal models, which provide opportunities for better transferability. We motivated
the need to re-adjust Lennard-Jones energy parameters that were developed to
implicitly account for polarization. A promising aim for the future is the devel-
opment of a DFT-derived force field that explicitly considers polarization. This
approach could result in a fully predictive model with excellent transferability of
atomic force field parameters. Such a force field would be of great interest for all
systems in which polarization has a significant contribution.
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POTENTIAL OF POLARIZABLE

FORCE FIELDS FOR CO2 IN

MOF-74

This chapter is based on the paper: T. M. Becker, J. Heinen, D. Dubbeldam, L.-C.
Lin, T. J. H. Vlugt. Polarizable Force Fields for CO2 and CH4 Adsorption in M-
MOF-74. Journal of Phyical. Chemistry C, 53 (2017) 4659-4673 [232].

3.1. INTRODUCTION
The society’s demand for energy and how it is currently satisfied interweaves
strongly with anthropogenic CO2 emissions and hence to the changing climate
[233–235]. It is evident that to maintain present living standards, the energy sec-
tor needs to be altered drastically [236]. New environmentally friendly ways of
transforming energy have to be implemented on a large scale [237]. This signifi-
cant change of the energy sector is, however, still years from being fulfilled [176].
New technologies need to be developed and further improved [33]. Near-term
measures include the considerable reduction of CO2 emitted by conventional
power plants [174]. To reduce CO2 emissions of current power plants, CO2 needs
to be separated from, e.g., the flue gas [174, 175]. Besides carbon capture, CO2

removal is also crucial for other technologies, e.g., the purification of natural gas
[238–240]. A promising technology for the efficient separation of large quantities
of CO2 is the separation via solid adsorbents [58, 177]. In this context, MOFs have
received substantial attention [48, 176, 241, 242].

In this chapter, we evaluate the potential of explicit polarization to improve
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the issue of limited force field transferability using MOFs with open metal sites.
In particular, we study the adsorption of CO2 and CH4 in M-MOF-74 with M
= Co, Cr, Cu, Fe, Mg, Mn, Ni, Ti, V, and Zn. We extend the previously devel-
oped polarizable force field for CO2 in Mg-MOF-74 (compare chapter 2) to struc-
tures based on 9 more metal ions and CH4 without additional fitting parame-
ters. Subsequently, we conduct grand-canonical Monte Carlo simulations, and
compare our results to results using other force fields [68, 72] and experiments
[21, 49, 68, 85, 87, 212]. Thereby, it is shown that polarizable force fields have po-
tential to improve the transferability of force fields describing porous materials.

3.2. METHODOLOGY
As in chapter 2, scaling of the force field parameters is applied to reproduce the
experimental adsorption isotherm for CO2 in Mg-MOF-74. In a first step, the
low fugacity region of the simulated adsorption isotherm and the heat of adsorp-
tion for CO2 in Mg-MOF-74 are tuned by scaling all atomic polarizabilities with
ζ (cf. Eq. 2.12). In the low fugacity region CO2 molecules adsorb close to the
open metal sites where polarization interactions are of particular importance.
Subsequently, the scaling parameter λ (cf. Eq. 2.11) is adapted to remove the im-
plicit contribution of polarization from the Lennard-Jones potential. Therefore,
the value of λ is lowered to match the high fugacity region of the experimen-
tally determined adsorption isotherm. In this region, the center of the channels
of Mg-MOF-74 are filled with CO2 molecules. The locations in the center of the
channels are further away from the open metal sites and therefore polarization
is less important. By applying this two step procedure, we divide the interaction
energy into the underlying physical contributions without using an elaborated
approach. For the remaining M-MOF-74 structures and for CH4, the scaling fac-
tors determined for the Mg structure with CO2 are used. Thereby, the transfer-
ability of the approach is investigated. The procedure is chosen to verify if the
polarizable force field has the potential to describe the difference between the
different metal ions embedded in M-MOF-74.

3.3. SIMULATION DETAILS
Grand-canonical Monte Carlo simulations implemented in the RASPA software
package [225, 226] are conducted to compute uptakes and heats of adsorption
of CH4 and CO2 in different structures of the M-MOF-74 (M = Co, Cr, Cu, Fe,
Mg, Mn, Ni, Ti, V, and Zn) family. The uptakes are computed for varying fugaci-
ties, for pure components and mixtures at 298 K. DFT-optimized, all atomic MOF
structures with atomic charges are taken from Lee et al. [86]. In the simulations,
the structures are considered to be rigid. Lennard-Jones parameters for CH4 and
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CO2 are taken from the TraPPE force field [73]. Interactions between guest mole-
cules are not modified and computed concerning to the TraPPE force field. The
UFF force field [72] is used for the atoms of M-MOF-74. Cross-interactions are
calculated via the Lorentz-Berthelot mixing rule from atomic parameters [243].
All Lennard-Jones energy parameters ǫscale

i
used in the simulations are adjusted

according to Eq. 2.11 with λ = 0.7. Thereby, we account for previously implic-
itly considered polarization. The Lennard-Jones potential is truncated at a cutoff
distance of 12.8 Å without tail corrections. To mimic the behavior of the con-
tinuous system, i.e., a repetition of identical one-dimensional pores, periodic
boundary conditions are applied in all directions (see Fig. 1.3). The simulated
system is composed of multiple unit cells to ensure a minimum distance of more
than twice the cutoff radius between periodic images. The Ewald summation
technique with a relative precision of 10−6 is used to calculate electrostatic inter-
actions between static point charges [15]. Explicit polarization is considered via
the induced dipole method [179]. Polarization is exclusively considered between
the framework and adsorbate molecules. Additionally, back-polarization is ne-
glected to achieve reasonable simulation times. The required atomic polarizabil-
ties αi are taken from Shannon [218] and van Duijnen and Swart [219] and are
scaled with a ζ value of 0.09. All force field parameters are summarized in Tables
S1-S11 (Supporting Information of Becker et al. [232]). For the comparison with
experimental results and simulation results of others we use the Peng-Robinson
equation of state to convert pressures to fugacities [244]. The DFT calculations
to determine the orbital interaction energy (as explained below) are performed
with the Amsterdam Density Functional (ADF) package [245, 246]. The B3LYP-D3
exchange-correlation functional [247–251] is used with a TZP-STO basis set and a
large frozen core. A fragment analysis is performed between CO2 and Mg-MOF-
74 to assess the net interaction between these two fragments. Using the energy
decomposition analysis scheme by Ziegler and Rauk [252–254], the interaction
energy ∆Eint between the two fragments is decomposed into:

∆Eint =∆Velstat +∆EPauli +∆Eoi (3.1)

∆Velstat comprises classical electrostatic interactions between unperturbed charge
distributions of the deformed fragments. ∆EPauli describes the Pauli repulsion
energy and corresponds to the destabilizing interactions between occupied or-
bitals. The Pauli repulsion energy is responsible for steric repulsion. ∆Eoi repre-
sents the orbital interaction energy which accounts for charge transfer and po-
larization [245].
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Figure 3.1: Comparison of the polarization energy computed with the developed polarizable force
field without considering back-polarization and the orbital interaction energy from DFT calcula-
tions as a function of the distance between a CO2 molecule and the Mg ion.

3.4. RESULTS AND DISCUSSION
As an initial step in the evaluation of the developed polarizable force field, it is
important to investigate the role of polarization in the adsorption of guest mole-
cules in M-MOF-74. In Fig. 3.1, we compare the polarization energy of a CO2

molecule approaching the Mg ion of Mg-MOF-74 estimated with the developed
polarizable force field to the orbital interaction energy calculated from ADF. The
orbital interaction energy should be a good approximation for the polarization
energy, since no reaction is taking place and considerable charge transfer is not
expected for very similar configurations of CO2 inside Mg-MOF-74 [49, 55, 212].
For relevant distances, both methods show a comparable trend for the energy
contributions. The most relevant distance between the CO2 molecule and the
Mg ion is where the total energy is the lowest (i.e., 2.3-2.5 Å, as shown in Fig.
2.2). At this distance the polarizable force field predicts that the polarization en-
ergy of a single CO2 molecule in Mg-MOF-74 has a significant contribution of
around 30% to the total energy. For larger distances, the contribution of polar-
ization decreases rapidly. In the previous chapter, we investigated the quality of
the developed polarizable force field by comparing the total energy of random
CO2 positions inside Mg-MOF-74 with detailed DFT calculations from Lin et al.

[80]. Thereby, also less favorable positions further away from the Mg ions are
probed. These positions are occupied after all open metal sites are saturated. In
general, the polarizable force field describes most positions considerably better
than the UFF force field and with a quality comparable to a non-polarizable force
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Figure 3.2: Comparison between the experimental results of Herm et al. [20] (open), Queen et al.

[49] (yellow), Yu et al. [212] (orange), and Dietzel et al. [87] (brown) and simulation results using
the developed polarizable force field (black), the UFF force field [72] (blue) and the DFT-derived
non-polarizable force field of Mercado et al. [68] (green) for CO2 in Mg-MOF-74. (a) adsorption
isotherm at 298 K (Herm et al. [20] 313K) (b) heat of adsorption as a function of uptake.

field that has been developed by readjusting the majority of force field parame-
ters [68]. As shown in chapter 2, the scheme applied here is considerably sim-
pler. The resulting adsorption isotherms for CO2 in Mg-MOF-74 in comparison
to experimental measurements, the UFF force field, and the DFT-derived non-
polarizable force field of Mercado et al. [68] are shown in Fig. 3.2 (a). The simu-
lation results with the polarizable force field clearly display the inflection of the
experimental adsorption isotherm. The predicted behavior is significantly bet-
ter than with the UFF force field. This is expected, because the scaling factors are
adjusted to reproduce the experimental data. The overall agreement with the ex-
perimental measurements is comparable with the DFT-derived non-polarizable
force field of Mercado et al. [68]. Both force fields can predict the low fugacity
region which is particularly important for carbon capture. For higher fugacities,
simulations with all compared force fields predict higher CO2 uptakes in com-
parison to the experiments. As pointed out earlier, this can be attributed to the
fact that a certain degree of inaccessibility due to diffusion limitation or defects
in the crystal structure is inherent with experimental structures [51, 87]. In the
limit of very high CO2 uptakes, the guest-host interactions become less impor-
tant and the adsorption is dominated by the accessible volume for CO2 [76]. In
the development of the used TraPPE force field the CO2-CO2 interactions were
adjusted to reproduce the vapor-liquid equilibria and it describes the density
per void volume well. Therefore, the uptakes of CO2 predicted using the polar-
izable and the UFF force field converge for high fugacities. It should be noted
that Mercado et al. [68] scaled the calculated CO2 uptakes with 0.85 to account
for inaccessibility of open metal sites. This scaling procedure mainly improves
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the agreement between experiments and computations for the high fugacity re-
gion. Fig. 3.2 (b) shows the heat of adsorption as a function of CO2 molecules per
metal ion. The distinct inflection of the adsorption isotherm caused by the strong
affinity of the CO2 molecule towards the metal ions is reflected by the change of
the heat of adsorption with increasing gas uptake. The calculated heat of ad-
sorption has an inflection at exactly one CO2 per metal ion. Before and after
the rapid decrease at one CO2 molecule per metal ion, the heat of adsorption
increases slightly. This increase can be related to a rise in the total number of
adsorbed CO2 and therefore a larger contribution of CO2-CO2 interactions to the
total energy. Similarly, the experimental heats of adsorption increase initially. In
general, the experimental heats of adsorption have to be regarded with wariness.
The heat of adsorption is not measured directly, but calculated at constant load-
ing and averaged over adsorption isotherms at different temperatures according
to [212]:

−qst/R = ∂(ln p)/∂(1/T ) (3.2)

The temperatures considered vary for all experimental studies. The experimen-
tal curves consistently show a drop in the heat of adsorption for lower ratios of
the number of guest molecules and metal ions than the simulation results. Dif-
ferent sets of experimental adsorption isotherms show inflections at different
uptakes of CO2. This is another indication for defects in the crystal structure
and the blocking of some of the metal ions in the experimental structures. Hal-
doupis et al. [51] further investigated the effect of blocking for Co, Cu, Mn, and
Ni based structures. These authors illustrate that varying levels of pore accessi-
bilities can explain the discrepancy between different experimental studies. Es-
pecially, the unavailability of open metal sites can explain the drop in the heat
of adsorption prior to the complete saturation of these sites. This can be caused
by residual solvent molecules binding to the open metal sites. According to Hal-
doupis et al. [51], these residual solvent molecules could reduce the number of
accessible open metal sites by 20 to 30%, while only slightly effecting the acces-
sible surface area and the accessible volume. Previously, the good agreement
between the experimental BET surface area and pore volume and the theoreti-
cal void space in the empty crystal structure made Dietzel et al. [87] suggest that
their MOF was fully activated. In contrast, Haldoupis et al. [51] concluded that
a combined effect of crystalline defects and residual solvent molecules is most
likely to cause the difference between simulations and experiments. The focus
of this study is to evaluate the applicability of a polarizability force field for de-
scribing the interactions of guest molecules with different metal ions. In this re-
gard, the consideration of residual solvent molecules and defects does not seem
to be crucial. For the remaining M-MOF-74 structures, the parameters adjusted
for Mg-MOF-74 and CO2 are used. Thus, the calculated values are predictions
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Figure 3.3: Comparison between the experimental results of Queen et al. [49] (yellow) and simula-
tion results using the developed polarizable force field (black), and the UFF force field [72] (blue)
for CO2 in the Co (■), Cu ( ), Ni (Ï), and Zn (�) based structures. (a) and (c) adsorption isotherms
at 298 K, (b) and (d) heats of adsorption as a function of uptake.

based on the two global scaling parameters λ and ζ adjusted for Mg-MOF-74. To
obtain an overview of the results, we divided the predictions for CO2 in M-MOF-
74 structures into three groups. The first groups consists of Co, Cu, Ni, and Zn,
the second of Cr, Ti, and V, and the third of Fe, and Mn.

In Fig. 3.3, the computational results for the first group are presented and
compared to experimental measurements of Queen et al. [49] and the UFF force
field. For these structures, the developed polarizable force field is able to de-
scribe the experimental measurements well. This is most striking in compari-
son to the UFF force field which is not able to model the differences between the
metal ions. For the polarizable force field, the largest deviations in the adsorption
isotherms can be observed for Cu and Co based structures. In agreement with
the experimental data, the simulation results for Co and Ni based MOFs show
a less distinct inflection for the CO2 adsorption isotherm than for Mg-MOF-74.
The experimental adsorption isotherms for Cu and Zn based structures do not
show an inflection for CO2, which is also accurately predicted in the simulations
applying the polarizable force field. The comparison to the experimental results
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of Yu et al. [212] and the simulation results of Mercado et al. [68] can be found in
Fig. S2-S11 (Supporting Information of Becker et al. [232]). The results of Mer-
cado et al. [68] match the experimental adsorption isotherms well. It is worth
mentioning that Mercado et al. [68] did not perform simulations for Cu-MOF-74.
These authors did not develop a force field for Cu-MOF-74, because of an elon-
gation of the unit cell in c-direction [86] in comparison to the other M-MOF-74
structures. Although our results for the Cu based structure deviate from the ex-
perimental results (compare Fig. 3.3 (a)), the elongation does not seem to be
problematic for the general applicability of our approach. The calculated heats
of adsorption shown in Fig. 3.3 (b) and Fig. 3.3 (d) have a similar quality as for
the Mg based structure. The largest discrepancy between simulation and experi-
ments can be observed for Zn-MOF-74. This is surprising, because the calculated
adsorption isotherm agrees very well with experiments and is very similar to the
calculated adsorption isotherm for Co-MOF-74 with a similar heat of adsorption
curve. Similar to Mg-MOF-74, the heat of adsorption derived from experiments
show an inflection significantly before an uptake of one CO2 molecule per metal
ion. As mentioned previously, residual solvent molecules are likely to cause this
shift in the heat of adsorption [51], since less open metal sites are accessible. The
simulations predict a similar behavior for all structures after all open metal sites
are saturated with CO2. In this region, the CO2 molecules start to accumulate
in the centers of the channels. The geometry of the channels is almost identical
for all types of M-MOF-74 and the CO2 molecules are sufficiently far away from
the metal ions to be not significantly affected by polarization. Overall, the polar-
izable force field seems to have the potential to capture the different degrees of
polarizations related to the different metal ions for these 4 structures. Moreover,
in contrast to the UFF force field, the polarizable force field is able to predict the
correct order of adsorption strength for the Co, Cu, Ni, and Zn based structures.

The computationally predicted adsorption isotherms and heats of adsorp-
tion for the second group are compared to the computational results with the
UFF force field in Fig. 3.4. For these structures no experimental adsorption mea-
surements are available. To the best of our knowledge these structures belong to
the group for which the experimental syntheses is still challenging [89]. The sim-
ulations predict a very distinct inflection for the adsorption isotherms of Ti- and
V-MOF-74 while the one for Cr-MOF-74 does not show an inflection. The pre-
dictions for the Ti and V based structures agree with theoretical predictions of
Park et al. [45]. These authors expect the structures to have even stronger inter-
actions with CO2 than Mg-MOF-74 which is supported by our simulations. The
trend of the adsorption isotherms for the three MOFs is reflected in the heats of
adsorption. The possibility to predict large differences in adsorption also shows
that polarizable force fields have the potential to describe such significant dif-
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Figure 3.4: Comparison between the simulation results using the developed polarizable force field
(black), and the UFF force field [72] (blue) for CO2 in the Ti (■), V ( ), and Cr (Ï) based structures.
(a) adsorption isotherms at 298 K (b) heats of adsorption as a function of uptake.

(a)

101 102 103 104 105 106 107

Fugacity/[Pa]

0

2

4

6

8

10

12

14

16

18

C
O

2
u
p
ta

k
e/
[m

o
l/

k
g

fr
am

ew
o
rk
]

Fe

Mn

(b)

0.0 0.5 1.0 1.5 2.0 2.5

CO2 per metal ion

25

30

35

40

45

50

H
ea

t
o
f

ad
so

rp
ti

o
n
/[

k
J/

m
o
l]

Fe

Mn

Figure 3.5: Comparison between the experimental results of Queen et al. [49] (yellow) and simula-
tion results using the developed polarizable force field (black), and the UFF force field [72] (blue)
for CO2 in the Fe (■), and Mn ( ) based structures. (a) adsorption isotherms at 298 K (b) heats of
adsorption as a function of uptake.

ferences in the adsorption. Again, the UFF force field predicts a totally different
adsorption and a smaller difference between the metal ions (compare Fig. 3.4).

The remaining M-MOF-74 structures are based on Fe and Mn. For these
structures, a notably large discrepancy between simulations and experiments is
found as shown in Fig. 3.5. The experimental results for the Mn and Fe based
structures are very similar. Both structures show weaker interactions between
the metal ion and the CO2 molecules than for the Mg based structure. As can be
seen, the developed polarizable force field significantly overestimates these in-
teractions. The UFF force field is able to capture the adsorption better. Several
reasons for the overestimation are possible and we feel a combination of different
effects is most likely. Interestingly, Mercado et al. [68] also failed to obtain a rea-
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sonable force field for Mn-MOF-74 based on fitting the interaction potential to
quantum mechanical energies. This further suggests that the explanation for the
failure could be rather complicated. For example, ferromagnetic effects which
are not considered in the polarizable force field may play a more important role
for Mn and Fe than for the other structures. Additionally, the initial force field
parameters taken from the UFF force field for the two metal atoms could be of
particularly bad quality. A comparison between the values for Fe from the DREI-
DING (ǫ/kB = 27.677 K, σ = 4.045 Å) and the UFF force field (ǫ/kB = 6.542 K,
σ= 2.59 Å) shows the huge difference. Simulations based on the DREIDING pa-
rameters result in a totally different prediction of adsorption. This is illustrated
by the Henry coefficients of CO2 in Fe-MOF-74 in the limit of infinite dilution
condition [231] which we computed for both sets of force field parameters us-
ing Widom test particle insertions [231] (Supporting Information of Becker et al.

[232]). The sensitivity of the system might also play an important role. In ad-
dition, the quality of the selected level of theory for the structure optimization
could be better for some of the metal ions than for others [68]. The failure of the
polarizable force field to predict the behavior of these two structures needs to be
further investigated. Nevertheless, it does not diminish the potential polarizable
force fields show for the description of MOFs with open metal sites.

To further verify the applicability of polarizable force fields, grand-canonical
Monte Carlo simulations are performed for CH4 in the M-MOF-74 series. The
separation of CO2 and CH4 is industrially relevant [240]. Additionally, CH4 is ex-
plicitly chosen to examine the suitability of the polarizable force field to capture
the varying influence of different metal ions in M-MOF-74. Both CO2 and CH4

have a similar polarizability [219], but show a totally different adsorption in the
series of M-MOF-74. Previous studies explain the difference with a combination
of electrostatic interactions caused by the permanent quadrupole of CO2 and
polarization [53]. As example, in Fig. 3.6, the predicted adsorption isotherms for
CH4 in Mg, Co, Ni, and Zn based structures are compared to experimental mea-
surements, simulations of Mercado et al. [68], and the UFF force field. The data
for the remaining structures and the heats of adsorption are provided in Fig. S12-
S21 of the Supporting Information of Becker et al. [232]. For low fugacities, simu-
lations with the Mn based structure show an unphysical behavior (compare Fig.
S17). The DFT-optimized structure of Mn-MOF-74 does not seem to be perfectly
symmetrical. Four adsorption sites close to Mn ions are much stronger for CH4

than the remaining adsorption sites. These adsorption sites are occupied with
CH4 for all fugacities. To investigate this unusual behavior, we conducted Widom
test particle insertions to compute Henry coefficients of CH4 in Mn-MOF-74 in
the limit of infinite dilution condition [231] with and without blocking of these
4 adsorption sites. In addition, simulations were performed with Lennard-Jones
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Figure 3.6: Comparison between the experimental results of Wu et al. [85] (violet), Mason et al.

[21] (grey), Dietzel et al. [87] (brown), and Mercado et al. [68] (cyan) and simulation results using
the developed polarizable force field (black), the UFF force field [72] (blue), and the DFT-derived
non-polarizable force field of Mercado et al. [68] (green) for CH4. (a) Mg-MOF-74, (b) Co-MOF-74,
(c) Ni-MOF-74, (d) Zn-MOF-74.

parameters for Mn from the UFF force field and with parameters for Zn from
the DREIDING force field. The results are presented in the Supporting Informa-
tion of Becker et al. [232] and show that the 4 adsorption sites are responsible
for the behavior. For DREIDING parameters, the problem does not occur. The
locations of the CH4 molecules are different due to different Lennard-Jones pa-
rameters and hence interactions are much smaller. Overall, the UFF force field
performs better than the developed polarizable force field for CH4. The polariz-
able force field underpredicts the uptake for CH4. This is due to the very simple
and crude procedure to determine the force field parameters. Actually, not a sin-
gle parameter was adjusted for CH4. CO2 and CH4 have a similar polarizability
[219], but CO2 is modeled with three interaction sides and CH4 with only one
interaction side. Hence, in our force field CH4 has a larger assigned polarizabil-
ity than CO2 and the Lennard-Jones energy parameter for CH4 is more reduced.
Besides, CH4 is modeled without point charges. It is very reassuring that the
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adsorption isotherms of CH4 computed with the polarizable force field do not
show a distinct inflection which is in agreement with experimental results. As
expected by Mishra et al. [53] and observed in this study, the strong interactions
in case of CO2 are caused by a superposition of static polarity and polarization.
Hence, the adsorption of the uncharged CH4 molecule is far less affected by the
different metal ions and a similar behavior is observed for all M-MOF-74 struc-
tures. This is correctly captured by the polarizable force field. In addition, the
large CH4 molecules have a larger distance to the metal ions and hence almost
no dipole is induced. It would be straightforward to improve the performance
of the polarizable force field by introducing a molecule dependent scaling pa-
rameter to accound for the unequal number of interaction sides. The simulation
results of Mercado et al. [68] are better than the ones with the UFF force field
and the polarizable force field. The experimental adsorption isotherms are well
reproduced. However, the same procedure as for CO2 was performed to fit the
force field parameters for all metal ions separately and the CH4 uptake is scaled
with a factor of 0.85 to account for inaccessible open metal sites and blocked
pores. In comparison to experimental measurements, the UFF, and the polariz-
able force fields, the curvature of the computed adsorption isotherms for CH4 of
Mercado et al. [68] seems to be systematically different. The slope of the adsorp-
tion isotherm decreases at much lower fugacities. The reason for this behavior
should be investigated to further improve the approach.

Finally, it is possible to make predictions for the adsorption of mixtures of
CH4 and CO2 with the developed polarizable force field. To measure the gas up-
take of mixtures in MOFs is more complicated experimentally and is not often
done. Therefore, computational prediction of mixtures are very useful to pre-
dict the capability of a material to separate gases. In Fig. 3.7, the predictions of
an equimolar mixture of CH4 and CO2 are shown for the polarizable force field
and compared to predictions based on the UFF force field for Mg-MOF-74 and
Zn-MOF-74. For these structures, the single component adsorption isotherms
are reproduced reasonably well and therefore the mixture adsorption isotherms
are expected to be predicted reasonably. Predictions of mixtures being adsorbed
in the other M-MOF-74 structures can be found in Fig. S22-S31 (Supporting In-
formation of Becker et al. [232]). Close to the open metal sites the interactions
between individual guest molecules with the framework are predominant. In-
side the channels, the interactions between CO2 and CH4 molecules should be
dominant which are reproduced well by the TraPPE force field. Due to the strong
interactions for CO2 with the framework a significantly lower uptake of CH4 is
predicted for Mg-MOF-74 with the polarizable force field. Especially, for low fu-
gacities mainly CO2 is adsorbed. Only after most of the Mg sites are saturated
CH4 is taken up. In contrast, the UFF force field predicts an uptake of CH4 even
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Figure 3.7: Comparison between the simulation results using the developed polarizable force field
(black), and the UFF force field [72] (blue) for an equimolar mixture of CO2 and CH4 in the Mg
(up), and Zn (down) based structures. (a) and (c) adsorption isotherms at 298 K and (b) and (d)
heats of adsorption as a function of uptake in Mg-MOF-74 and Zn-MOF-74, respectively.

for very low fugacities. The depicted curves representing heats of adsorption
show the released heat for the mixture as a function of CO2 uptake per metal ion.
For Mg-MOF-74, the initial adsorption is very similar to the one for pure CO2,
because initially almost exclusively CO2 is adsorbed. In contrast, in Zn-MOF-74,
CH4 is already adsorbed for low fugacities. The trend of the heat of adsorption
for the mixture deviates from the ones for the pure components. The Zn based
structure seems to be less suitable to separate CO2 from CH4. The UFF force field
predicts an initially larger uptake of CH4 in comparison to the polarizable force
field. This can partially be attributed to smaller interactions between CH4 and
the framework for Zn-MOF-74 with the polarizable force field.

3.5. CONCLUSIONS
The simulations using the developed polarizable force field agree reasonably well
with experimental measurements for most of the investigated structures of the
M-MOF-74 family. The quality of the predictions for CO2 is significantly bet-
ter than with the UFF force field and for most cases comparable to structure
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specific force fields developed with more elaborated schemes. The polarization
energy computed with the polarizable force field shows a behavior similar to
the orbital interaction energy determined from DFT calculations. In principle,
these energy contributions should be similar if no reaction and no charge trans-
fer takes place. The conducted procedure of first scaling atomic polarizabilities
and subsequently adjusting the Lennard-Jones interaction parameters including
implicit polarization is simple and requires relatively little effort. The two global
scaling factors used here are exclusively tuned for the Mg based structure and
CO2. Hence, the results for the other structures and CH4 are predictions. For
CH4, no inflection is observed even so the largest polarizability is assigned to
CH4. The predictions for CH4 adsorption could be significantly improved by a
molecule specific adjustment of the polarizability. The concept of only consid-
ering explicit polarization between guest molecules and the framework and ne-
glecting back-polarization seems to be a well suitable approach to study adsorp-
tion phenomena in porous materials. The assumptions considerably enhance
the computational performance of Monte Carlo simulations while using polariz-
able force fields. Actually, the computational time can be similar to Monte Car-
los simulations without polarizable force field. This is an important assessment,
because Monte Carlo simulations are the method of choice for the prediction
of adsorption properties in porous materials. Future work will focus on further
developing polarizable force fields and to derive a consistent set of parameters
from quantum mechanical calculations to avoid fitting to experimental data. We
believe that this can lead to force fields with better physical justification and im-
proved transferability. This is crucial for the usage of Monte Carlo simulations for
material screening and to make meaningful predictions. Polarizable force fields
for Monte Carlo simulations are also promising for other systems with a signifi-
cant polarization contribution [178, 183], i.e., water [179], systems including ions
[178, 184], or xylenes [185].
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FIRST PRINCIPLE DERIVED

POLARIZABLE FORCE FIELD FOR

CO2 IN MOF-74

This chapter is based on the paper: T. M. Becker, L.-C. Lin, D. Dubbeldam, and T.
J. H. Vlugt. Polarizable Force Field for CO2 in M-MOF-74 Derived from Quantum
Mechanics. Journal of Physical Chemistry C, 122 (2018) 24488-24498 [255].

4.1. INTRODUCTION
In the previous chapters, we verified the potential of polarizable force field for
CO2 in M-MOF-74 by adjusting the force field to reproduce experimental mea-
surements. The applied procedure is based on induced dipoles and has also been
successfully applied to model xylenes in NaY zeolite by Lachet et al. [185]. The
advantage of the procedure is the rapid computational time which is compara-
ble to the time when polarization is not considered. In this chapter, a polarizable
force field for CO2 in M-MOF-74 (M=Co, Fe, Mg, Mn, Ni, Zn) is developed di-
rectly from quantum mechanics (QM). Compared to the previous chapters, this
procedure is predictive and no prior experiments are necessary. This is of par-
ticular interest for hypothetical MOFs [46] that have not been synthesized and
no experimental data are available. Adjustments are made to the Lennard-Jones
force field parameters of the metal atoms which act as open metal sites. These
sites are considered to interact strongly with the guest molecules [67]. The new
parameters are determined by reproducing energies computed from DFT calcu-
lations. DFT energies for different positions of a CO2 molecule on paths towards

45
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the interaction sites of the framework are taken from Mercado et al. [68] and Lee
et al. [86]. For Mn-MOF-74, the DFT energies were directly provided by Dr. Kyuho
Lee. The details regarding these calculations are analogous to his published work
[86]. Similar procedures have been successfully conducted for non-polarizable
force fields [67, 68, 80]. Polarization is added to simplify the development of the
force field by introducing a model with better physical justification and reduc-
ing the number of adjustable variables. Additional parameters to describe the
polarizability of interaction sites are assigned according to literature and are not
considered adjustable. Simultaneously, explicit polarization might improve the
transferability of the resulting force field. The more physical model can poten-
tially lead to a better understanding of the true adsorption.

The detailed procedure on how the polarizable force field is developed from
QM is presented in Section 4.2. To investigate the predictive potential of the ap-
proach, adsorption isotherms and heats of adsorptions for CO2 in M-MOF-74
with 6 different metal atoms, i.e., Co, Fe, Mg, Mn, Ni, Zn, are calculated. Sub-
sequently, computational results are compared with experimental results [20,
49, 87, 212]. In comparison to a non-polarizable force field, this approach has
the potential to require less adjustable parameters by considering environments
with different polarity directly [124, 125, 182]. Moreover, the computational time
is comparable to standard Monte Carlo simulations without explicit polariza-
tion. We believe that the development of polarizable force fields is a step towards
a more realistic description of MOFs and simultaneously to more transferable
force fields.

4.2. METHODOLOGY
The development of force fields from QM for MOFs has been the focus of many
recent scientific studies [19, 51, 66, 70, 81, 256]. In general, the procedure is based
on predicting the potential energy surface from, e.g., DFT [86] or Møller-Plesset
perturbation theory [67] and to subsequently optimize the force field parameters
in such a way that the potential energy surface is well reproduced. If the force
field can describe the correct potential energy surface, it is anticipated to reliably
model the adsorption, because locations of single guest molecules and interac-
tion strengths are presumably described well. Of course, assumptions such as
the rigidity of the framework and entropic effects may introduce uncertainties.
The accuracy of the potential energy surface is determined by the chosen quan-
tum mechanical method [19, 55, 68] and the number of relevant points on the
potential energy surface used to describe it. A trade-off between accuracy and
computational time has to be made [19]. Different levels of theory, the amount
and type of basis sets, and the size of the considered system can affect compu-
tational time and accuracy. Here, we chose DFT energies as reference that were
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(a) (b)

Figure 4.1: (a) Schematic view of the varying atom sites and (b) the framework of Mg-MOF-74.
Magnesium, carbon, oxygen, and hydrogen are depicted in green, gray, red, and white, respectively
[258].

carefully validated by Lee et al. [86]. For the classical force field, it is of partic-
ular importance to model the most favorable adsorption sites well, since these
sites are dictating the adsorption. As mentioned previously, several studies have
been investigating the derivation of force fields from QM to describe adsorption
in MOFs [51, 66–68, 70, 79–81]. In these studies Monte Carlo simulations were
applied which rarely considered explicit polarizable force fields. Even though
polarizable force fields have the potential to improve performance and transfer-
ability [117, 122–124]. Here, Monte Carlo simulations are conducted. Explicit
polarization is added to the force field via the induced dipole method [178, 179].
Back-polarization is neglected to achieve reasonable simulation times that are in
the same order as force fields without considering explicit polarization. The re-
quired dipole polarizabilities αi are taken from literature without being adjusted
[218, 257]. More simulation details can be found in chapter 2 and the work of
Lachet et al. [185]. Lennard-Jones force field parameters of non-metal atoms
for M-MOF-74 are assigned according to the UFF force field [72], a generic force
field frequently used for the modeling of MOFs [117, 119, 124, 182]. For CO2, the
TraPPE force field is applied which is commonly used to describe CO2 adsorbed
in MOFs [73]. The TraPPE force field describes the VLE of CO2 well [73]. Polariza-
tion is exclusively considered between the framework and guest molecules. In-
teractions between guest molecules are calculated according to the TraPPE force
field. The Lennard-Jones force field parameters of the metal sites are adjusted
to reproduce the potential energy surface previously predicted from QM. These
metal sites interact strongly with guest molecules and are known to be inade-
quately modeled by generic force fields [19, 122, 123]. The DFT energies describ-
ing the potential energy surface are computed for CO2 configurations on paths
towards atom sites of the MOF frameworks. As an example, Fig. 4.1 provides an
overview of the varying atom sites of Mg-MOF-74. The other M-MOF-74 frame-
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works are represented analogously. For every M-MOF-74 framework, 9 different
atom types can be identified to describe the local environment: the correspond-
ing metal atoms M, three different oxygens O1, O2, O3, four different carbons,
C1, C2, C3, C4, and hydrogen, H1. Energy paths are considered towards all atom
types besides hydrogen, as in the work of Mercado et al. [68] and Lin et al. [80].
A grid search is conducted to determine Lennard-Jones force field parameters of
the metal atoms. ǫ values and σ values are evaluated ranging from 5.0 to 140.0 K
and from 2.4 to 3.3 Å, respectively. For every grid point, the energies predicted
from DFT are compared to energies calculated with a polarizable force field for
all CO2 configuration on all energy paths. The objective function used to eval-
uate the modeling of the total energy on the energy paths towards the various
interaction sites is:

min

(all paths
∑

j

exp

[−E DFT
j

kB ·T

]

·

∣

∣

∣E DFT
j −E MS

j

∣

∣

∣

)

(4.1)

E DFT
j

and E MS
j

are energies determined via DFT or molecular simulation, respec-
tively, for a CO2 configuration j on one of the energy paths. kB is the Boltzmann
constant and T the temperature of the conducted molecular simulation (i.e., 298
K). The Boltzmann weight is applied to consider differences in energy and to pri-
oritize more relevant configurations which are lower in energy [19]. The pre-
sented approach is straightforward and easy to apply. The aim is to create a pre-
dictive polarizable force field that describes the potential energy surface well and
can be evaluated with an efficiency comparable to non-polarizable force fields.
The effect of polarization is implicitly included in the DFT energies and should
be modeled approximately by matching the energies of all energy paths simul-
taneously while using the induced dipole method in molecular simulation with
point polarizabilities taken from literature. Polarizable force fields created in this
fashion have the potential to provide improved transferability by considering en-
vironments with various polarities [122–124].

4.3. SIMULATION DETAILS
Grand-canonical Monte Carlo simulations as implemented in the RASPA soft-
ware package [225, 226] are conducted to compute the uptake and heat of ad-
sorption of CO2 in different structures of M-MOF-74 (M = Co, Fe, Mg, Mn, Ni,
Zn). The pure component uptakes are computed for varying fugacities at 298
K up to 10 bar. MOF structures with atomic charges are taken from previous
studies [68, 80, 86]. The Ewald summation technique with a relative precision of
10−6 is used to calculate electrostatic interactions between static point charges
[15]. All frameworks are considered as rigid. The Lennard-Jones potential is trun-
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cated at a cutoff distance of 12 Å without being shifted and without analytic tail
corrections. To mimic a continuous system, periodic boundary conditions are
applied. Multiple unit cells are chosen to represent the simulated system and
to ensure a minimum distance of more than twice the cutoff radius between
periodic images. Lennard-Jones force field parameters for CO2 are taken from
the TraPPE force field [73]. Interactions between CO2 molecules are not modi-
fied and computed based on the original force field. For non-metal atoms of M-
MOF-74, Lennard-Jones force field parameters of the UFF force field are assigned
[72]. Cross-interactions are calculated via the Lorentz-Berthelot mixing rules
from atomic parameters [243]. Explicit polarization is considered via the induced
dipole method (cf. Equation 2.10) [185]. Polarization is exclusively considered
between the framework and guest molecules. Back-polarization is neglected.
The required atomic polarizabilties αi are taken from Applequist et al. [257]. De-
tails on the final force field parameters are listed in the Supporting Information of
Becker et al. [255]. For the comparison of simulation results with available exper-
imental measurements reported in the literature, the Peng-Robinson equation of
state is used to convert pressures to fugacities [244].

4.4. RESULTS AND DISCUSSION
An overview of the results of the grid search is shown in Fig. 4.2 exemplary for Ni-
MOF-74. To present the results clearly, the final value of the objective function
is scaled between 0 and 1, where 0 represents the lowest and 1 the highest value.
The objective function is the sum of the difference in total energy between DFT
and molecular simulation weighted by the Boltzmann factor (cf. Equation 4.1).
The results of the objective function show that a range of force field parameters
for the metal site starting at the upper left corner of Fig. 4.2 and continuing to
the lower right corner provides similar agreement between DFT and molecular
simulation energies. The results reveal a common problem of force field fitting,
namely that the force field parameters can be ambiguous. The lowest value of the
objective function can be observed for ǫ of 32.5 K and σ of 2.8 Å for the metal site.
The results of the grid search corresponding to the other investigated M-MOF-74
structures illustrate very similar trends and can be found in the Supporting In-
formation of Becker et al. [255]. The best found force field parameters together
with the value of the corresponding objective function relative to the sum of the
objective function for all M-MOF-74 frameworks are summarized in Table 4.1.
The parameters for Fe, Mg, and Mn lie on the edge of the parameter space con-
sidered in the grid search. However, we observed that enlarging the search range
of the grid does not improve the objective function significantly. We decided to
continue with the chosen grid which contains a reasonable parameter space. For
Mn-MOF-74 and particularly for Mg-MOF-74, the relative values of the objective
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Figure 4.2: Graphic representation of the outcome of the grid search for ǫ and σ of the metal site of
Ni-MOF-74. The shown values represent the results of the objective function scaled between 0 and
1. The lowest value of the objective function is represented by 0 while the largest value corresponds
to 1.

function are large. Consequently, the description of the CO2 energy paths for
these frameworks seems to be relatively poor in comparison to the other frame-
works. In this context, Fig. 4.3 compares the DFT energy paths towards all metal
sites. The comparison reveals that the DFT energy path for the Mg site is around
10 kJ/mol lower in energy than for the other metals, while the paths for the Co, Fe,
Mn, and Ni based frameworks have a similar lowest energy. This results in a larger
value for the objective function of Mg-MOF-74, since the difference in energy is
weighted with the Boltzmann factor at 298 K. However, the actual quality of the
description of the DFT energy paths for Mg-MOF-74 and the other frameworks
is comparable. The case of Mn-MOF-74 is more complicated. The minimum of
the Mn energy path is located closer to the framework than for the other met-
als with similar minimum energy (cf. Fig. 4.3). The large value of the objective
function may be a result of the location of the minimum, since the DFT energy
paths towards the non-metal interaction sites are comparable for all frameworks.
Overall, the chosen objective function suggests that the energy paths are less well
modeled for Mn-MOF-74 than for the other frameworks.

In Fig. 4.4 and 4.5, all energy paths for CO2 towards the various interaction
sites of Mn-MOF-74 are compared between the developed polarizable force field
and DFT results. It is obvious that the agreement between the DFT energy paths
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Table 4.1: Optimal Lennard-Jones force field parameters for the metal sites determined via the grid
search. The value of the objective function is provided relative to the sum of objective functions
for all frameworks.

Structure ε /[K] σ /[Å] Objective function /[%]
Co-MOF-74 30.0 2.75 0.7
Fe-MOF-74 5.0 3.2 0.9
Mg-MOF-74 5.0 3.0 78.7
Mn-MOF-74 5.0 3.1 17.2
Ni-MOF-74 32.5 2.8 2.1
Zn-MOF-74 70.0 2.9 0.4

and the paths obtained with the developed polarizable force field is not perfect.
As a result of the grid search, we observed that the Mn and the O1 energy paths
cannot be accurately reproduced concurrently. This is important, because both
paths are low in energy and therefore crucial for the correct description (cf. Fig.
4.4 (a) and (b)). Interestingly, Mercado et al. [68] also experienced difficulties
when modeling the adsorption of CO2 in Mn-MOF-74. These authors did not re-
port a force field for this framework. Besides the comparison between DFT and
molecular simulation energies, the underlying energy contributions to the total
energy predicted with the polarizable force field are shown. These contributions
are polarization energy, electrostatic energy, and Lennard-Jones energy (disper-
sion and repulsion). A similar energy decomposition is very difficult to achieve
in DFT calculations for periodic systems and it is not possible for most available
quantum mechanical packages. In the case of Mn-MOF-74, static electrostatic
and polarization energies are contributing considerably to the total energy of the
Mn and O1 paths, but are less relevant for the other paths. This is expected as
the CO2 molecule is supposed to be polarized in the vicinity of the open metal
site [182]. Especially, the repulsive region can not be reproduced accurately by
the polarizable force field. The difficulty to model this region could be caused by
Lennard-Jones repulsion. Due to overall strong interactions, the energy minima
of the energy paths are located close to the framework. At these short distances,
the Lennard-Jones contribution of the energy increases too rapidly and domi-
nates the total energy. For example, in case of the optimal position of the CO2

molecule on the path towards the open metal site, the Lennard-Jones potential
is already in the repulsive region (cf. Fig. 4.4 (a)). In addition, static electrostatics
and polarization contribute considerably. As a result, a fragile balance between
the different energy contributions is created when the binding distance is partic-
ularly short. The Lennard-Jones potential was designed rather for computational
convenience and especially the repulsive part is non-physical [19] and normally
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Figure 4.3: DFT energy paths towards the open metal sites for all investigated M-MOF-74 frame-
works.

assumed to be modeled poorly [51, 126]. This can lead to inaccuracies in the de-
scription, especially for systems with very short binding distances as in the case
of MOFs with open metal sites. Another functional form, like in the Buckingham
potential which requires an additional fitting parameter, might be closer to real-
ity and therefore more reasonable to describe the repulsion [70]. Finally, it would
be beneficial to develop a completely new polarizable force field without any
parameters from previous generic force fields [259–262]. Then the balance be-
tween the underlying energy contributions could be improved for short binding
distances. The energy paths for the other M-MOF-74 frameworks which agree
better between DFT and molecular simulation are provided in the Supporting
Information of Becker et al. [255].

Fig. 4.6 provides an overview of the adsorption isotherms predicted with
the developed polarizable force field for all considered M-MOF-74 frameworks
and compares the computational results to computational [68] and experimental
[20, 49, 87, 212] measurements from various other studies. Overall, the newly de-
signed polarizable force field agrees well with the experimental measurements.
Different shapes of the adsorption isotherms can be reproduced by exclusively
adjusting Lennard-Jones parameters of metal sites. The agreement is slightly
worse than that of the non-polarizable force field of Mercado et al. [68]. Some-
what larger deviations can be observed for Co-MOF-74, and Ni-MOF-74. How-
ever, to develop their force field, Mercado et al. [68] adjusted not only Lennard-
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Figure 4.4: Comparison of energy paths towards (a) Mn, (b) O1, (c) O2, (d) O3 for Mn-MOF-74
determined via DFT and molecular simulation with the polarizable force field (MS). Additionally,
the different contributions of the molecular simulation energy are shown: Lennard-Jones, static
electrostatics, and polarization.

Jones parameters of metal site but of all interaction sites. Thereby, the approach
of these authors has more fitting parameters and the potential energy surface can
be eventually described better. At the same time, their approach is more elabo-
rate and the resulting force field parameters might be less transferable. In con-
trast to this work, these authors additionally scaled all adsorption isotherms by a
constant factor of 0.85 to account for structural defects. Hence, we are satisfied
with the obtained degree of agreement. The computational predictions using the
UFF force field cannot describe the experimental data. The adsorption isotherms
for frameworks with varying metal ions are predicted to be similar. The larger
deviations between experiments and simulations in the adsorption isotherms of
Mn-MOF-74 in comparison to the other frameworks might be a consequence of
the poor agreement of the energy paths for this framework. As mentioned pre-
viously, Mercado et al. [68] did not publish a force field for Mn-MOF-74. These
authors reported that they could not reproduce the adsorption isotherm even
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Figure 4.5: Comparison of energy paths towards (a) C1, (b) C2, (c) C3, and (d) C4 for Mn-MOF-74
determined via DFT and molecular simulation with the polarizable force field (MS). Additionally,
the different contributions of the molecular simulation energy are shown: Lennard-Jones, static
electrostatics, and polarization.

though they could reproduce the energy paths well. The poor agreement could
potentially have many causes, e.g., the used atomic structures, the point charge
model, or uncertainties in the DFT calculations. To investigate the precise reason
is very challenging and beyond the scope of this thesis.

The corresponding comparison of heats of adsorptions for all investigated
frameworks are shown in Fig. 4.7. The computational results are compared to
heats of adsorptions that are derived from experimental adsorption isotherms
via the Clausius-Clapeyron equation [195] by different studies [49, 87, 212]. This
method can be sensitive to the specific experimental input [78]. However, in
absence of measurements it is the usual benchmark. The computed heats of
adsorption follow the trends predicted with the Clausius-Clapeyron equation.
The developed polarizable model is able to model the heat of adsorption as a
function of the CO2 uptake. While the overall agreement is good, larger devia-
tions can be observed for the Co, Mn, and Ni based frameworks. These are the
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Figure 4.6: Adsorption isotherms for CO2 in (a) Co-MOF-74, (b) Fe-MOF-74, (c) Mg-MOF-74, (d)
Mn-MOF-74, (e) Ni-MOF-74, and (f) Zn-MOF-74 at 298 K. Comparison between the developed
polarizable force field, the computational results of Mercado et al. [68], simulations performed
with the UFF force field [72], and experimental measurement of Herm et al. [20], Dietzel et al. [87],
Yu et al. [212], and Queen et al. [49].
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Figure 4.7: Heats of adsorption for CO2 in (a) Co-MOF-74, (b) Fe-MOF-74, (c) Mg-MOF-74, (d)
Mn-MOF-74, (e) Ni-MOF-74, and (f) Zn-MOF74 at 298 K. Comparison between the developed
polarizable force field, simulations performed with the UFF force field [72], and results obtained
via the Clausius-Clapeyron equation of Dietzel et al. [87], Yu et al. [212], and Queen et al. [49].
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Table 4.2: Final Lennard-Jones force field parameters determined via the grid search with charge
scaling. The improvement is measured relative to the previous individual objective function with-
out charge scaling (cf. Table 4.1).

Structure ε /[K] σ /[Å] f /[-] Rel. improvement /[%]
Mg-MOF-74 5.0 2.8 0.9 0.196
Mn-MOF-74 105.0 2.4 0.9 0.909

same frameworks that showed deviations for the adsorption isotherms. If the fre-
quently used UFF force field is assigned to the metal sites, the distinct differences
between the varying frameworks cannot be modeled.

Although the adsorption is relatively well modeled by the developed polariz-
able model, further improvement is possible. For Mg-MOF-74 and Mn-MOF-74,
the final Lennard-Jones energy parameters are on the lower boarder of the con-
sidered grid. Close to the minimum of the total energy of the metal path, the total
energy almost exclusively consists of static electrostatic and polarization energy.
Hence, Lennard-Jones parameters are favored that contribute only slightly to the
total energy of the metal path. As a result, the Lennard-Jones contribution of the
metal site to the other energy paths should be small, as well. To further improve
the agreement, we have explored the possibility to include charges assigned to
framework atoms as fitting parameters in the grid search via a simple scaling.
Framework charges are often considered as one of the simulation inputs. How-
ever, many different procedures exist to actually fit point charges to the individ-
ual interaction sites [263]. Unfortunately, a large sensitivity can be observed for
some systems. By reducing the framework charges, the contributions of both the
static electrostatic energy and the polarization energy are lowered. The main ob-
jective of scaling the point charges is to investigate if the differently determined
Lennard-Jones parameters positively influence the overall agreement between
DFT and molecular simulation paths. Especially, for the paths that are less in-
fluenced by static electrostatic and polarization energy. Consequently, we con-
ducted an additional grid search for Mg-MOF-74 and Mn-MOF-74 in which the
point charges and Lennard-Jones parameters of metal ions are varied. Here, all
framework charges are scaled with a constant factor f (qnew

i
= qold

i
· f ). We con-

ducted the grid search for f values of 0.95, 0.925, 0.9, 0.85, 0.8, 0.75, and 0.7. The
final outcome of this grid search including charge scaling is summarized in Ta-
ble 4.2. For both frameworks, the best agreement between DFT and molecular
simulation energy paths could be achieved for an uniform point charge reduc-
tion of 10%. In case of Mn-MOF-74, all energy paths improved. However, the
improvement of the objective function relative towards the objective function
without charge scaling of Mn-MOF-74 is only 10%. Hence, the modeling of the
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Figure 4.8: Adsorption isotherms for CO2 with and without charge scaling in (a) Mg-MOF-74, and
(b) Mn-MOF-74 at 298 K. Comparison between the developed polarizable force field, the compu-
tational results of Mercado et al. [68], simulations performed with the UFF force field [72], and
experimental measurement of Herm et al. [20], Dietzel et al. [87], Yu et al. [212], and Queen et al.

[49].

energy paths for Mn-MOF-74 is still less accurate than for the other frameworks
(cf. Table 4.1). For Mg-MOF-74, the value of the objective function improved by a
factor of 5. The improvement results from a better description of the Mg paths. A
slight improvement of this path causes a huge change in the objective function,
since it is substantially lower in energy than the other energy paths. The other en-
ergy paths for Mg-MOF-74 remain approximately the same or in the case of O1
even worsen. All related energy paths with scaled charges for Mg-MOF-74 and
Mn-MOF-74 can be found in the Supporting Information of Becker et al. [255].
The corresponding adsorption isotherms are shown in Fig. 4.8. The predicted
adsorption isotherm for Mg-MOF-74 changes mainly in the low pressure region.
Due to the changed parameters, the adsorption isotherm moves closer to the one
predicted by Mercado et al. [68]. Both adsorption isotherms seem to be accept-
able. The one with scaled and the one without scaled charges, are in the range
of experimental measurements and the change is rather small. As expected by
the rather small improvement in the objective function, the adsorption isotherm
for Mn-MOF-74 changes slightly. Still, the agreement between the experimental
and predicted adsorption isotherms for Mn-MOF-74 is rather poor. In a related
work, Lin et al. [80] suggested to not consider the energy paths of the O1 site for
the development of a H2O force field, because the O1 site is located further away
from the surface of M-MOF-74. Following this idea, we excluded the energy path
for O1 in the evaluation of the grid search for Mn-MOF-74. The best parameters
excluding the O1 energy paths for the Mn based framework are f = 0.9, ǫ = 5.0
K, and σ= 3.0 Å. The corresponding energy paths can be found in the Support-
ing Information of Becker et al. [255]. As expected, the energy path towards the
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Figure 4.9: (a) Adsorption isotherms and (b) heats of adsorption for CO2 in Mn-MOF-74 at 298
K with and without considering the O1 energy path in the grid search. Comparison between the
developed polarizable force field, the computational results of Mercado et al. [68], simulations
performed with the UFF force field [72], and experimental measurement of Yu et al. [212], and
Queen et al. [49].

O1 site is less well reproduced than when considering it in the evaluation of the
grid search. The description of the Mn energy path is improved even though the
repulsion part is still not well reproduced. The computed adsorption isotherm
and heat of adsorption predicted with the new parameter set are presented in
Fig. 4.9. Apparently, the modeling of the adsorption is improved. Both for the
adsorption isotherm as well as for the heat of adsorption. A possible reason may
be the improvement in the description of the minimum in the Mn energy path.
As mentioned previously, the minimum energy is located closer to the metal site
than for the other frameworks with comparable minimum energy. At this dis-
tance, the total energy depends strongly on the repulsion in the Lennard-Jones
potential of the Mn site. Unfortunately, an improvement caused by the deletion
of the O1 energy path in the evaluation of the grid search cannot be observed
for the remaining frameworks. Instead, for the other frameworks, the opposite
behavior can be observed, the agreement between experimental measurements
and computational predictions becomes poorer. This is intuitive, since the en-
ergy paths are merely points on the potential energy surface which should in
general be described better if more points are considered in the fitting. As sug-
gested by Mercado et al. [68], the underlying issue to describe Mn-MOF-74 might
be more complicated and further investigations are needed.

4.5. CONCLUSIONS
The presented procedure to derive polarizable force fields is fully predictive. To
consider explicit polarization, the induced dipole method is applied. Due to pre-
viously introduced simplifications, the computational time is similar to standard
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Monte Carlo simulations without considering explicit polarization. The used
atomic polarizabilities are taken from literature without further adjustment. No
prior experimental data are required for the development. A grid search is con-
ducted to adjust the Lennard-Jones parameters of the open metal sites. The re-
sults confirm that the procedure works well and that the experimentally mea-
sured adsorption is reproduced. Besides, the procedure is relatively simple and
easily transferable to other Metal-Organic Frameworks with open metal sites. By
the explicit consideration of polarization in molecular simulation, the contribu-
tion of polarization is physically interpretable and can provide further knowledge
of the underlying mechanisms of the molecular system. This might help to cus-
tomize Metal-Organic Frameworks that perform even better for certain applica-
tions. Tuning the electrostatic environment could potentially be very useful. The
comparison between DFT and molecular simulation energy paths reveals that
differences arise mainly in the repulsive region of the Lennard-Jones potential.
Typically, this region is badly described by a Lennard-Jones potential. In the case
of Metal-Organic Frameworks with open metal sites, it is of more importance
than usually, since the guest molecules interact strongly with open metal sites
and binding distances are short. Further improvement can be expected when
improving the modeling of the repulsive region of the potential. This might be
achieved by a more realistic functional form such as the Buckingham potential.
For M-MOF-74, significant effects of static electrostatic interactions and polar-
ization can be observed for paths towards the open metal sites and towards the
O1 site. The contribution of electrostatics is less for the energy paths towards
the other interaction sites. Uniformly adjusting the framework charges together
with the Lennard-Jones parameters of the metal sites showed relatively small ef-
fects for Mg-MOF-74 and Mn-MOF-74. In contrast, not considering the energy
path towards the O1 site could improve the description of the experimentally
observed adsorption for Mn-MOF-74. However, for the remaining frameworks
the inclusion of the O1 energy path was beneficial. Ultimately, the complete set
of force field parameters should be consistently deducted from Quantum Me-
chanics. A predictive, transferable, and polarizable force field created in this way
would be of great value. It would have the potential to improve the understand-
ing of adsorption and to computationally screen Metal-Organic Frameworks for
specific applications.



5
OPPORTUNITIES OF POLARIZABLE

FORCE FIELDS TO MODEL

HYDROCARBONS IN

METAL-ORGANIC FRAMEWORKS

This chapter is based on the paper: T. M. Becker, A. Luna-Triguero, J. M. Vicent-
Luna, L.-C. Lin, D. Dubbeldam, S. Calero, and T. J. H. Vlugt. Potential of Polar-
izable Force Fields for Predicting the Separation Performance of Small Hydro-
carbons in M-MOF-74. Physical Chemistry Chemical Physics, 20 (2018) 28848-
28859 [264].

5.1. INTRODUCTION
The separation of light olefins and paraffins is one of the major large scale pro-
cesses in the petrochemical industry [99, 265]. Light paraffins are mainly used
for heating while olefins are important raw chemicals. For instance, the pro-
duction of polymers requires a high purity of olefins [99]. Conventionally, light
hydrocarbons are separated after cracking of long chain hydrocarbons in cryo-
genic distillation. The product of the cracking at elevated temperatures has to
be cooled down to the low boiling points of the light hydrocarbons [266] (e.g.,
ethane: 184.5 K, propane: 231.1 K [100]). This makes cryogenic distillation a very
cost intensive process both energy and investment wise and alternatives have
been investigated for decades [267]. A more cost and energy efficient separation
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of light hydrocarbons is also crucial for the purification of natural gas [68], which
has to be realized economically on a smaller scale [101].

Solid adsorbents can be operated at intermediate temperatures. Thereby,
they have the potential to drastically lower the energy required to separate light
olefins from paraffins by avoiding the cooling necessary for cryogenic distillation
[99, 100, 268–270]. Traditionally, the separation of light olefins via physical ad-
sorption has not been considered promising due to low uptake capacities [267].
This limitation might be surmountable by MOFs. Open metal sites interact more
strongly with unsaturated hydrocarbons than with saturated hydrocarbons [271–
273]. In an adsorption process, M-MOF-74 has the potential to achieve the high
selectivities and large uptakes required by industry [99, 101]. Several experimen-
tal studies have been conducted and confirm that M-MOF-74 is indeed able to
fractionate multicomponent hydrocarbon mixtures [53, 99–103], as well as other
gases [20–22, 53, 54, 85].

A recent first-principle simulation study suggests that π bonding, polariza-
tion, and strong dispersion interactions between the olefins and the open metal
sites are accountable for the high uptake of olefins [102]. In addition, dipole
and quadrupole interactions have been demonstrated to play an important role
[86, 105]. Molecular simulation offers the possibility to further investigate the
underlying mechanisms of the separation [15]. A fundamental understanding
can help to rationally design MOFs with customized properties for enhanced
performance [120, 126]. However, it is challenging to capture the adsorption of
MOFs with open metal sites and further research is required [124, 126, 270, 274].
The main question to address is how to incorporate the enhanced interactions
of olefins with open metal sites. From a research perspective, the family of M-
MOF-74 is a perfect candidate to examine this question, because the influence
of varying cations acting as open metal sites can be investigated using a series of
iso-structures [53, 68, 85, 86]. Several molecular simulation studies considering
light hydrocarbons in M-MOF-74 have already been conducted [77, 105, 270].
However, generic force fields are known to be inadequate [66, 124, 274, 275] and
until now customized force field seem to be the only solution for these systems.

This chapter aims to investigate the potential of polarizable force field to de-
scribe the adsorption of ethane, ethylene, propane, and propylene in MOFs with
open metal sites. Force fields developed by others [115, 276] which include point
charges are used for ethylene and propylene to reproduce the static quadrupole
and dipole moments, respectively. The non-iterative induced dipole procedure
of Lachet et al. [185] is applied to consider polarization explicitly. Point polar-
izabilities are taken from literature and are added to the atom sites of all inves-
tigated molecules. To obtain an unbiased understanding of the potential of po-
larizable force fields for the description of light olefins and paraffins, no adjust-
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ments of the force field parameters are made to further improve results. With
the polarizable model, heats of adsorption, binding geometries, and adsorption
isotherms are calculated and compared to already existing force fields and ex-
perimental data. Subsequently, the influence of individual energy contributions
and the effect of different sets of framework charges are discussed. Finally, the
performance of the new model including polarization is evaluated, difficulties
are reported and possibilities for improvement are highlighted.

5.2. BACKGROUND
The force field development of olefins and paraffins in MOFs with open metal
sites is particularly challenging [126, 270, 274]. The model has to describe differ-
ences in adsorption for molecules with comparable size and chemical composi-
tion [60, 100, 267]. Examples of force fields that are unable to capture the physical
difference between olefins and paraffins in MOFs with open metal sites are the
TraPPE force field [277] and the force field of Liu et al. [278]. A common approach
to overcome the limitations of such force fields is to adjust the Lennard-Jones
mixing rules between framework and adsorbate. Luna-Triguero et al. [77] ad-
justed the mixing rules and thereby developed a force field which describes the
adsorption of light hydrocarbons in M-MOF-74 well. Unfortunately, force fields
that are created in this fashion are usually not transferable to other systems [77].
Generic force fields that do not include point charges nor explicit polarization
seem to fail in an environment in which localized electrostatic effects occur as in
the case of M-MOF-74 [123–125].

A more physically motivated approach to model the difference in adsorp-
tion between olefins and paraffins could be to include point charges and explicit
polarization [126]. To the best of our knowledge, none of the currently avail-
able models considers explicit polarization successfully for these molecules in
MOFs [115, 126, 181, 276–278]. Furthermore, many force fields do not take into
account the difference in charge distribution between olefins and paraffins ex-
plicitly. The polarizability of olefins and paraffins is similar while the permanent
multipole moments are much stronger for olefins [100]. It has been suggested
that a combined effect between polarization and electrostatics might be crucial
to model the adsorption in MOFs with open metal sites and that considering ex-
clusively electrostatics is not sufficient [124, 125]. In molecular simulation most
commonly, point charges are assigned to molecules to reproduce multipole mo-
ments [263]. These multipole moments can be predicted from QM, determined
via experiments, or fitted to reproduce experimental data [263, 279]. For olefins
and paraffins, the common approach is to add point charges to olefins, but not
for paraffins [115, 276, 280]. Such models are chosen here. Besides the adsor-
bates, charges need to be considered for the framework of the MOF.
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Here, the induced dipole method is adopted [178, 179] to account for polar-
ization. The same additional approximations and assumptions are made as in
the previous chapters. Details of the simulation procedure are explained in the
work of Lachet et al. [185] and in chapter 2. It is important to note that in the
work covered in this chapter no fitting parameters are used and that the compu-
tational results are pure predictions.

5.3. SIMULATION DETAILS
The RASPA software package [225, 226] is used to conduct grand-canonical Monte
Carlo simulations and to compute the absolute uptake of ethane, ethylene, propane,
and propylene in several structures of M-MOF-74 (M = Co, Mn, Fe, and Ni). The
pure component uptakes are computed for varying fugacities at 318 K and for
pressures up to 8 bar. Heats of adsorption at infinite dilution are determined
from energy differences in the NV T ensemble [231]. In addition, NV T Monte
Carlo simulations are conducted to determine the binding geometry of all adsor-
bate molecules in M-MOF-74. A simulated annealing procedure is used to find
the position corresponding to the global energy minimum. MOF crystal struc-
tures for Co-MOF-74, Fe-MOF-74, Mn-MOF-74, and Ni-MOF-74 are taken from
Dietzel et al. [91], Bloch et al. [22], Zhou et al. [26], and Dietzel et al. [92], re-
spectively, while atomic charges are assigned according to DFT calculations and
are taken from the work of Lee et al. [86] and Mercado et al. [68] . The posi-
tions of framework atoms are considered to be fixed. Lennard-Jones parame-
ters for paraffins are taken from the TraPPE force field [277] and for ethylene
and propylene from Lahoz-Martín et al. [276] and Gutiérrez-Sevillano et al. [115],
respectively. Interactions between adsorbates are not modified and computed
based on the original force fields. Force field parameters of the DREIDING force
field are assigned to carbon, oxygen, and hydrogen atoms of M-MOF-74 [188].
Lennard-Jones parameters of Co, Mn, Fe, and Ni are taken from the UFF force
field [72]. Cross-interactions are determined via the Lorentz-Berthelot mixing
rule [243, 281]. The Lennard-Jones potential is truncated at a cutoff distance of
12 Å without tail corrections. Periodic boundary conditions are applied in all di-
rections to mimic the behavior of a continuous system. The simulated systems
are composed of 2x2x4 unit cells to ensure a minimum distance of more than
twice the cutoff radius between periodic images. The Ewald summation tech-
nique with a relative precision of 10−6 is used to calculate electrostatic interac-
tions between static point charges [15]. Explicit polarization is considered via the
induced dipole method [179] with additional assumptions introduced by Lachet
et al. [185]. As noted above, polarization is exclusively considered between the
framework and adsorbate molecules. Back-polarization is neglected to achieve
reasonable simulation times. The required atomic polarizabilties αi are taken
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from Stout and Dykstra [282]. All force field parameters are summarized in the
Supporting Information of Becker et al. [264]. For comparison with experimental
results and reported simulations results, the Peng-Robinson equation of state is
used to convert fugacities to pressures [244].

5.4. RESULTS AND DISCUSSION
To verify how inclusion of polarization influences the description of small hy-
drocarbons in M-MOF-74, heats of adsorption at infinite dilution, binding ge-
ometries, and adsorption isotherms are investigated. The heat of adsorption is
a measure of the interaction strength between adsorbates and framework [78,
231]. Here, heats of adsorption at infinite dilution are compared with values de-
rived from experimental adsorption isotherms at different temperatures using
the Clausius-Clapeyron equation [100, 195]. Although, heats of adsorption de-
rived from the Clausius-Clapeyron equation are sensitive towards small changes
in the adsorption isotherms [78], comparison with the Clausius-Clapeyron equa-
tion to assess the quality of molecular simulation in the absence of experimen-
tal measurements is useful. To systematically investigate the influence of point
charges and explicit polarization, heats of adsorption are calculated with force
fields that incorporate these features fully, partially, or not at all. Force fields that
neither consider point charges nor polarization are the force field of Liu et al.

[278] and the TraPPE force field [277]. In the following, the force field that exclu-
sively considers point charges for olefins is named no polarization and the one
that solely considers explicit polarization is referred to as no charges. The force
field that considers both charges and polarization is called pol. force field. The
calculated heats of adsorption for these force fields are presented in Fig. 5.1 for
ethane, ethylene, propane, and propylene in (a) Co-MOF-74, (b) Fe-MOF-74, (c)
Mn-MOF-74, and (d) Ni-MOF-74. Since no point charges are assigned to paraf-
fins, the force field no charges and the force field of Liu et al. [278], and no polar-

ization and the polarizable force field are equivalent for ethane and propane. The
heats of adsorption determined with the Clausius-Clapeyron equation from ex-
periments show strong affinity between the oleffins and all investigated M-MOF-
74 frameworks [99–101]. The binding energies predicted by Lee et al. [86] display
larger differences between the individual frameworks. According to the results
of these authors, especially the behavior of propane in the different frameworks
varies. Here, the computed heats of adsorption show that neither the force field
considering solely charges (no polarization) nor the one considering solely po-
larization (no charges) can reproduce the experimental trend. The force field of
Liu et al. [278] and the TraPPE force field [277] show the opposite behavior to
experiments, i.e., a higher affinity for paraffins. Adding solely polarization sim-
ply increases the interactions for both paraffins and olefins. Moreover, inclusion
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Figure 5.1: Heats of adsorption at infinite dilution calculated using various force fields [277, 278] at
318 K for (a) Co-MOF-74, (b) Fe-MOF-74, (c) Mn-MOF-74, and (d) Ni-MOF-74. The computational
results are compared to DFT binding energies from Lee et al. [86] and heats of adsorption predicted
via the Clausius-Clapeyron equation from experiments by Geier et al. [100].

of charges without polarization does not increase the binding affinity of olefins
sufficiently to reproduce the expected trend. In sharp contrast to including ei-
ther point charges or explicit polarization, when considering both, the calcu-
lated heats of adsorption follow the experimental trend. A large synergy effect
between electrostatic interactions and polarization can be observed. This syn-
ergy effect significantly increases the calculated heats of adsorption for olefins.
Similar effects have been previously observed by Forrest et al. [124] and Pham
et al. [125]. For the polarizable force field, differences can be observed between
Co-MOF-74 and Ni-MOF-74, and Fe-MOF-74 and Mn-MOF-74. In the case of
Fe-MOF-74 and Mn-MOF-74, the affinity of the oleffins is more pronounced. For
Co-MOF-74 and Ni-MOF-74, the polarizable force field predicts lower heats of
adsorption for ethylene and propylene in comparison to the predictions from
the Clausius-Clapeyron equation. Nevertheless, it is evident that considering
polarization together with point charges for olefins significantly improves the
capability of the force field to describe heats of adsorption in M-MOF-74. The
polarizable force field has the capability to model the larger adsorption strength
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Figure 5.2: Schematic representation of the binding geometry for C2 hydrocarbons within M-
MOF-74. Carbon atoms, the metal atom, and oxygen atoms are colored in grey, green, and red,
respectively.

for olefins. No perfect quantitative agreement with experiments can be expected,
since the improvement in the description was achieved by simply adding explicit
polarization to the model of the adsorbates without further adjusting any force
field parameters. Analogously to the observation of Franz et al. [126], the pre-
dicted energetics for low uptakes seem to be better modeled when considering
polarization.

In previous studies of others [86, 99, 270], the stronger binding of olefins over
paraffins has been ascribed to interactions between the double bond of olefins
and open metal sites of the MOF. Some authors suggest that the double bond of
olefins is located parallel to the open metal site, while paraffins bind with one
side pointing towards the open metal sites [99, 100]. These adsorption geome-
tries can be examined in molecular simulation. A simulated annealing procedure
is conducted to determine the lowest energy binding geometries. The results are
compared to geometries predicted in DFT calculations performed by Lee et al.

[86]. The binding geometry is reported according to Fig. 5.2. Three parameters
l1, α, and β are used to quantify the binding geometry. l1 is the distance between
the carbon site of the adsorbate closest to the open metal site and the open metal
site. α is the angle between the bond of the adsorbate and l1, while β is the an-
gle between l1 and the bond between the open metal site and the out of plane
oxygen atom. For C3 hydrocarbons the labeling is analogous, to the exclusion of
an additional carbon site that is connected to the carbon site further away from
the metal. A schematic representation for C3 hydrocarbons is provided in the
Supporting Information of Becker et al. [264]. For a binding geometry in which
the double bond between the carbons is located parallel to the open metal site,
α and β should be approximately 90◦ and 170◦, respectively (expected for olefins
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Å
]

propane

Co-MOF-74

QM Lee et al.

Pol. force field

Liu et al.

TraPPE

0

20

40

60

80

100

120

140

160

180

A
n

g
le
/
[◦
]

Figure 5.3: Summary of parameters to describe the binding geometry of (a) ethylene, (b) propy-
lene, (c) ethane, and (d) propane in Co-MOF-74. Comparison between several classical force fields
[277, 278] and the DFT results of Lee et al. [86]. Parameters are defined according to Fig. 5.2.

[99, 100]). If the adsorbate is directed with one side towards the open metal site α

should be larger than 90◦ (expected for paraffins [99, 100]). The determined bind-
ing geometries of the lowest energy configurations in Co-MOF-74 are summa-
rized in Fig. 5.3 for (a) ethylene, (b) propylene, (c) ethane, and (d) propane, and
compared to lowest energy positions determined in DFT calculations of Lee et al.

[86]. The geometries determined with the polarizable force field agree well with
the previously suggested binding geometries [99, 100]. Distinct differences can
be observed between olefins and paraffins. β is close to 170◦ for all adsorbates,
while α is approximately 90◦ for olefins and 120◦ for paraffins. This shows that
the olefins described by the polarizable force field indeed bind with the double
bond parallel to the open metal sites. The force field not considering polarization
but including point charges (no polarization) predicts very similar angles for the
olefins. Hence, point charges for olefins seem to be crucial to model their ori-
entation. For propane, the polarizable force field predicts an α of approximately
120◦ in agreement with our expectations (one side of the molecule is pointing to-
wards the open metal site). The force field of Liu et al. [278] and the TraPPE force
field predict configurations for propane in which one bond is arranged parallel
to the open metal site. Apparently, the inclusion of polarization influences the
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binding geometry of propane positively. Overall, the force fields not consider-
ing polarization or without point charges (Liu et al. [278], TraPPE [277]) predict
binding geometries that vary from the predicted trends for ethylene, propane,
and propylene. DFT results of Lee et al. [86] for olefins are comparable to the
predictions with the polarizable force field. For propane, Lee et al. [86] reports
that these calculations might have been stuck in a local energy minimum which
could explain some deviations. The DFT results suggest that exclusively the dis-
tance l1 is larger for ethane than for ethylene and that the carbon bond of both
molecules is located parallel towards the open metal site. Due to a generally high
sensitivity of binding geometries towards the applied force field some uncertain-
ties are expected. Issues can easily arise if interactions are strong and adsorbates
are located close to the surface of the framework, as for MOFs with open metal
sites. The other investigated M-MOF-74 frameworks show a behavior similar to
Co-MOF-74. Deviations from the expected configurations can only be observed
for propylene in Mn-MOF-74 and propane in Ni-MOF-74. The corresponding
Figs. are included in the Supporting Information of Becker et al. [264]. It can
be concluded that the inclusion of point charges and polarization leads to an
improvement in the modeling of the binding geometry. Together with the im-
provements for heats of adsorption, this is a very reassuring finding, since the
description of the adsorption at low uptakes is significantly improved by the po-
larizable model without introducing any adjustable parameters. These findings
verify the need for polarizable force fields.

After considering the adsorption at low uptakes, it is of interest to investi-
gate adsorption isotherms which are influenced by adsorbate-adsorbate inter-
actions and the packing within pores [124]. Computed adsorption isotherms
are compared to experimental measurements of Geier et al. [100]. These au-
thors provide a complete set of experimental adsorption isotherms for the MOF
structures and adsorbates considered. For some MOFs additional experiments
are available [99, 101]. As previously shown [77], these experiments agree well
with the study of Geier et al. [100]. To increase the visibility, exclusively the mea-
surements of Geier et al. [100] are presented as comparison. Due to the limited
amount of experimental studies, a thorough investigation of the reproducibil-
ity of the experimental adsorption isotherms as suggested by Park et al. [84] is
not possible. Hence, the experimental values should rather be seen as guide-
lines and not as final target. In Fig. 5.4, the computed adsorption isotherms of
ethane are compared to experimental results of Geier et al. [100] for (a) Co-MOF-
74, (b) Fe-MOF-74, (c) Mn-MOF-74, and (d) Ni-MOF-74 at 318 K. In agreement
with the heats of adsorption and the binding geometries, the low pressure re-
gion is improved when adding explicit polarization. The uptake at higher pres-
sures is overestimated. This could be due to oversized dispersion interactions
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Figure 5.4: Comparison of adsorption isotherms of ethane for (a) Co-MOF-74, (b) Fe-MOF-74, (c)
Mn-MOF-74, and (d) Ni-MOF-74 at 318 K between the experimental values of Geier et al. [100]
and simulation results using the force fields of Liu et al. [278], the TraPPE force field [277], and the
developed polarizable force field.

of standard force fields and an adjustment of Lennard-Jones parameters might
be required for accuracy [126]. However, an overprediction of the uptake at high
pressure is frequently observed in molecular simulation and therefore not sur-
prising [116]. Besides the force field, possible reasons can be imperfect crystal
structures of the synthesized material or collapsed and blocked cavities in exper-
iments [51, 87]. Adsorption at high pressure is dominated by molecule packing
inside the pores and not by specific framework-adsorbate interactions [76, 124].
To describe the packing behavior of molecules, adsorbate-adsorbate interactions
are more important than the adsorbate-framework interactions which are influ-
enced by the developed polarizable force field. To achieve a better agreement be-
tween experiments and molecular simulation at high pressure many studies ap-
ply a constant factor to scale the computational adsorption isotherm [68, 80, 84].
In this study, scaling is avoided to achieve an unbiased evaluation of the poten-
tial of polarizable force fields for small hydrocarbons. For ethane, the presented
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Figure 5.5: Comparison of adsorption isotherms of ethylene for (a) Co-MOF-74, (b) Fe-MOF-74,
(c) Mn-MOF-74, and (d) Ni-MOF-74 at 318 K between the experimental values of Geier et al. [100]
and simulation results using the force field of Liu et al. [278], the TraPPE force field [277], a force
field without point charges (no charges), a force field without polarization (no polarization), and
the developed polarizable force field.

polarizable force field is created by adding explicit polarization to the TraPPE
force field [277]. The TraPPE force field without considering explicit polarization
underestimates the uptake in the investigated frameworks. Besides the polariz-
able force field, the force field of Liu et al. [278] performs well. This force field
was fitted to reproduce the adsorption of hydrocarbons in zeolites. The condi-
tions in zeolites and MOFs may be similar for paraffins, because these molecules
do not interact strongly with open metal sites. Hence, the adjustment for zeo-
lites might result in good agreement for MOFs. If polarization is simply added
to the force field of Liu et al. [278], the uptake is largely overestimated. The cor-
responding adsorption isotherms can be found in the Supporting Information
of Becker et al. [264]. Fig. 5.5 compares the computed adsorption isotherms for
ethylene in (a) Co-MOF-74, (b) Fe-MOF-74, (c) Mn-MOF-74, and (d) Ni-MOF-74
with the experimental values from Geier et al. [100] at 318 K. For ethylene, the
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developed polarizable force field performs the best in all 4 M-MOF-74 frame-
works. The force fields without considering polarization fail to predict even the
qualitative adsorption. Neither the TraPPE force field [277] nor the force field of
Liu et al. [278] can capture the behavior of experimentally measured adsorption
isotherms. In contrast to ethane, for ethylene the force field of Liu et al. [278] per-
forms poorly. The difference could be caused by the strong interactions of olefins
with open metal sites. These interactions are not present in zeolites and there-
fore not captured in the force field of Liu et al. [278]. The agreement between the
polarizable force field and the experimental results is the poorest for Co-MOF-
74. The important low pressure region is underpredicted for Co-MOF-74. This
underprediction agrees with the underestimation for the heat of adsorption at
infinite dilution of ethylene in Co-MOF-74 (cf. Fig. 5.1). A less pronounced
disagreement between experiments and simulations at low pressure can be ob-
served for Ni-MOF-74. Unfortunately, no experimentally derived value for the
heat of adsorption is available for ethylene in Ni-MOF-74. For Fe-MOF-74 and
Mn-MOF-74, the agreement at low pressure is good while the adsorption at high
pressure is overpredicted. Fig. 5.6 shows the computed adsorption isotherms for
propane and experimental isotherms of Geier et al. [100] for (a) Co-MOF-74, (b)
Fe-MOF-74, (c) Mn-MOF-74, and (d) Ni-MOF-74 at 318 K. The observations for
propane are very similar to the findings for ethane. The agreement between ex-
periments and simulations is very good for Co-MOF-74, while simulations over-
estimate the uptake for Fe-MOF-74. For Mn and Ni based frameworks, adsorp-
tion at low pressure is well reproduced. With the TraPPE force field [277] the
uptake in all frameworks is severely underestimated. In contrast, the force field
of Liu et al. [278] predicts adsorption well. In Fig. 5.7 the computed adsorp-
tion isotherms for propylene in (a) Co-MOF-74, (b) Fe-MOF-74, (c) Mn-MOF-74,
and (d) Ni-MOF-74 are compared to experiments of Geier et al. [100] at 318 K.
The predicted adsorption isotherms for propylene calculated with force fields
that do not consider polarization (Liu et al. [278], TraPPE [277], and no polariza-

tion) underestimate the experimental update significantly and exhibit different
shapes in comparison to experiments. Solely adding point charges to the propy-
lene model does not seem sufficient to depict the correct adsorption. In general,
the developed polarizable force field performs better than the other force fields.
However, for Fe-MOF-74, the propylene uptake at low pressures is substantially
overestimated and the force field considering solely polarization agrees better
with experiments. The overestimation for the polarizable force field is in agree-
ment with the overprediction observed for the heat of adsorption of propylene
in Fe-MOF-74 (cf. Fig. 5.1). It is difficult to provide any conclusive reason for the
overestimation of the propylene uptake in Fe-MOF-74. Fe-MOF-74 seems to be
a particularly difficult system to model. Overall, incorporating polarization and
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Figure 5.6: Comparison of adsorption isotherms of propane for (a) Co-MOF-74, (b) Fe-MOF-74,
(c) Mn-MOF-74, and (d) Ni-MOF-74 at 318 K between the experimental values of Geier et al. [100]
and simulation results using the force fields of Liu et al. [278], the TraPPE force field [277], and the
developed polarizable force field.

point charges for propylene notably improves the predictions.
Considering all investigated adsorption isotherms, the potential of polariz-

able force fields for the description of small hydrocarbons is obvious. Adding
polarization helps to model the behavior at low uptakes. Without considering
polarization the localized electrostatic environment in MOFs with open metal
sites cannot be properly described [123, 124]. Good agreement between some
generic force fields and experimental adsorption isotherms could be a result of
error cancellation as heats of adsorption and binding geometries are modeled
inaccurately [121]. However, even explicit polarization cannot provide quanti-
tative predictions. We note that in this chapter no parameters have been ad-
justed and therefore, opportunities for further improvements exist. A complete
re-parametrization or at least adjustment of the Lennard-Jones parameters, as in
chapters 2-4, might be necessary to further enhance prediction accuracy [126].
As noted by Franz et al. [126], the development of accurate and transferable force
fields for hydrocarbons remains to be challenging. Especially, close to the open
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Figure 5.7: Comparison of adsorption isotherms of propylene for (a) Co-MOF-74, (b) Fe-MOF-74,
(c) Mn-MOF-74, and (d) Ni-MOF-74 at 318 K between the experimental values of Geier et al. [100]
and simulation results using the force field of Liu et al. [278], the TraPPE force field [277], a force
field without point charges (no charges), a force field without polarization (no polarization), and
the developed polarizable force field.

metal site, the energy is low and simulation results may be sensitive to force field
parameters that influence the distance and orientation of the adsorbate in this
region.

Besides, the Lennard-Jones parameters, the framework charges are an im-
portant input in molecular simulation which can influence the location of the
adsorbates [126]. To study the influence of varying framework charges, addi-
tional simulations are conducted for ethylene in Co-MOF-74 with different point
charges. The second set of point charges is computed with the charge equili-
bration (QEq) method [63, 283]. These charges can be computed quickly, but
are usually considered to be less accurate than charges from DFT calculations
[263]. Fig. 5.8 shows the calculated adsorption isotherm for ethylene in Co-
MOF-74 with point charges from the QEq method in comparison to the previ-
ously shown results when applying DFT charges at 318 K. The calculated adsorp-
tion isotherm for ethylene in Co-MOF-74 with QEq charges agrees better with
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Figure 5.8: Adsorption isotherm for ethylene at 318 K predicted with the developed polarizable
force field and charges determined via DFT calculations (Ï), and the QEq method (�). Experi-
mental data are from Geier et al. [100].

the experiments. This is especially true for lower pressures. The improvement
with the QEq charges is rather surprising, since charges from periodic DFT cal-
culations are normally considered to be more accurate [263]. It is important to
note that QEq charges did not improve the description of the adsorption for the
other investigated frameworks. The large difference in the adsorption isotherms
for Co-MOF-74 suggests a large influence of different sets of charges. Such sensi-
tivities towards assigned point charges have been previously observed for polar
molecules in similar systems [284–287]. The previously observed issues could
be aggravated by polarizable force fields, since explicit polarization depends on
the electric field. Computed adsorption isotherms and heats of adsorption for all
considered adsorbates in Co-MOF-74 with charges from the QEq method can be
found in the Supporting Information of Becker et al. [264].

To investigate the detailed differences between the two sets of point charges
we computed the energy contributions for an ethylene molecule on a grid inside
Co-MOF-74. The Lennard-Jones, electrostatic, and polarization energies of ethy-
lene on a grid with a spacing of 0.1 Å inside the pore of Co-MOF-74 are calculated.
For every grid point, 250 approximately uniformly distributed orientations of an
ethylene molecule are evaluated. The shown energies represent the Boltzmann
average at 318 K of these 250 orientations for every grid point. An energy profile
through Co-MOF-74 in z-direction is created via the Widom insertion method
[231] to select the plane with the minimum of the Boltzmann average of the total
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Figure 5.9: Lennard-Jones energies evaluated on a grid with 0.1 Å spacing on the minimum energy
plane in z-direction for ethylene in Co-MOF-74. Grid points for which the total energy (in units of
kB) is larger than 100 K are represented in dark red.

energy (Lennard-Jones, electrostatic, polarization). For this plane the energies
are calculated on the grid. Fig. 5.9 shows the Lennard-Jones energy calculated
on this plane for ethylene in Co-MOF-74. The two investigated sets of charges
do not influence the Lennard-Jones energy surface inside the pore of Co-MOF-
74. Therefore, the Lennard-Jones energy surface is identical for the two sets of
charges. Grid points where the total energy (in units of kB) is larger than 100
K are represented in dark red. These grid points are very close or on top of the
framework and the repulsion part of the Lennard-Jones potential dominates the
total energy. The shape of the pore changes along the z-direction and therefore it
is not perfectly hexagonal for the shown plane. The open metal sites are located
in the 6 corners of the framework. The most favorable adsorption sites are in the
vicinity of these sites in the corners of the pore. Three of these open metal sites
are located close to the shown plane. Besides the open metal sites, the locations
close to the framework are more favorable than the center. With the exception of
the repulsive area directly bordering the framework, the Lennard-Jones energy
decays as the distance from the surface of the framework increases.

The electrostatic energy calculated with charges from (a) DFT and from (b)
the QEq method for the plane with the lowest energy are shown in Fig. 5.10. The
energy surface of the electrostatic energy which results from the two different
sets of charges varies in the vicinity of the framework. Again, the corners of the
pore exhibit the lowest energies. However, the minima for the two sets of charges
are located in different corners of the pore. For the DFT charges, the locations of
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Figure 5.10: Comparison between the electrostatic energies for ethylene in Co-MOF-74 on a grid
with (a) DFT charges and (b) charges calculated with the QEq method for the plane of minimum
energy. Grid points for which the total energy (in units of kB) is larger than 100 K are represented
in dark red.

(a) (b)

Figure 5.11: Comparison between the polarization energies for ethylene in Co-MOF-74 on a grid
with (a) DFT charges and (b) charges calculated with the QEq method for the plane of minimum
energy. Grid points for which the total energy (in units of kB) is larger than 100 K are represented
in dark red.

the minima agree with the ones of the Lennard-Jones energy. In contrast to the
DFT charges, with the charges from the QEq method, the minima of the static
electric energy are predicted to be in the alternating corners. Moreover, the min-
ima of the static electric energy are at lower energies for the DFT charges. Further
away from the surface of the framework the static electric energy decays. There-
fore, in the center of the pore the influence of static electric interactions is low.
For both sets of charges regions of positive energies can be observed close to the
framework and between the open metal sites.

In Fig. 5.11, the polarization energy resulting from the electric field created
by charges from (a) DFT and from (b) the QEq method is compared for the plane
with lowest energy. Despite the difference in the electrostatic energy, the energy
surfaces of the polarization energy are similar for both sets of charges. However,
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close to the framework the exact values can deviate. Unlike to the electrostatic
energy, the polarization energy is always attractive. In addition, the polarization
energy declines rapidly and is essentially zero in the center of the pore. This ap-
pears reasonable, since polarization is strongly localized. In the vicinity of the
surface of the framework the polarization energy is large and it can contribute
significantly to the total energy. In this example, the polarization energies can
be up to twice as low as the electrostatic energy. It is important to note that the
regions of lowest polarization energy border directly on the framework. In the
region that is in the close proximity to the framework, the Lennard-Jones energy
is already repulsive. Unfortunately, the Lennard-Jones potential was designed
rather for computational convenience than for accuracy in the strongly repul-
sive region [19, 51, 126]. As a consequence, the quality of the force field for this
region might not be sufficient. Rapidly increasing and badly modeled repulsion
together with large polarization energies might lead to poor modeling. Such diffi-
culties seem to occur where binding distances are short and interactions are very
attractive. A beneficial alternative to describe the Lennard-Jones repulsion could
be, e.g., the Buckingham potential [68, 119]. Moreover, a complete re-design of
the force field could improve results.

The total energy for both sets of framework charges for the plane of lowest
total energy when (left) exclusively electrostatic energies and (right) additional
polarization is considered are presented in Fig. 5.12 for (top row) DFT charges
and (bottom row) charges determined using the QEq method [63, 283]. In com-
parison to solely Lennard-Jones energy (cf. Fig. 5.9), the low energy regions in
the corners of the pore are more pronounced when adding point charges to the
ethylene model. Especially, the less pronounced local minima in the left, upper
right, and lower right corners of the pore are lower in energy (cf. Fig. 5.12 (a)
and (c)). If polarizable sites are also added to ethylene, the complete vicinity of
the surface of the pore lowers in energy. The difference in energy (in units of
kB) for this region is approximately 300 K. This is a substantial change. Overall,
the locations of the minima for both sets of charges agree with the minima of the
Lennard-Jones energy and with the location of the open metal sites. The total en-
ergies are significantly lower compared to exclusively considering Lennard-Jones
energies. It can also be observed that considering polarization in the model may
add a large localized contribution to the total energy that can help to describe lo-
calized effects. Other non-polarizable classical force fields might fail to describe
this behavior [123, 124].

The results show that insights into how polarization contributes to the total
energy can help to create a better understanding of adsorption and consequently
may be useful to design MOFs with improved capabilities [126]. Interestingly,
the different sets of charges do not change the general appearance of the total
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Figure 5.12: Comparison between the total energies for ethylene in Co-MOF-74 on a grid without
(left) and with (right) explicit consideration of polarization energy. Energies calculated with (a) and
(b) DFT charges and (c) and (d) charges calculated with the QEq method for the plane of minimum
energy. Grid points for which the total energy (in units of kB) is larger than 100 K are represented
in dark red.

energy surface. However, for both sets of charges the gradient of total energy
close to the open metal sites is very steep which may contribute to the observed
sensitivity. The similarity in the total energy surface and the comparison of the
adsorption isotherm for ethylene (cf. Fig. 5.8) suggest that differences in the total
energy surface lead to large differences in the adsorption. Therefore, an accurate
parametrization of the force field parameters may be needed to obtain quanti-
tative agreement between simulations and experiments. The energy surfaces for
the maximum energy plane for ethylene show a comparable behavior to the min-
imum energy plane (can be found in the Supporting Information of Becker et al.

[264]). Overall, the results show that the choice of charges can have a consider-
able effect [78, 126, 182].

5.5. CONCLUSIONS
In this chapter, the potential of polarizable force fields to calculate the adsorp-
tion of small hydrocarbons in Metal-Organic-Frameworks with open metal sites
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has been investigated. Explicit polarization is considered using the induced dipole
model. To speed up simulations, additional assumptions introduced by Lachet
et al. [185] are applied. Atomic polarizabilities are assigned according to litera-
ture [282]. Lennard-Jones interactions and point charges were chosen from stan-
dard force fields. To test the predictive potential of polarizable force fields, the
force field parameters have not been adjusted. In comparison to generic force
fields without considering polarization, the description of the adsorption is sig-
nificantly improved when including polarization explicitly. Computed heats of
adsorption at infinite dilution using the polarizable force field are in reasonable
agreement with available experimental data and ab initio predictions. The exper-
imentally observed trend that olefins interact significantly stronger than paraf-
fins was reproduced. Besides, binding geometries follow the experimentally ex-
pected trend, .i.e, the double bond of the olefins binds parallel towards the open
metal sites, while paraffins point with one side towards the open metal sites.
The description of adsorption isotherms for small hydrocarbons is improved as
well when including polarization. Even though the agreement for adsorption
isotherms is not perfect, the results are very encouraging. It was shown that po-
larizable force fields have great potential for the modeling of hydrocarbons in
Metal-Organic Frameworks with open metal sites. Polarization can help to de-
scribe localized effect close to the surface of porous materials. Good predictions
for some adsorbates with standard force fields may be a result of error cancella-
tion, since heats of adsorption and binding energies do not match the expected
trends. Simulation results are sensitive towards force field parameters that influ-
ence the geometry close to the open metal sites with low total values and steep
gradients of total energy. Framework charges are such parameters which we ex-
plored in more detail. Better models may be expected when the description of
repulsion is improved. This part is essential for small binding distances as can
be observed in MOFs with open metal sites. A complete re-parametrization of
the force field and considering explicit polarization from the beginning should
enhance the accuracy and lead to force fields with better transferability.
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INVESTIGATION OF MOLECULAR

SIMULATION TO PREDICT THE

PERFORMANCE OF ABSORPTION

REFRIGERATION CYCLES WITH

AMMONIA - IONIC LIQUID

WORKING PAIRS

This chapter is based on the paper: T. M. Becker, M. Wang, A. Kabra, S. H. Jamali,
M. Ramdin, D. Dubbeldam, C. A. Infante Ferreira, and T. J. H. Vlugt. Absorption
refrigeration cycles with ammonia-ionic liquid working pairs studied by molecu-
lar simulation. Industrial & Engineering Chemistry Research 57 (2018) 5442-5452
[288].

6.1. INTRODUCTION
In this chapter, we provide a proof-of-principle study to assess the capability of
molecular simulation to predict properties for the design of VAR cycles. A mul-
tiscale modeling approach to evaluate the accuracy of the prediction on the cir-
culation ratio ( f ) and the coefficient of performance (COP ) of the VAR cycle us-
ing two ionic liquids with NH3 as absorbent is applied. With only minor adjust-
ments, the same approach is applicable to absorption heat pump cycles. On the
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smallest scale, quantum mechanical calculations are used to compute the ideal
gas heat capacities of ionic liquids. Monte Carlo simulations are conducted to
determine residual heat capacity, solubility of the refrigerant in the absorbent,
and enthalpy of absorption. These properties are determined by intermolecular
interactions and can be described well by Monte Carlo simulations [289]. The
computed thermodynamic properties are then used in a developed equilibrium-
based cycle model of a single-effect (SE)-VAR cycle. Similar computational based
approaches have been developed for vapor-compression cycles [290, 291]. How-
ever, simpler molecular models that have been previously fitted to experimen-
tal VLE data were applied in these studies. Moreover, different simulation tech-
niques have been used.

Here, we want to introduce the concept for VAR cycles with NH3/IL work-
ing pairs, to explain how the various simulation techniques can be combined
to create an initial cycle design, and to assess uncertainties in the performance
prediction of the cycle related to the different methods. As exemplary cases, we
selected two working pairs, NH3/[emim][Tf2N] and NH3/[emim][SCN]. The IL
[emim][Tf2N] is one of the most studied ILs and extensive experimental data
are available [136, 292–294]. This is crucial to validate our approach. The IL
[emim][SCN] has been proposed as a particularly promising candidate for VAR
cycles with NH3 [165, 170]. Other promising ILs have been suggested, espe-
cially ILs containing functional OH groups. Unfortunately, we could not find
any reliable force field for this type of ILs. In the traditional approach, experi-
mental measurements are conducted to determine thermodynamic properties
of ILs [135]. Afterwards, these experimental measurements can be directly used
in the cycle design. Frequently, the available experimental measurements do not
cover the complete range of conditions necessary in the cycle model. Hence,
equations-of-states (EoSs) or activity coefficient models are fitted to reproduce
experimental measurements and are used to extrapolate thermodynamic prop-
erties for conditions for which the properties have not been determined directly
[170, 295]. This extrapolation may introduce undesired errors. An alternative
method to predict thermodynamic properties of mixtures are COSMO-based [133].
However, previous studies suggest that the accuracy of these models is often in-
sufficient for mixtures containing ILs [296, 297]. Especially, for NH3/IL working
pairs the uncertainty can be large [298]. Nevertheless, for the screening of large
quantities of ILs less accurate COSMO-based [298] methods seem more suitable
due to the advantages in computation time.

This chapter is organized as follows. The first Section presents a brief intro-
duction of the VAR cycle along with the assumptions and the equations used in
the cycle description. Subsequently, we provide the background and the method-
ology to predict the required thermodynamic properties. The third Section pro-
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(a) (b)

Figure 6.1: (a) Schematic diagram of a SE-VAR cycle. (b) ln(P )− 1/T diagram of the same VAR
cycle. QGEN, QCON, QABS, and QEVA are respectively the transferred heat at the generator, the
condenser, the absorber, and the evaporator. TGEN, TCON, TABS, and TEVA are the corresponding
temperatures, and PCON and PEVA the pressures. ṁs and ṁr are the mass flow rate of the strong
NH3 solution and of the refrigerant.

vides the simulation details for computing the required thermodynamic proper-
ties. Section four presents the results for the thermodynamic properties and the
thermodynamic performance of the cycle. In the final Section, our findings are
summarized.

6.2. DESCRIPTION OF THE ABSORPTION REFRIGERATION

CYCLE
A schematic diagram of a SE-VAR cycle is shown in Fig. 6.1 (a). The basic units
of the cycle are a generator (GEN), a condenser (CON), an absorber (ABS), and
an evaporator (EVA). To illustrate the changes between the different state points
Fig. 6.1 (b) shows the relation between vapor pressure (ln(P )) and temperature
(−1/T ). In the EVA, the pure liquid refrigerant (NH3) is vaporized and provides
the cooling load QEVA. The low-pressure refrigerant at state point 1 enters the
ABS and is exothermically absorbed by the weak solution at state point 5 (weak
in NH3) coming from the GEN. Thereby, the weak NH3 solution is enriched with
NH3 and it becomes the rich solution at state point 2. Here, the redundant heat
load QABS is released to the surrounding. Before entering the GEN, the rich so-
lution is pumped from state point 2 to a higher pressure level and the tempera-
ture is increased in the solution heat exchanger (SHX). In the GEN, the heat load
QGEN is supplied and the refrigerant vapor is released from the rich solution at
state point 8. Hence, the concentration of refrigerant in the stream leaving the
GEN at state point 7 is reduced. The weak NH3 solution is cooled in the SHX.
Before entering the absorber, the pressure is lowered in an expansion valve. The
refrigerant vapor exiting the GEN at state point 8 passes the condenser, where
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it is condensed while releasing the condensation heat QCON to the surrounding.
Subsequently, the pressure of the liquid refrigerant at state point 9 is reduced in
an expansion valve before the cycle is completed by the liquid refrigerant reen-
tering the EVA. To predict the thermodynamic performance of the SE-VAR cycle
with NH3/IL as working pair, the following assumptions are made to facilitate the
calculations:

• The fluid streams are in a steady state.

• The operating pressures of the EVA and the ABS, and likewise, the operat-
ing pressures of the GEN and the CON are equal.

• The NH3 streams leaving the CON and the EVA are saturated liquid and
saturated vapor, respectively.

• The solution leaving the GEN is at equilibrium.

• The refrigerant enters the CON as superheated vapor at the end generation
temperature.

• The solution leaving the ABS is subcooled by 5 K.

• The pinch temperature of the SHX is set to 5 K.

• Heat, and pressure losses are neglected.

• Throttling is assumed to be an isenthalpic process.

• The power required for pumping is insignificant, and therefore neglected .

Considering these assumptions, the conditions of all state points can be speci-
fied. The temperatures TEVA, TCON, TABS, and TGEN are determined by the heat
sources, the surrounding, and the cooling application. The pressures PEVA and
PCON are determined by the vapor pressure of pure NH3 assuming that the IL is
nonvolatile. Hence, the conditions of pure NH3 at state points 1 and 9 are set.
The pressures PGEN and PABS follow directly from the assumption of equal pres-
sures at GEN and CON, and EVA and ABS, respectively. Based on the VLE, the
mass fractions of each component at the outlet of the GEN and the ABS (sub-
cooled by 5 K) can be determined for TGEN and TABS and the corresponding pres-
sure levels PGEN and PABS. Thereby, the state points 2 and 7 are specified. Be-
tween state points 2 and 4, and 7 and 5, the mass fractions of the absorbent do
not change (w2 = w3 = w4, w5 = w6 = w7). Thus, all remaining state points can
be determined from energy balances around the SHX and the isenthalpic throt-
tling process. The cycle conditions in this work are: TCON = 35 ◦C, TABS = 30 ◦C,



6.2. DESCRIPTION OF THE ABSORPTION REFRIGERATION CYCLE

6

85

TEVA = 10 ◦C, TGEN = 74...120 ◦C, PEVA = 6.15 bar, and PCON = 13.5 bar. The en-
thalpies of pure NH3 are directly obtained from Refprop [299] with the Helmholtz
energy EoS [300]. For NH3/ILs mixtures, the enthalpy of the solution h̄sol can be
calculated as:

h̄sol = wNH3 h̄NH3 + (1−wNH3 )h̄IL +∆h̄abs (6.1)

in which h̄NH3 , and h̄IL are the enthalpies of pure NH3 and IL at the specified
conditions, wNH3 is the mass fraction of NH3, and ∆h̄abs is the enthalpy of ab-
sorption of the mixture. The influence of the pressure on the heat capacity and
the enthalpy of the liquid IL c̄IL

P can be neglected. Hence, the enthalpy of the pure
IL can be determined:

h̄IL = h̄◦+

∫T

T◦

c̄IL
P dT (6.2)

where h̄◦ is the reference enthalpy at an arbitrary reference state for Eq. 6.2 with
T◦ = 250.15 K and P◦ = 1 MPa. Subsequently, it is straightforward to calculate the
exchanged heat with the surrounding (see Fig. 6.1):

QEVA

ṁr
= h̄1 − h̄9 (6.3)

QABS

ṁr
= h̄1 + f · (h̄6 − h̄2)− h̄6 (6.4)

QCON

ṁr
= h̄8 − h̄9 (6.5)

QGEN

ṁr
= h̄8 + f · (h̄7 − h̄4)− h̄7 (6.6)

where QGEN, QCON, QABS, and QEVA are, respectively, the heats, the generator, the
condenser, the absorber, and the evaporator exchange with the surrounding. ṁs

and ṁr are the mass flow rate of the strong NH3 solution and of the refrigerant,
respectively, and h̄i is the specific enthalpy of state point i . The mass balance of
the absorbent in the solution yields:

ṁs ·w2 = (ṁs −ṁr) ·w5 (6.7)

w2 and w5 are the mass fractions of the absorbent of the corresponding state
points in the cycle. Finally, the performance parameters, i.e., circulation ratio f

and the coefficient of performance COP can be determined as:

f =
ṁs

ṁr
=

w5

w5 −w2
(6.8)

COP =
QEVA

QGEN
(6.9)
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6.3. PREDICTIONS OF THERMODYNAMIC PROPERTIES

6.3.1. FORCE FIELD

MC simulations are performed to calculate the solubility of NH3 in [emim][Tf2N]
and [emim][SCN], the residual heat capacity of these ILs, and their enthalpies of
absorption at various temperatures and pressures. The classical force field de-
veloped by Liu et al. [29] is used to describe the ILs [131, 137, 139, 289, 301]. It
includes intramolecular contributions such as bond-stretching, angle-bending,
and torsions. Intermolecular contributions are described with a Lennard-Jones
potential and electrostatic interactions are considered via the Ewald summa-
tion technique with a relative precision of 10−5 [15]. The Lennard-Jones inter-
actions are truncated and shifted at 12 Å. No tail corrections are applied. The
Lorentz-Berthelot mixing rules are used to calculate the interactions between
unlike atoms [281]. The anion and the alkyl part of the cation of the IL molecules
are considered flexible whereas the ring of the cation is rigid. NH3 is described
via the TraPPE force field [302]. The TraPPE force field was developed to repro-
duce the VLE for pure ammonia and an ammonia-methane mixture [302]. These
equilibria can be reproduced very well. Besides, the TraPPE force field has the
potential to model hydrogen bonds [302], which is important for NH3/[emim]
mixtures [139]. The force field parameters are not adjusted and are taken from
Liu et al. [29], Tenney et al. [137] and Zhang and Siepmann [302]. The used force
fields to describe ILs are summarized in the Supporting Information of Becker
et al. [288].

6.3.2. CALCULATION OF NH3 SOLUBILITY

The osmotic ensemble is well suitable to calculate the solubility of gases in non-
volatile liquids such as ILs [137, 144]. In this ensemble, the temperature, the pres-
sure, the fugacity of the solute, and the number of solvent molecules are fixed.
The fugacity and the hydrostatic pressure are coupled via the Peng-Robinson EoS
applied for NH3. The volume of the system and the number of solute molecules
fluctuate. In equilibrium, the number of solute molecules in the system deter-
mines the solubility. A representation of a simulated system is shown in Fig. 6.2.
An inherent difficulty of a fluctuating number of solute molecules (NH3) is the
insertion of additional molecules into already dense systems. To overcome this
issue, Shi and Maginn [303] proposed the Continuous Fractional Component
Monte Carlo method. In this method, the system consists of whole molecules
and a fractional one. Insertion and deletion Monte Carlo trial moves of the so-
lute are achieved by scaling the intermolecular interactions (Lennard-Jones and
Coulombic) of the fractional molecule. The scaling parameter λ can range be-
tween 0 and 1. λ= 0 signifies that the fractional molecule does not interact with
the surroundings, whereas λ= 1 implies that the fractional molecule has full in-
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Figure 6.2: Representation of the simulated system consisting of NH3, [emim]+, and [Tf2N]−. Ex-
emplary, one representation of each type is enlarged and marked by dashed lines. White, red,
gray, purple, yellow, and green spheres represent hydrogen, oxygen, carbon, nitrogen, sulfur, and
fluorine atoms, respectively.

teractions with the surrounding molecules. In the Monte Carlo algorithm, trial
moves for thermalization and trial moves to change the value of λ are included.
If λ is changed to a value larger than 1 the molecule is completely inserted and a
new fractional molecule is added to the system with λ= λ−1. If λ is changed to
a value smaller than 0 the molecule is removed and a random molecule is cho-
sen as the new fractional one with λ = 1+λ. This method significantly facili-
tates the insertion of molecules in dense systems [226]. The fractional molecule
and its surrounding can slowly adjust while λ is changed and thus the interac-
tions are gradually switched on. Thereby, the probability of successful inser-
tions increases. To ensure an uniform sampling of the scaling parameter λ, the
Wang-Landau scheme [304] is applied during equilibration to determine a bias-
ing function W(λ). The advantage of the Wang-Landau scheme is that it does
not require any former knowledge of the biasing function. For more details on
computing solubilities with the Continuous Fractional Component Monte Carlo
method, the reader is referred to Shi and Maginn [139, 145, 303] and Vlugt and
co-workers [144, 167, 305, 306].

In this chapter, we compare solubilities computed from Monte Carlo simula-
tions with the non-random two-liquid (NRTL) model which was fitted to repro-
duce the experimental data of Yokozeki and Shiflett [136, 165]. In the range of
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experimental data, the NRTL model describes the experiments very well. Conse-
quently, the calculated solubilities are compared to the NRTL model at the exact
cycle conditions. Details of the NRTL model and the fitted parameters can be
taken from Wang and Infante Ferreira [170].

6.3.3. CALCULATION OF HEAT CAPACITY

The heat capacity describes how much the temperature of a system changes if
a certain amount of heat is added. The heat capacity at constant pressure CP is
defined as:

CP (T,P ) =

(

∂〈H〉

∂T

)

P

(6.10)

where T , P , and 〈H〉 are the temperature, the pressure, and the average enthalpy
computed in the N PT ensemble, respectively. The enthalpy is defined as

H =U intra
+U inter

+K +PV (6.11)

U intra and U inter are the intramolecular and the intermolecular contributions to
the potential energy, respectively, K is the kinetic energy, and V is the volume of
the system. The average enthalpy can be expressed as the sum of two separate
contributions, i.e., the ideal gas enthalpy and the residual enthalpy [301]:

〈H〉 = 〈H ig
〉+〈H res

〉 (6.12)

H ig
=U intra

+K +N kBT (6.13)

H res
=U inter

+PV −N kBT (6.14)

where 〈H res〉 is the ensemble average of the residual enthalpy, N is the num-
ber of molecules the system comprises, and kB is the Boltzmann constant. The
ensemble average of the ideal gas enthalpy 〈H ig〉 is defined as the sum of the in-
tramolecular energy U intra, the kinetic energy K , and the PV term which can be
replaced with N kBT according to the ideal gas law. Consequently, the total heat
capacity can be split into an ideal gas and a residual part by differentiating the
two enthalpy contributions individually:

CP (T,P ) =C
ig
P

(T )+C res
P (T,P ) (6.15)

C
ig
P

(T ) =

(

∂〈H ig〉

∂T

)

P

(6.16)

C res
P (T,P ) =

(

∂〈H res〉

∂T

)

P

(6.17)

Here, it is assumed that the ensemble average of the ideal gas enthalpy is in-
dependent of the residual enthalpy [301]. The splitting of the heat capacity is
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convenient, because intramolecular potentials used in force field-based molec-
ular simulation may result in large deviations for the ideal part of the heat ca-
pacity [301]. The causes of these deviations are the overestimated of the vibra-
tional energy due to the harmonic oscillator approximation and the negligence
of off-diagonal coupling terms [301]. Likewise, it is unfavorable to use quantum
mechanical calculations to predict the residual contribution of the heat capacity
due to rapidly increasing computational costs for systems containing more than
a single molecule or ion. Therefore, a separate calculation of the ideal and resid-
ual terms is advantageous. The derivative of the residual enthalpy with respect to
temperature can be determined from fluctuations of thermodynamic variables
throughout the simulations. In this work, the procedure of Lagache et al. [307] is
applied:

C res
P =

(

∂〈H res〉

∂T

)

P

=
1

kB T 2 [〈U resĤ〉−〈U res
〉〈Ĥ〉+P (〈V Ĥ〉−〈V 〉〈Ĥ〉)]−N kB (6.18)

The configurational enthalpy
Ĥ = H −K (6.19)

differs from the enthalpy H by not including the kinetic energy K . The ideal con-
tribution to the heat capacity can be reliably predicted from ab initio electronic
structure calculations [301]. Therefore, quantum mechanical calculations of iso-
lated ions are performed where only intramolecular interactions are considered.
The combination of both computational methods has been successfully applied
to predict the heat capacity of ILs and other molecules [29, 131, 137, 289, 301,
307–309].

The results of this simulation based approach are compared to experimen-
tal data of Paulechka et al. [310] and Navarro et al. [311] for [emim][Tf2N] and
[emim][SCN], respectively. These experimental results are fitted to a polynomial
function to describe the temperature dependency of C IL

P .

6.3.4. CALCULATION OF ENTHALPY OF ABSORPTION

The enthalpy of absorption ∆h̄abs can be calculated from Monte Carlo simula-
tions following the procedure of Shi and Maginn [139]. Eq. 6.1 can be rearranged
to:

∆h̄abs = h̄sol −wNH3 h̄NH3 − (1−wNH3 )h̄IL (6.20)

Three separate Monte Carlo simulations at the same conditions are necessary to
compute ∆h̄abs: one for the enthalpies of the solution (h̄sol), one for NH3 (h̄NH3 ),
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and one for the IL (h̄IL). Here, the enthalpies of pure NH3 and the ILs are com-
puted from simulations in the N PT ensemble whereas the enthalpy of the so-
lution is computed from simulations in the osmotic ensemble, simultaneously
with the solubility of NH3. The specific enthalpies in both ensembles are calcu-
lated via h̄ = ū +P v̄ , where ū is the specific energy and v̄ is the specific volume.
The enthalpies of pure NH3 and the ILs are computed at T and P corresponding
to the condition of the mixture. Note that at the conditions chosen for the cycle
design, pure NH3 is in the gaseous state.

There are no experimental data for the enthalpy of absorption available for
NH3/IL mixtures. Therefore, the mixing enthalpy ∆h̄mix derived from EoS or ac-
tivity coefficient models has to be used in the traditional cycle design. To com-
pare the enthalpy of absorption computed from Monte Carlo simulations with
the mixing enthalpy obtained from EoSs or activity coefficient models with the
liquid state as reference, the latent heat ∆h̄lat of pure NH3 at the same T and P

has to be subtracted:
∆h̄abs =∆h̄mix −wNH3 |∆h̄lat| (6.21)

The latent heat of NH3 is taken from Refprop [299, 300]. Here, the calculation
results are compared with the predictions of the Redlich-Kwong-EoS (RK-EoS)
and mixing rules based on experimental VLE data using:

∆h̄mix =−wNH3 h̄res
NH3

− (1−wNH3 )h̄res
IL + h̄res

sol (6.22)

where h̄res
NH3

, h̄res
IL , and h̄res

sol are the residual enthalpies for NH3, the IL, and the
solution at liquid state, respectively. The detailed procedure and the necessary
critical parameters and binary interaction parameters are explained in the work
of Yokozeki and Shiflett [136, 165]. Wang et al. [312] showed that the RK-EoS per-
forms well in comparison to other EoS models, activity coefficient models, and
the Clausius-Clapeyron equation. It is also possible to predict mixing enthalpies
directly from the NRTL model. However, the NRTL model is not recommended
for determining mixing enthalpies due to a purely empirical temperature depen-
dency of the fitting parameters [165, 312].

6.4. SIMULATION DETAILS
Molecular simulations are performed with the RASPA software package [225, 226].
In RASPA, the number of Monte Carlo steps conducted during every cycle is
equal to the total number of molecules considered in the simulation with a min-
imum of 20 Monte Carlo steps per cycle. The total number of simulation cycles
is divided into five blocks. The provided statistical uncertainty in the computed
properties is the standard error calculated from the standard deviation of the
block averages.
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The solubility of NH3 in [emim][Tf2N] and [emim][SCN] is computed by con-
ducting Monte Carlo simulations in the osmotic ensemble. NH3 molecules are
inserted or removed via the Continuous Fractional Component Monte Carlo tech-
nique [226, 303]. A production run of 5 million cycles is performed. Simulations
are performed with 52 and 70 IL molecules for [emim][Tf2N] and [emim][SCN],
respectively. Three different Monte Carlo trial moves with an equal probability
are considered for the ILs: translational, rotational, and configurational-bias to
account for different configurations of the molecules. For NH3, translational,
rotational, and λ trial moves are considered with an equal probability. The prob-
ability of a volume change trial move is 1%.

The calculation of the heat capacity is divided in two parts. Quantum me-
chanical calculations with the Gaussian software package [313] are performed to
determine the ideal gas part of the heat capacity. In these calculations the iso-
lated ions [emim], [Tf2N], and [SCN] are considered. Possible conformers are
analyzed using molecular mechanics with the Merck molecular force field [314]
and the results are compared to literature [315]. Paulechka et al. [315] concluded
that the B3LYP functional [247–250] with a 6-31+G(2df,p) basis set is adequate for
calculation of the frequencies of [emim] and [Tf2N] which is also chosen here.
First, the geometry is optimized and subsequently, a frequency analysis is per-
formed. A scaling factor of 0.965 is applied to scale the calculated vibrational
frequencies consistent with the NIST database [316]. In the NIST database [316],
these kind of well-established scaling factors are tabulated to improve the agree-
ment between QM and experiments for different basis sets and levels of theory.
To compute the residual part of the heat capacity of the pure ILs, MC simula-
tions in the N PT ensemble are conducted. For [emim][Tf2N] and [emim][SCN],
simulations are performed with 55 and 70 molecules, respectively. After reaching
equilibrium, between 22 and 24 million MC cycles are conducted to compute the
residual heat capacity according to Eq. 6.18. Again, translational, rotational, and
configurational-bias Monte Carlo trial moves with equal probability are consid-
ered for the ILs and the probability of a volume change trial move is 1%.

For the enthalpy of absorption, the energies for NH3/IL mixtures are com-
puted in the osmotic ensemble simultaneously with the NH3 solubility. For pure
ILs, energies are computed from simulations in the N PT ensemble together with
the residual heat capacity. Additional, N PT simulations at the same conditions
are conducted for pure NH3. These simulations are performed with 160 mole-
cules. First the systems are equilibrated, and then continued for 105 production
cycles. Translational and rotational Monte Carlo trial moves with an equal prob-
ability are considered for NH3. Volume change trial moves have a probability of
1%.
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Figure 6.3: Computed NH3 solubilities (blue/green/cyan/magenta) in (a) [emim][Tf2N] and (b)
[emim][SCN], compared to solubilities calculated with the NRTL model (black), experimental data
(open), and simulation results of Shi and Maginn [139] (red) at 308.15 K (H), 347.15 K ( ), 373.15
K (■), and 393.15 K (�). The determined standard error is smaller than the size of the symbols.

6.5. RESULTS AND DISCUSSION

6.5.1. NH3 SOLUBILITY

In accordance with the conditions occurring in the VAR cycle, the solubility of
NH3 is computed in [emim][Tf2N] and [emim][SCN] at 308.15 K, 347.15 K, 373.15
K, and 393.15 K for pressures between 4 bar and 19 bar. The computed results for
[emim][Tf2N] and [emim][SCN] are shown in Fig. 6.3 (a) and Fig. 6.3 (b), respec-
tively. The simulation results (colored) are compared to the NRTL model (black).
Results of experimental measurements are shown exemplary as open symbols.
The predictions of the Monte Carlo simulations are in qualitative agreement with
the NRTL model. The comparison between experimental and simulation results
shows that the high solubility of NH3 in the two ILs and the influence of tem-
perature and pressure are reproduced. The average relative deviation between
the NRTL model and Monte Carlo simulations is 17-28% for [emim][Tf2N], and
20-29% for [emim][SCN], whereby our Monte Carlo simulations predict a higher
solubility of NH3 in the ILs than the NRTL model. The relative deviations de-
crease at higher pressures indicating that the force field performs better at higher
loadings of NH3. At higher loadings of NH3, NH3-NH3 interactions become more
important. The TraPPE force field of NH3 is designed for VLE data and describes
these interactions well. The magnitude of the deviations observed between com-
puted values and experimental results is comparable with the work of Shi and
Maginn [139] and Urukova et al. [317] who also computationally investigated
highly soluble gases in ILs. Shi and Maginn [139] also computed the absorp-
tion of NH3 in [emim][Tf2N]. For comparison, one of the absorption isotherms
computed by these authors is shown in Fig. 6.3 (a) (dashed line). The force
field of [emim][Tf2N] used in this work is almost identical to the one used by
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Shi and Maginn [139]. The only difference is that Shi and Maginn [139] con-
siders the IL completely flexible. However, their force field describes NH3 with
smaller charges and a smaller Lennard-Jones energy parameter. These differ-
ences in the description of NH3 result in a poorer prediction of the VLE of pure
NH3. In contrast to our results, these authors underpredict the solubility of NH3

in [emim][Tf2N]. This suggests that NH3/IL interactions play a major role. De-
viations in the predicted solubility can be ascribed to the applied force fields.
Hence, improvements in the force field parameters are required. Nevertheless,
Monte Carlo simulations can be used to predict thermodynamic properties at
high temperatures and pressures which are otherwise difficult to determine ex-
perimentally [291]. A recently published COSMO-RS study reports an average
under-prediction of 34% for vapor pressures of a large set of NH3/IL mixtures
[298]. However, these authors did not provide detailed conditions which makes a
direct comparison impossible. Experimental solubilities of NH3 in [emim][Tf2N]
have been measured up to 347.6 K. Using the NRTL model to extrapolate the sol-
ubility results in a change of the curvature of the absorption isotherm for 393.15
K (see Fig. 6.3 (a)). This change in curvature is not expected since the nature of
the physical interactions between the IL and NH3 should remain similar. There-
fore, the change in curvature might be an artifact of the extrapolation using the
NRTL model. Hence, we recommend caution when using the NRTL model to
extrapolate experimental data. For the extrapolation of experimental data, the
qualitative behavior predicted by Monte Carlo simulations may be more reliable
[291].

6.5.2. IL HEAT CAPACITY

The total heat capacity for [emim][Tf2N] and [emim][SCN] is obtained by sum-
ming up the ideal gas part and the residual part (Eq. 6.15). In Fig. 6.4, the
computed and experimental heat capacities [292, 293, 310, 311, 318] are com-
pared as functions of temperature. The computed values for both ILs are in
agreement with experimental data. Average deviation between the experimental
and the computed heat capacities are around 4% and 2.5% for [emim][Tf2N] and
[emim][SCN], respectively. For temperatures from 303.15 K to 333.15 K, the resid-
ual heat capacity is computed at 6.1505 bar (evaporation pressure) while for tem-
peratures from 343.15 K to 393.15 K, it is computed at 13.508 bar (condensation
pressure). The experimental uncertainty is large which is depicted by the high
degree of scatter between the different experimental data sets. For usage in the
cycle model, the computed heat capacities are fitted to a quadratic polynomial
in temperature. The resulting parameters are shown in Table 6.1. Subsequently,
the enthalpies of the pure IL at different cycle conditions can be calculated from
Eq. 6.2.
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Figure 6.4: Comparison between computed total heat capacities (blue), computational results of
Tenney et al. [137] (black), and experimental measurements of Ge et al. [293] (green), Paulechka
et al. [310] (cyan), Ferreira et al. [292] (magenta), Navarro et al. [311] (purple), and Ficke et al. [318]
(orange) for (a) [emim][Tf2N] and (b) [emim][SCN].

Table 6.1: Parameters used to fit the polynomial describing the temperature dependency of the
heat capacity (c̄IL

p = a +bT + cT 2) to our simulation results.

ILs a /[J kg−1K−1] b /[J kg−1K−2] c /[J kg−1K−3]
[emim][Tf2N] -429.51 7.338 -6.429·10−3

[emim][SCN] -552.20 10.947 -1.167·10−2

6.5.3. ENTHALPY OF ABSORPTION

The computed enthalpies of absorption from Monte Carlo simulations are re-
ported in Table 6.2 and compared to the results obtained from the RK-EoS. The
enthalpies of absorption computed from Monte Carlo simulations show a con-
sistent trend and are negative for all computed conditions. The determined ab-
solute values increase as the temperature decreases and as the concentration
of NH3 increases. This behavior signifies attraction between the ILs and NH3,
which is consistent with the results reported by Shi and Maginn [139]. Enthalpies
of absorption from Monte Carlo simulations are consistently larger than the ones
from the RK-EoS. In addition, the EoS predicts positive heats of absorption for
[emim][SCN] and temperatures higher than 373 K. Without experimental data,
it is difficult to comment on the accuracy of the obtained data and further ex-
periments are necessary. However, it is known that it is problematic to describe
the phase behavior of polar nonvolatile compounds such as ILs with a cubic EoS
[319]. Hence, the enthalpies of absorptions predicted from molecular simulation
might be more reliable.
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Table 6.2: Enthalpies of absorption at different cycle conditions computed from Monte Carlo sim-
ulations and the RK-EoS (Eqs. 6.21 and 6.22).

Monte Carlo sim. RK-EoS
ILs T P wNH3 ∆h̄abs wNH3 ∆h̄abs

/[K] /[bar] /[kg kg−1] /[kJ kg−1] /[kg kg−1] /[kJ kg−1]
308.15 6.15 0.1086 -144.2±9 0.0688 -63.27

[emim] 347.15 13.15 0.0766 -94.6±12 0.0576 -42.87
[Tf2N] 373.15 13.15 0.0404 -51.5±17 0.0290 -15.98

393.15 13.15 0.0277 -28.7±7 0.0123 -4.61
308.15 6.15 0.2235 -293.8±3 0.1159 -94.42

[emim] 347.15 13.15 0.1480 -184.9±5 0.1045 -58.67
[SCN] 373.15 13.15 0.0822 -99.4 ±6 0.0580 -0.78

393.15 13.15 0.0544 -54.7 ±6 0.0357 22.71

6.5.4. CIRCULATION RATIO

The circulation ratio f is defined as the ratio between the mass flow rate of the
strong NH3 solution leaving the absorber and the mass flow rate of refrigerant
(see Eq. 6.8). The value of f depends solely on the solubility of NH3 in the ab-
sorbent. It is an important performance parameter as it is directly related to size
and cost of equipment [170]. The calculated values for f as a function of TGEN

following from Monte Carlo simulations and the NRTL model for both ILs are
compared in Fig. 6.5. Deviations between the circulation ratio predicted from
the NRTL model and from Monte Carlo simulations can be observed. The av-
erage deviation for NH3/[emim][Tf2N] is 50% and 67% for NH3/[emim][SCN].
The reason for these deviations is the discrepancy in the calculated NH3 solubil-
ity (see Eq. 6.8). This deviation is particularly important for low-end generation
temperatures. At these temperatures, the solubility of NH3 in the ILs is very high
(above 60 mole %). Hence, the mass flow rate of the IL in comparison to NH3 is
relatively low. This results in a sensitivity of f towards changes in the solubility of
NH3. For both ILs, the simulations overestimate the solubility of NH3 and there-
fore predict lower mass fractions of ILs. As TGEN increases, the mass fraction
of the ILs in the weak solution increases and f decreases to a nearly constant
value at high-end generation temperatures. A high circulation ratio raises the
generation heat input according to Eqs. 6.6. Therefore, it is not recommended to
operate a VAR cycle at low TGEN.
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Figure 6.5: Comparison between f calculated with NH3 solubilities from Monte Carlo simulations
(colored) and from the NRTL model (black) for [emim][Tf2N] ( ) and [emim][SCN] (■). The cycle
conditions in this work are: TCON = 35 ◦C, TABS = 30 ◦C, TEVA = 10 ◦C, TGEN = 74-120 ◦C, PEVA =

6.15 bar, and PCON = 13.5 bar.

6.5.5. COEFFICIENT OF PERFORMANCE

Fig. 6.6 shows the comparison between the COP calculated from simulations
(Monte Carlo simulations and quantum mechanical calculations) and the tradi-
tional approach (NRTL/EoS model) for both working pairs as a function of TGEN.
A different trend of the COP can be observed for both approaches. The COP

predicted from simulations is almost constant over the whole range of consid-
ered end generation temperatures. In contrast, the COP based on the NRTL/EoS
model increases rapidly with TGEN for low temperatures. This behavior results
from a strong temperature dependency of the circulation ratio for low TGEN (see
Fig. 6.5). For our simulations, a smaller value of f than for the NRTL model
is predicted for both ILs. A smaller f decreases the required heat input for the
generator (see Eq. 6.6) and therefore has a favorable impact on the COP , which
explains the larger COP for the simulation approach for low TGEN. However, for
high TGEN, the larger enthalpy difference predicted from simulations between
the solutions entering (state point 4) and leaving (state point 7) the generator
affects the COP even more (see Table 6.2) and results in smaller COPs for the
computational approach. The difference in the heat capacity predicted from
simulations and measured experimentally is rather small and is therefore not
causing significant changes in the COP prediction. For the COP , the average
deviation between the two approaches is 32% and 38%, for NH3/[emim][Tf2N]
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Figure 6.6: Comparison between the COP calculated from simulations (colored) and from the
NRTL/EoS model (black) for [emim][Tf2N] ( ) and [emim][SCN] (■). The cycle conditions in this
work are: TCON = 35 ◦C, TABS = 30 ◦C, TEVA = 10 ◦C, TGEN = 74-120 ◦C, PEVA = 6.15 bar, and
PCON = 13.5 bar.

and NH3/[emim][SCN], respectively. Overall, the results show that, for the inves-
tigated cycle model, NH3/[emim][Tf2N] performs better than NH3/[emim][SCN]
for a preset TGEN. This statement is true for both NRTL/EoS model and simula-
tions.

6.6. CONCLUSIONS
It has been shown that computational predictions of thermodynamic properties
from Monte Carlo simulations along with quantum mechanical calculations can
be used to predict the performance of a SE-VAR cycle. The approach has been
demonstrated for NH3/[emim][Tf2N] and NH3/[emim][SCN]. For these working
pairs solubility, heat capacity, and enthalpy of absorption are computed at vari-
ous cycle conditions. Subsequently, the circulation ratio f and the coefficient of
performance COP are determined with a developed model of the cycle. The only
prerequisite for the simulation based approach is a force field describing the in-
teractions between the absorbent and the ions of the ionic liquids, as well as the
intramolecular interactions of the ions. The determined thermodynamic prop-
erties and performance parameters are compared to a NRTL/EoS model which is
fitted to experimental data. Average deviations in COP between the traditional
and the simulation based approach of 32% and 38%, for NH3/[emim][Tf2N] and
NH3/[emim][SCN], respectively, were observed. For the circulation ratio f , the



6

98 6. MOLECULAR SIMULATION TO PREDICT THE PERFORMANCE OF VAR CYCLES

average deviations between the traditional and the simulation based approach
are around 50% for NH3/[emim][Tf2N] and 67% for NH3/[emim][SCN]. The ob-
served deviations are mainly due to discrepancies of the enthalpies of absorption
predicted with the RK-EoS and with simulations, and the overprediction of the
solubilities of NH3 in the ILs by Monte Carlo simulations. These results show that
accurate force fields for the investigated working pairs are crucial. To enable the
systematic computational screening of working pairs for VAR cycles, this issue
needs to be further addressed. Two major problems are worth mentioning con-
cerning the traditional approach. First, the extrapolation with the NRTL model
of the NH3 solubility in the investigated ionic liquids to temperatures higher than
experimentally measured is questionable. Deviations in the solubility can signif-
icantly influence f and thereby the COP . Second, the absence of experimental
data for the enthalpy of absorption introduces a considerable uncertainty for the
predicted enthalpy of absorption. Therefore, an error of unknown magnitude ex-
ists for this thermodynamic property. This error can also have a significant im-
pact on the COP . Simulation techniques show potential to mitigate these issues.
They can play an important role in the prediction of thermodynamic proper-
ties for conditions under which experiments are challenging to perform (such as
high temperatures and high pressures) and the prediction of mixture properties
(such as the enthalpy of absorption). We feel that the presented computational
approach seems to be a reasonable choice in the complete absence of experi-
mental data.



7
AMMONIA/IONIC LIQUID BASED

DOUBLE-EFFECT ABSORPTION

REFRIGERATION CYCLES DRIVEN BY

WASTE HEAT FOR COOLING IN

FISHING VESSELS

This chapter is based on the paper: M. Wang, T. M. Becker, B. Schouten, T. J.
H. Vlugt, and C. A. Infante Ferreira. Ammonia/ionic liquid based double-effect
vapor absorption refrigeration cycles driven by waste heat for cooling in fishing
vessels. Energy Conversion and Management, 174 (2018) 824-843 [320].

7.1. INTRODUCTION
Global warming is a critical issue that impacts our society. According to the In-
ternational Maritime Organization [291], maritime transport emits around 1000
million tons of carbon dioxide (CO2) annually and is responsible for about 2.5%
of global greenhouse gas emissions along with 15% and 13% of global NOx and
SOx emissions. Fishery is a major part of the maritime transport sector. Ves-
sels for pelagic seas usually demand refrigeration plants, which consume fuel or
electricity onboard [321]. The refrigeration plant is one of the largest electric-
ity consumers onboard of fishing vessels, typically using 50% of the total power
[322]. Diesel engines are normally used for propulsion and on-board electricity
generation in trawlers. The engines also produce a significant amount of waste

99



7

100 7. AMMONIA/IONIC LIQUID BASED DOUBLE-EFFECT VAR CYCLES

heat [323]. A study by MAN Diesel & Turbon LTD [324] shows that a large 2-stroke
marine diesel engine may waste 50% of total fuel energy and that 25.5% of this
total energy is wasted through exhaust gas (250 - 500 ◦C) [321].

Heat activated VAR cycles provide opportunities to recover waste heat and
use it to cool down fish and onboard space. Fernández-Seara et al. [325] de-
signed, modeled, and analysed a gas-to-thermal fluid waste heat recovery system
based on an ammonia/water (NH3/H2O) cycle for onboard cooling applications.
Cao et al. [326] carried out a study on a water/lithium bromide (H2O/LiBr) VAR
cycle powered by waste heat for space cooling in a cargo ship. In their study, the
cooling COP is 0.6 and an electricity-based coefficient of performance (COP )
could be up to 9.4. Thereby, fuel consumption and CO2 emission for the cooling
system are reduced by 62%. Recently, Salmi et al. [323] modeled both a H2O/LiBr
SE-VAR cycle and a NH3/H2O refined cycle for cooling on a bulk carrier ship with
waste heat recovered from exhaust gases, jacket water and scavenge air cooler.
The VAR cycle has a theoretical potential to save 70% of electricity in compar-
ison to a compression air-conditioning system. They also pointed out that the
H2O/LiBr cycle is more efficient (COP of 0.75-0.85) and NH3/H2O is more suit-
able for below-freezing-point cooling (COP of 0.5).

Exhaust gases seem to be the best source of waste heat onboard to drive
absorption chillers, even though they cannot be cooled down below 167 ◦C to
avoid sulfur corrosion [323]. At temperatures above 150 ◦C, double-effect vapor
absorption refrigeration (DE-VAR) cycles, in which the refrigerant is generated
twice, are able to achieve higher thermal efficiencies by taking advantage of the
higher temperature of the heat sources [327]. Usually, these cycles utilize the
working pair H2O/LiBr, which cannot meet the demand of below-freezing-point
cooling. With NH3/H2O, the DE-VAR cycle is not feasible on fishing vessels due
to the need of rectifiers which introduce a higher complexity.

To use exhaust gas at higher temperatures for below-freezing-point cooling
onboard, NH3 in combination with an IL is proposed as working pair for the use
in DE-VAR cycles. Previous studies of NH3/IL working pairs were conducted at
temperature and pressure ranges suitable for SE-VAR cycles. The DE-VAR cycle
requires VLE data at higher temperatures and higher pressures, which have not
been measured experimentally. Previously, Wang and Infante Ferreira [328] in-
vestigated nine NH3/ILs working pairs in DE absorption cycles for application
in refrigeration and heat pump systems. The used VLE properties were obtained
by simply extrapolating the ones at temperatures and pressures available for SE-
VAR cycles. Schouten [329] used the same extrapolated properties for a DE-VAR
cycle in a series design. We showed in the previous chapter that molecular sim-
ulation is able to predict relevant thermophysical properties for temperatures
and pressures applied in SE-VAR cycles, but also pointed out that improved force
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Figure 7.1: Outline showing the different simulation scales considered in this study.

fields are needed for an accurate prediction of the cycle performance.
In this chapter, a DE-VAR cycle in parallel configuration which is driven by

heat recovered from diesel engines using NH3/IL working pairs is proposed for
refrigeration applications in fishing vessels. A multi-scale method is applied to
study its performance, from a molecular level to a system integration level, as
shown in Fig. 7.1. First, an adjusted force field is used in Monte Carlo simula-
tions to predict VLE properties in high temperature and high pressure conditions
of the three selected NH3/IL working pairs. Together with the experimental VLE
and heat capacities, the VLE data are correlated and mixture enthalpies are pre-
dicted. These thermophysical properties are then used for the evaluation of the
DE-VAR cycle. After considering practical concerns, a case study based on a real
vessel operating in high-latitude conditions is carried out to check the techno-
economic feasibility of the integrated system in practice.

7.2. PROPERTIES OF WORKING PAIRS
The ILs under consideration are [emim][SCN], [bmim][BF4], and [emim][Tf2N].
Previously, the corresponding NH3/IL working pairs were identified showing higher
COPs than NH3/H2O in SE absorption cycles [170]. Additionally, these ILs are
commercialized, their thermophysical properties, and the required force fields
are accessible. Hence, these ILs are selected for further study.
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7.2.1. BINARY VAPOR-LIQUID EQUILIBRIA

For the three studied NH3/IL working pairs, experimental VLE data measured
by Yokozeki and Shiflett [136, 165] only cover the conditions suitable for SE-VAR
cycles. To extend the VLE data of these fluids for DE-VAR cycles at higher tem-
peratures and pressures, Monte Carlo simulations are conducted. The data from
experimental sources together with simulated ones are correlated with the NRTL
model for usage in the studied cycle.

MONTE CARLO SIMULATIONS

Molecular simulation is a powerful tool to predict the behavior of materials [15].
In this type of simulation, thermodynamic properties are computed based on
force fields which describe interactions between molecules [281]. Comparable
to the NRTL model, these force fields are often developed by correlating experi-
mental data. However, the potential to predict properties outside the correlated
data is often better than with traditional models and hence molecular simula-
tion can be used to extend existing experimental data [131]. Here, Monte Carlo
simulations were performed to obtain solubility data of NH3 in 3 different ILs at
higher temperatures than measured experimentally.

As shown in the previous chapter, the osmotic ensemble [144] can be applied
to compute the uptake of gases in ILs. Thereby, the temperature, the pressure, the
number of solvent molecules, and the fugacity of the solute are fixed, while the
volume of the system, and the number of solute molecules can fluctuate. Here,
the Continuous Fractional Component Monte Carlo method is applied to insert
and delete solute molecules [139, 144, 145, 167, 303, 305, 306]. After the equi-
libration phase, the total amount of solute molecules in the system determines
the gas uptake at the chosen conditions. The details of the conducted simula-
tions can be found in the previous chapter.

All force fields considered in this work are taken from literature. The force
fields for ILs are from Tenney et al. [137] (for cation [emim+] and anion [SCN−]),
Liu et al. [29] (for cation [bmim+] and anion [Tf2N−]), and Canongia Lopes and
Pádua [330] (for anion [BF−

4 ]). For NH3, the TraPPE force field is used [302]. In the
simulations, parts of the cations and NH3 molecules are considered to be rigid
while the alkyl part and anions are flexible. A summary of force field parame-
ters is provided in the Supporting Information of Wang et al. [320]. The Ewald
summation technique with a relative precision of 10−5 [15] is used to calculate
electrostatic interactions. Lennard-Jones interactions are truncated and shifted
at 12 Å without applying tail corrections. Polarization is not explicitly consid-
ered in the simulations. The simulations are conducted with the RASPA software
package [225, 226].

Unfortunately, commonly used force fields do not predict the solubility of
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Figure 7.2: Comparison between the simulated (SIM) and experimental (EXP) VLE data [136, 165]
for the working pairs: (a) NH3/[emim][SCN], (b) NH3/[bmim][BF4] and (c) NH3/[emim][Tf2N].
The shown error bars of the simulated data represent the 95% confidence interval.

NH3 in ILs accurately (cf. chapter 6). To overcome this limitation, the binary
mixing rule of the Lennard-Jones energy parameters, ǫ, between NH3 and ILs in
Monte Carlo simulations has been scaled to fit the experimental solubility for
available conditions. The applied mixing rule is:

ǫ = k ·
√

ǫNH3 ·ǫIL (7.1)

By adjusting ǫ, the interaction strength between NH3 and the ILs is changed.
Different interaction strengths between the molecules were tested to find the
one that predicts the best behavior in regard to the experimental data. The ap-
plied scaling parameter, k, is respectively 0.78, 0.15, and 0.78 for [emim][SCN],
[bmim][BF4] and [emim][Tf2N]. To validate the quality of the adjusted force field,
a comparison between the computed solubilities (dashed curves) with the ad-
justed force fields and the experimental data [136, 165] (solid curves) is provided
in Fig. 7.2. In the case of [bmim][BF4] (Fig. 7.2 (b)), the computed solubility
without adjusting force field is shown (dotted curves). It can be observed that
the qualitative trend of the gas uptake of these simulations is similar, while the
absolute values are significantly overestimated. After the scaling of the mixing
rule, the simulation results agree well with the experimental data for all inves-
tigated ILs and for varying temperatures. The average 95% confidence interval
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Figure 7.3: Experimental data and the correlations of (a) densities [318, 331, 332], and (b) heat
capacities [292, 310, 311, 333, 334] of the three studied ILs.

for the computed solubilities used in the cycle calculations for [emim][SCN],
[bmim][BF4], and [emim][Tf2N] is 2.8%, 1.7%, and 2.9%, respectively.

CORRELATION OF VAPOR-LIQUID EQUILIBRIA

The NRTL model has been shown as a suitable model to correlate and predict
VLE of ILs-based working pairs [312]. The experimental vapor pressures of bi-
nary NH3/IL systems have been regressed to the NRTL model as explained by
Wang and Infante Ferreira [170]. Subsequently the operating concentrations of
solutions can be determined. The form of the NRTL model can be found in Wang
and Infante Ferreira [170]. Note that for data points at temperatures above the
critical point of NH3, an extrapolation of the vapor pressure equation is used for
an easy processing of the data [167]. In particular, an extrapolation of the Antoine
equation is applied.

7.2.2. DENSITIES AND HEAT CAPACITIES

Densities of pure [emim][SCN], [bmim][BF4] and [emim][Tf2N] have been re-
ported by Ficke et al. [318], Matkowska and Hofman [331], Tariq et al. [332] re-
spectively. Specific heat capacities of [emim][SCN] are from the work of Navarro
et al. [311]. The combined data reported by Paulechka et al. [333] and Nieto de
Castro et al. [334] are used for the specific heat capacities of [bmim][BF4]. For
[emim][Tf2N], the data of specific heat capacities were reported by Paulechka
et al. [310] and Ferreira et al. [292] for different temperature ranges. These data
are plotted in Fig. 7.3, as functions of temperature. Correlations of the data are
listed in Table 7.1. Currently, densities and heat capacities of the studied NH3/IL
mixtures have not been reported. Eq. 7.2 provides a general form of ideal solution
properties, which is based on weighted average of properties from both compo-
nents:

Msol = wNH3 MNH3 +wILMIL (7.2)



7.2. PROPERTIES OF WORKING PAIRS

7

105

Table 7.1: Molecular weights (Mw) and correlations of relevant thermophysical properties for the
3 investigated ILs at 1 bar * (Densities [318, 331, 332] and heat capacities [292, 310, 311, 333, 334]).

IL
Mw ρ cp
[kg/kmol] [kg/m3] [kJ/(kg·K)]

[emim][SCN] 169.25 ρ = 1296−0.602 ·T cp = 0.6882+0.0032 ·T

[bmim][BF4] 226.02 ρ = 1416−0.719 ·T cp = 1.119+1.83 ·10−3 ·T −4.879 ·10−7 ·T 2

[emim][Tf2N] 391.31 ρ = 1812−0.984 ·T cp = 0.5644+3.56 ·10−3 ·T −3.674 ·10−6 ·T 2

* T in K.

The equation is used to estimate densities and heat capacities for the investi-
gated mixtures. The applied simplification is verified with the density data of six
NH3/IL mixtures reported by Cera-Manjarres [169]. The maximum relative de-
viation is 6.5%. Moreover, the equation for the heat capacities has been verified
with data of H2O/[mmim][DMP] from Dong et al. [163]. In their case, the rela-
tive deviation is smaller than 4% [170]. The applicability of the equation has also
been checked by the authors for the H2O/[emim][DMP] solution, for predicting
the solution enthalpy and cycle performance. No obvious difference has been
observed in comparison to using the heat capacity of the real solutions [312].

7.2.3. ENTHALPIES

The enthalpy of pure NH3 is directly obtained from NIST’s Refprop [335]. For a
saturated solution at T , P and with a NH3 mass fraction of wNH3 , the total en-
thalpy of the solution, hsol

sat, is provided by,

hsol
sat

(

T,P, wNH3

)

=wNH3 hNH3 (T )+wILhIL (T )+∆hmix
(

T,P, wNH3

)

(7.3)

where enthalpies of NH3 are chosen at its saturated liquid state for cases below
the critical temperature. For temperatures above the critical point of NH3, the
ideal gas enthalpy is added to the enthalpy at the critical point, following the
work of Chen et al. [167]:

hNH3 (T ) |T>Tc = hNH3 (Tc)+
∫T

Tc

c
NH3
p,ig dT (7.4)

For the ILs, enthalpies are calculated based on their pure heat capacities cIL
p ,

hIL (T ) = h0 (T0)+
∫T

T0

cIL
p dT (7.5)

The experimental mixing enthalpy ∆hmix used in Eq. 7.3 has not been reported
for the studied NH3/IL working pairs. For an alternative NH3/IL working pair, the
authors have quantified this term using various thermodynamic models [312].
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The calculation has shown that the exothermic effect of mixing NH3 and IL is less
than that of mixing H2O and IL. Furthermore, it has been shown that neglecting
∆hmix does not significantly change the total enthalpy and the COP in a SE-VAR
cycle with NH3/IL working pairs [312]. Therefore, in the following calculations,
the effect of the mixing enthalpy is neglected.

For solutions at subcooled conditions T , P and wNH3 , enthalpies can be ob-
tained by subtracting the subcooled part from the corresponding saturated solu-
tion,

hsol
sub

(

T,P, wNH3

)

=h
(

Tsat,P, wNH3

)

−

∫Tsat

T
csol

p dT (7.6)

7.3. CYCLE CONFIGURATION AND MODELING METHOD
In the following Section, the configuration and modeling method of the stud-
ied DE-VAR cycle are presented. Besides, an alternative choice, the generator-
absorber heat exchange (GAX) cycle with NH3/H2O, is introduced for the sake of
comparison. The GAX cycle is promising in combination with high temperature
heat sources [327].

7.3.1. DOUBLE-EFFECT ABSORPTION REFRIGERATION CYCLE

Fig. 7.4 depicts a schematic representation of a double-effect absorption system
in parallel configuration. The main feature of the parallel DE-VAR cycle is that
the strong solution (strong in refrigerant NH3), pumped from the absorber (ABS),
is divided into two parallel streams after being heated in the solution heat ex-
changer (SHX1). The two sub-streams are heated in two generators (GENs) to
generate refrigerant vapor: One sub-stream is heated in the high pressure gen-
erator (HG) by the external heat source at a high temperature. In the HG, su-
perheated refrigerant vapor is generated which continues to the high pressure
condenser (HC). The second sub-stream is heated in the low pressure generator
(LG) to generate more refrigerant vapor. The heat is supplied by condensation
of the superheated refrigerant vapor in the HC. The HC and LG are coupled in
an intermediate heat exchanger (iHX). Key state points of the solutions are il-
lustrated qualitatively in both ln P-(-1/T ) and h −w diagrams in Fig. 7.5. Cycle
5-8-9-11a-11-13-5 shows the sub-stream passing the HG and cycle 5-7c-11b-11-
13-5 represents the other sub-stream passing the LG. The distribution ratio (DR)
is the ratio of the mass flow of the solution passing the HG and the total mass
flow:

DR =
ṁ8

ṁ5
(7.7)

To create an integrated model for the thermodynamic analysis of the DE-VAR
cycle, several assumptions are made to simplify the calculations:
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Figure 7.4: Schematic diagram of the studied DE-VAR cycle in parallel configuration. A non-
volatile absorbent absorbs refrigerant in the absorber (ABS). The solution is then split and pumped
to the high and low pressure generators (HG and LG) to generate refrigerant vapor. The blue circle
identifies the parallel sub-streams leaving and returning the ABS. The refrigerant vapor generated
in the HG is used to heat the LG. The two refrigerant streams are mixed in the condenser (CON)
and continue through the valve and the evaporator (EVA) to generate the cooling effect.
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(a) (b)

Figure 7.5: The state points (referring to Fig 7.4) of the solution stream plotted in (a) a lnP−(−1/T )
diagram and (b) a h −w diagram. State points 11, 11a and 13 which share the same pressure and
mass fraction with state points 11’, 11a’, and 13’, respectively, are at subcooled conditions. For state
points 7c and 8 a possibility of refrigerant boil off exists. The portions of saturated solutions are
denoted as 7c’ and 8’, respectively.

• The system operates in a steady state.

• The operating pressures of the absorber and the evaporator are identical,
and similarly, the pressure of each generator is equal to its directly linked
condenser.

• In the outlets of the two condensers and the evaporator, the refrigerant
streams are in a saturated liquid or saturated vapor state, respectively. The
solutions are in equilibrium state while leaving the two generators and the
ABS.

• The pinch temperature of the SHXs is assumed as 10 K. The pinch temper-
ature of the iHX is set to 5 K. The effectiveness of the HX1 is assumed to be
75%.

• Heat losses and pressure losses are neglected.

• Throttling is an isenthalpic process.

For each component shown in Fig. 7.4, the mass, species and energy balances
are implemented. For instance, for the ABS shown in Fig. 7.4, the balances are:

ṁ4 +ṁ13 = ṁ5 (7.8)

ṁ4 +w13ṁ13 = w5ṁ5 (7.9)

ṁ4h4 +ṁ13h13 = ṁ5h5 +Q̇abs (7.10)

The power consumption of the solution pump, Ẇp, can be calculated by,

Ẇp =
ṁ5

ρsol

Phpg −Peva

ηp
(7.11)
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Figure 7.6: Flow-chart for the thermodynamic modeling of the DE-VAR cycle in parallel configura-
tion. Mass, species and energy balances are applied for each component. Iterations of T15 and T7
are implemented to close energy balances of the iHX and the two SHXs.
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The calculation procedure for the cycle is illustrated in Fig. 7.6. The temperature
of state point 7, which is between two SHXs, is obtained iteratively by closing
the energy balances of both SHXs. Another iteration is required to determine
the temperature of state point 15, which can be calculated based on the energy
balance of the iHX. The coefficient of performance, COP , of a cycle for cooling is
defined as,

COP =
Q̇eva

Q̇hpg +Ẇp
(7.12)

The circulation ratio, f , is defined as the ratio between the mass flow of the pump
stream and the mass flow of refrigerant. f can be obtained via mass and species
balances around the ABS,

f =
ṁ5

ṁ4
=

1−w13

w5 −w13
(7.13)

This model was previously validated by Vasilescu and Infante Ferreira [336] for
an air-conditioning application with a LiBr/H2O working pair.

7.3.2. GENERATOR-ABSORBER HEAT EXCHANGE CYCLE

NH3/H2O GAX cycles have been claimed to be suitable for applications with a
heat source at high temperatures [327]. As shown in Fig. 7.7, the promising ther-
mal performance of this cycle is achieved by coupling the heat between partial
sections of the GEN and the ABS. A perfect operation of the GAX cycle relies on
the accurate identification of temperature profiles of sections in ABS and GEN
where the heat can be coupled. This kind of heat coupling is difficult to achieve
in practice. However, the GAX cycle represents “a compelling theoretical pos-
sibility” [327]. Therefore it is used as a benchmark to compare the DE-VAR cy-
cle with. The modeling of the GAX cycle is based on the method introduced by
Herold et al. [327]. During the heat coupling, both the available heat in the ABS
and the required heat in the GEN can be obtained through mass and energy bal-
ances, by assuming that solution and vapor streams are in counter-current flow.
The heat that is transferred in the GAX cycle is the minimum between the avail-
able and required heat of vapor generation. The rectifier is analyzed as an ideal
device that produces vapor with 99.5% NH3.

7.4. INTEGRATED FISHING VESSEL
A trawler vessel is taken into consideration for the following case studies. The
required cooling capacity in this vessel is provided by the refrigeration seawa-
ter plant (RSW), chilled water plant (CWP), and freezing plant (FP). Currently,
the plants are all configured with vapor compression refrigeration systems. The
RSW and CWP apply NH3 as refrigerant, while the FP is a NH3/CO2 cascade sys-
tem (NH3 is used in the high temperature circuits). The technical characteristics
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Figure 7.7: Schematic diagram of a standard NH3/H2O GAX cycle [327]. The main feature of the
GAX cycle is that the final stages of its ABS have higher temperatures than the flow in the first
stages of the GEN. The heat from the ABS is recycled to heat up later stages in the GEN. The weak
NH3/H2O solutions absorb NH3 vapors from the EVA and experience an internal heat recycling in
the ABS before they are pumped into the GEN. Vapors leaving the GEN are mixtures of NH3/H2O,
which are purified in the rectifier (REC). NH3 vapor is treated similarly as in the DE-VAR cycle to
generate the cooling effect.
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Table 7.2: Cooling capacities, temperatures and power consumptions of the refrigeration plants
(RSW, CWP and the NH3 circuits of FP) used in the studied trawler vessel, for two typical climate
situations.

Q̇eva Teva Ẇ

[kW] [◦C ] [kW]
RSW plant 2·1416 -5 2·414

32 ◦C heat sinkCWP 2·880 -5 2·222
FP (NH3 circuits) 2·900 -5 2·253

RSW plant 2·1556 -5 2·271
16 ◦C heat sinkCWP 2·954 -5 2·152

FP (NH3 circuits) - - -

Table 7.3: Typical operating modes of the fishing vessel, main engine loads, and the corresponding
flow and temperature of the exhaust flue gas.

Operation mode Duration
per year
[hour]

Main
engine
load [-]

Exhaust
gas flow
[kg/s]

T of
exhaust
gas [ ◦C]

Mode 1 Fishing with production 5400 90% 15 340
Mode 2 Fishing without production 400 90% 15 340
Mode 3 Sailing to fishing zone and pre-cooling 320 70% 12 326.5
Mode 4 Placing or retrieving nets, pumping

fish on board
1200 40% 8.75 307.4

Mode 5 Unloading or out of service 1440 0% - -

are listed in Table 7.2. It is investigated if the proposed IL-based DE-VAR cycle
has the potential to replace the current plants entirely or partially. Scavenge air,
jacket water, and exhaust gas are among the main waste heat sources from the
diesel engines as illustrated in Fig. 7.8. The heat released via the exhaust gas takes
up approximately 50% of total wasted heat [324]. Here, the exhaust gas after the
turbine is used. The studied ship is equipped with a Wärtsilä diesel engine of
type 12V38 for propulsion [337]. The properties of the exhaust gas are shown
in Fig. 7.9, which is copied from the official project guide [337]. Note that the
data for an operation under 40% load are based on extrapolations. Operations of
the engine can be classified into five typical modes, which are listed in Table 7.3.
Corresponding exhaust gas properties are identified from Fig. 7.9.

7.5. RESULTS AND DISCUSSION
Following the proposed multi-scale method, the results of the property level, cy-
cle level, and integrated system level are discussed in this Section.
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Figure 7.9: Exhaust gas flow and temperature (after the turbine) of the studied diesel engine 12V38
for different engine loads [337]. The solid curve denotes the flow rate of the exhaust gas and the
dashed curve denotes its temperature after the turbine.
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Table 7.4: Fitted interaction parameters used for the NRTL model (following the same notations as
in Ref. [170]) for the studied NH3/IL working pairs.

IL α τ(0)
12 τ(1)

12 τ(0)
21 τ(1)

21
[-] [-] [K] [-] [K]

[emim][SCN] -0.0320 -20.18 4342.10 11.07 -2084.20
[bmim][BF4] -0.0001 -481.23 2740.10 456.75 -2297.27
[emim][Tf2N] -0.0024 -107.90 8969.70 82.95 -5276.93

7.5.1. CORRELATION OF BINARY VAPOR-LIQUID EQUILIBRIA

The experimental VLE data and the ones from Monte Carlo simulations are plot-
ted together in Fig. 7.10 for the three studied NH3/IL working pairs. The fitted
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Figure 7.10: VLE data of working pairs (a) NH3/[emim][SCN], (b) NH3/[bmim][BF4] and (c)
NH3/[emim][Tf2N]. Solid curves denote (EXP) experimental data from Yokozeki and Shiflett
[136, 165], dashed curves the (SIM) simulated results of this work.

parameters of the NRTL model based on the shown data are listed in Table 7.4.
These parameters follow the same notations introduced in Ref. [170]. Based on
the NRTL model, predicted vapor pressures of the three studied fluids are pre-
sented in Fig. 7.11. To show the influence of the additional data provided by
Monte Carlo simulations, results are compared with and without the inclusion
of the computed data. Vapor pressures shown in Figs. 7.11 (a),7.11 (c), and 7.11
(e) are obtained by exclusively fitting experimental VLE data at low temperatures
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and low pressures (interaction parameters can be found in Ref. [170]). The verti-
cal and horizontal dashed lines represent temperature and pressure boundaries
of experimental data, respectively. The other three diagrams are based on both
experimental and computed VLE data. In every diagram of Fig. 7.11, NH3 frac-
tions cover the conditions applied in the DE-VAR cycle. Vapor pressures fitted
only with VLE data at low temperatures and low pressures (Figs. 7.11 (a), 7.11
(b), and 7.11 (c)) show linear behavior inside the experimental temperature and
pressure ranges. However, outside of the range of the experimental data, the va-
por pressures increase rapidly with an increase of temperature. This behavior
fails to follow the physical basis indicated by the Clausius-Clapeyron equation
(Eq. 7.14):

d lnP

d (1/T )
=−

∆h

R∆Z
(7.14)

where Z is the compressibility factor. According to the Clausius-Clapeyron equa-
tion, the vapor pressures should be approximately linear, because the term
−∆h/(R∆Z ) depends only slightly on temperature [338]. The nonlinear shape
of the vapor pressure curves is pronounced at relatively low NH3 mass fractions,
which are crucial for the studied cycle. The detailed influence of using exclusively
the experimental based VLE properties on estimating the cycle performance is
discussed in Section 7.5.3. By including computed data (right-hand side), the
trends of vapor pressures, especially for cases with low NH3 fractions at high tem-
peratures, become more reasonable. This indicates that the computed data help
to improve the description of the behavior. The reasonable extension of VLE data
for NH3/IL mixtures, confirms the added value and need for Monte Carlo simu-
lations to extend the range of VLE properties of NH3/IL mixtures.

7.5.2. THERMOPHYSICAL PROPERTIES

Based on the methods discussed in Section 7.2, diagrams for the studied work-
ing pairs are created. These diagrams can be used to easily determine properties
needed for thermal applications including VAR cycles. The corresponding dia-
grams are provided in the Appendix of Wang et al. [320].

7.5.3. CYCLE PERFORMANCE

With the thermophysical properties, the performance of the DE-VAR cycle can be
predicted. In the following Section, influences of operation conditions, different
sources of properties, and the comparison with the GAX cycle is presented.

INFLUENCE OF VARYING OPERATION CONDITIONS

Parametric studies are carried out to explore the performance of the DE-VAR cy-
cle for different operating conditions. The investigated parameters are the DR,
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Figure 7.11: Comparison of vapor pressures generated only using (EXP) the experimental VLE
data and (SIM) the ones using the experimental and simulated VLE data for the studied NH3/IL
working pairs: (a) NH3/[emim][SCN] (EXP [165]), (b) NH3/[emim][SCN] (EXP [165] + SIM) (c)
NH3/[bmim][BF4] (EXP [136]), (d) NH3/[bmim][BF4] (EXP [136] + SIM), (e) NH3/[emim][Tf2N]
(EXP [136]), (f) NH3/[emim][Tf2N] (EXP [136] + SIM). Vertical and horizontal dashed lines repre-
sent temperature and pressure boundaries of EXP data.
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Figure 7.12: Influence of the distribution ratio on the coefficient of performance of the DE-VAR
cycle with working pair NH3/[emim][SCN], NH3/[bmim][BF4], and NH3/[emim][Tf2N]. The per-
formance is calculated at Thpg of 220 or 160 ◦C. Tabs/Tcon/Teva are kept constant at 37/37/10 ◦C.

the temperature of the heat source, the cooling temperature and the temperature
of the environment. As shown in Fig. 7.12, optimum performances for different
conditions (heat source temperature, Thpg, of 160 and 220 ◦C, respectively) of the
three working pairs are obtained when the DRs are close to 0.5. This indicates
that two sub-streams which are comparable in flow are preferable. This would
allow for simplifications in constructing pipelines and controlling valves in a real
system. In the following calculations, the value of DR will be kept constant at 0.5.

Fig. 7.12 also indicates that a higher temperature of the heat source, Thpg,
contributes to a better performance for the studied conditions. Similar trends
can be observed for the other cases in Figs. 7.13 (a) and 7.13 (b) for which the
cooling temperature, Teva, is at a relatively low level or the heat sink tempera-
tures, Tcon and Tabs, are at a relatively high level. However, when Teva is higher
and Tcon or Tabs is lower, an increase of Thpg can lead to constant trends of the
COP . This is, for instance, the case in Fig. 7.13 (a), when Teva is 10 ◦C for the work-
ing pair NH3/[bmim][BF4]. A decreasing trend can also be observed in Fig. 7.13
(b), when Teva is 0 ◦C, for the same working pair. Figs. 7.13 (a) and 7.13 (b) in-
dicate that lower temperatures of the cooling demand lead to an inferior per-
formance for all working pairs. Moreover, for the same operating condition,
NH3/[bmim][BF4] performs better than the other two working pairs.

The influence of the temperature of the seawater on the performance can
be understood by comparing Figs. 7.13 (a) and 7.13 (b). Fig. 7.13 (a) applies for
cases in which the seawater temperature is 32 ◦C, corresponding to an applica-
tion in tropical areas. In this case, the temperature of the side of the working
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Figure 7.13: Influence of cooling temperature, Teva, on the coefficient of performance of the
DE-VAR cycle with working pairs NH3/[emim][SCN] (smooth curves), NH3/[bmim][BF4] ( ) and
NH3/[emim][Tf2N] (H) for applications in: (a) tropical areas (Tcon = Tabs = 37 ◦C) and (b) high-
latitude areas (Tcon = Tabs = 21 ◦C).

pair is 5 K higher than the cooling medium, the seawater (Tabs = Tcon = 37 ◦C).
Fig. 7.13 (b) corresponds to an application in high-latitude areas, for instance,
the North Sea adjoining the Netherlands, where the seawater temperature is on
average 16 ◦C (Tcon = Tabs = 21 ◦C). The comparison of Figs. 7.13 (a) and 7.13
(b) shows that both working pairs have higher performances at lower Tabs and
Tcon. For the application in tropical areas, the DE-VAR cycle with working pairs
NH3/[emim][SCN] and NH3/[emim][Tf2N] cannot operate at a cooling temper-
ature of −5 ◦C. NH3/[bmim][BF4] does not show very promising performance,
either. Hence, the following analysis is focused on high-latitude areas.

The DE-VAR cycle with NH3/IL working pairs shows similar performances,
in respect to the operating conditions, as the cycle with the traditional H2O/LiBr
working pair [339] or other investigated working pairs, such as NH3/LiNO3 [340].

INFLUENCE OF VARYING VAPOR-LIQUID EQUILIBRIA ON THE CYCLE PERFORMANCE

To investigate the influence of excluding the simulated VLE data, the DE-VAR cy-
cle with NH3/[bmim][BF4] in the condition of Thpg/Tabs/Tcon/Teva = 240/37/37/-
5 ◦C is studied. Relevant parameters which can help to indicate the influences of
different VLE sources on the cycle performance are listed in Table 7.5. NH3 mass
fractions of state point 5 (solution outlet of the ABS), 11b (solution outlet of the
LG) and 9 (solution outlet of the HG) are determined by temperatures and pres-
sures at saturated conditions. NH3 fractions estimated based on solely extrapo-
lating experimental VLE data are lower than those based on VLE data including
simulation data. Exclusively for state point 5, the differences are negligible. From
state point 5 to 11b and to 9, temperatures and pressures increase. The devia-
tion of saturated NH3 fractions from the one obtained including simulation data
show an increasing trend.

The two streams with a NH3 mass fractions of w9 and w11b are mixed before
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Table 7.5: Comparison of the effect of different VLE properties sources for NH3/[bmim][BF4] on
the DE-VAR cycle performance at the condition of Thpg/Tabs/Tcon/Teva = 240/37/37/-5 ◦C (DR =
0.5).

Relevant parameters EXP [136] VLE (Fig. 7.11 (c)) EXP [136] + SIM VLE (Fig. 7.11 (d))
w5 [-] 0.0387 0.0383

w11b [-] 0.0245 0.0290
w9 [-] 0.0064 0.0285

w13 [-] 0.0156 0.0287
f [-] 42.49 101.72

specific Q̇eva [kJ/kg] 1158.32 1158.32
specific Q̇hpg [kJ/kg] 1204.01 1638.62

specific Ẇp [kJ/kg] 321.80 772.49
COP [-] 0.759 0.480

state point 13. Consequently, state point 13 shows a lower value of NH3 fraction
when calculated without using the simulated VLE data. Due to the underestima-
tion of the change in NH3 fraction between state points 5 and 13, the circulation
ratio, f , which is based on w13 and w5 (Eq. 7.13), is lower than the one obtained
using the simulated VLE. This results in a lower pump flow.

In terms of cycle performance, specific heat duties and pump power are listed
in Table 7.5, as well. They are the corresponding heat and power loads for 1 kg/s
refrigerant flow. The estimated demands of heat and pump power by using exclu-
sively experimental VLE data are underestimated compared with the ones using
simulation data. This is consistent with the underestimation of the circulation
ratio. As a result, the COP is significantly overestimated.

COMPARISON WITH THE GENERATOR-ABSORBER HEAT EXCHANGE CYCLE

Fig. 7.14 shows how the COP of a GAX cycle changes with the temperature of
the heat source, Tgen, at the condition of Tabs/Tcon/Teva = 21/21/ − 5 ◦C. Due
to missing thermophysical properties of the NH3/H2O mixture [335], the calcu-
lated performance of the GAX cycle can only be obtained for Tgen below 170 ◦C.
It can be seen in Fig. 7.14 that for Tgen below 116 ◦C, there is no possibility for
heat coupling. Thus, the GAX cycle performs as a single-stage cycle, showing a
decreasing trend with rising Tgen. Above 116 ◦C, the solid curve indicates the
performance of the ideal GAX cycle, which is increasing as Tgen rises. The GAX
cycle is entitled “ideal” because the calculation of it is based on the perfect heat
coupling between ABS and GEN. Hence, the solid curve shows the upper limit of
the GAX cycle. The dotted curve represents the results of the single-stage (or SE)
NH3/H2O VAR cycle, which provides the lower limit of the GAX cycle if the heat is
not perfectly coupled. A practical system is supposed to perform between these
two limits. The dashed curve represents the average of these two limits, which is
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Figure 7.14: Comparison of the performance between the ideal NH3/H2O GAX cycle and the
single-stage NH3/H2O cycle at various Tgen (Tabs/Tcon/Teva = 21/21/−5 ◦C). The solid curve in-
dicates the “ideal” GAX performance and the dotted curve indicates the “degraded” GAX, i.e., the
SE cycle. The dashed curve denotes the estimated performance of a real system.

an estimation of the actual performance.
Fig. 7.15 shows a comparison of the performance of the NH3/H2O GAX cy-

cle and the DE-VAR cycle with NH3/[bmim][BF4] and NH3/[emim][SCN] at the
condition of Tabs = Tcon = 21 ◦C, suggesting an application at high-latitude areas.
Teva is set to -5 and 0 ◦C. The temperature of the driving heat is varied to inves-
tigate its influence. Note that the performance of the GAX cycle is represented
by the average value between the ideal GAX and the normal SE-VAR cycle per-
formance. The performance of the GAX cycle for Tgen above 170 ◦ is based on
extrapolation. As shown in Fig. 7.15, the GAX cycle is able to reach a high perfor-
mance even when the driving temperature is relatively low. With increasing Tgen,
the performance of this cycle is increasing less rapidly. The DE-VAR cycle with
NH3/[emim][SCN] shows a poor performance around 150 ◦C for a −5 ◦C cooling
application. After a sharp initial increase, COP values of the DE-VAR cycle in-
crease only slightly when Thpg is above 180 ◦C. The COP value of the proposed
cycle with NH3/[bmim][BF4] is approximately 10% higher than that of the aver-
aged GAX cycle when they are driven by heat at 200 ◦C. In the higher temperature
range, these two cycles show a similar performance. Advantages of the proposed
DE-VAR cycle applying ILs are that there is no special need for a control strategy
of the internal heat coupling, and the utilization of the ILs prevents the need for
rectification of the refrigerant flow.
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Figure 7.15: Comparison of the performance of the DE-VAR cycle with working pairs
NH3/[bmim][BF4], NH3/[emim][SCN] and the NH3/H2O GAX cycle at condition Tabs = Tcon =
21 ◦C. Smooth curves indicate the performance of the GAX cycle and the dotted curves are extrap-
olations of their trend lines. The solid curves denote the performance of cooling at Teva = 0 ◦C and
the dashed curves denote the performance of cooling at Teva = −5 ◦C.

7.5.4. INTEGRATION OF THE DOUBLE-EFFECT VAPOR ABSORPTION CYCLE

WITH EXHAUST GAS

Direct heat exchange is assumed between the exhaust gas and the strong NH3/IL
solution. DE-VAR cycles are designed for high temperature applications and a di-
rect coupling can take full advantage of the high temperature exhaust gas. Thus,
the waste heat recovery (WHR) exchanger, i.e., the flue gas cooler, also plays the
role of high pressure generator.

RECOVERABLE HEAT AND CORRESPONDING COOLING CAPACITIES

For the exhaust gas stream associated with the WHR heat exchanger applied in
typical modes, the inlet temperature, T in

ex , and the flow rate, ṁex, are listed in
Table 7.3. The outlet temperature, T out

ex , cannot be cooled down below 167 ◦C to
prevent sulfur corrosion [323]. With these constraints, the driving heat of the DE-
VAR cycle is the recovered heat from the exhaust gas, Q̇whr, which is expressed as,

Q̇whr = cex
p ṁex

(

T in
ex −T out

ex

)

(7.15)

where the specific heat of the exhaust gas, cex
p , is taken as 1.08 kJ/(kg ·K) [341].

In the design phase, a pinch temperature of 10 K is assumed in this HX. T8

cannot be below 157 ◦C to prevent corrosion problems. The value of T8 is also
influenced by the operation of the cycle. Hence, the pumped flow, which is easy
to adjust by changing the pump settings, is studied to explore its influence on the
cooling capacity and on the performance of the heat recycling.
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Figure 7.16: Influence of the designed pump flow, ṁp, on operating parameters of the exhaust gas
driven DE-VAR cycle with NH3/[bmim][BF4]. The case is based on a 90% diesel engine load, in
high-latitude areas for a −5 ◦C cooling temperature. Note that for pump flows above 54.4 kg/s, the
exhaust gas might condensate and cause sulfur corrosion.

Fig. 7.16 depicts a case in which the inlet exhaust gas stream is at 340 ◦C and
15 kg/s (which corresponds to the majority of operating cases: mode 1 and 2 in
Table 7.3), in high-latitude areas (Tabs = Tcon = 21 ◦C) with Teva = −5 ◦C cooling
application. In the proposed DE-VAR cycle, a higher driving temperature leads
to a higher T8 (cf. Fig. 7.4). To maintain a constant temperature difference for
the heat transfer between the exhaust gas and the solution, a higher T out

ex is re-
quired. Accordingly, the exhaust gas has a smaller temperature range over which
it can be cooled and a smaller waste heat can be recovered. While a higher driv-
ing temperature also results in a higher COP . These dependencies influence the
cooling capacity Q̇eva (round symbols), and lead to an initial increase, and then
to a constant value as a function of pump flow.

However, for the studied case, when the pump flow of the solution, ṁp, is
higher than 54.4 kg/s, the exhaust gas cannot be cooled below 167 ◦C as shown
in Fig. 7.16. Even though cooling and performances of heat recovery would be
better in this range, the DE-VAR cycle cannot be operated due to the risk of sulfur
corrosion. Therefore, the optimum performance is achieved at a pump flow of
54.4 kg/s. The corresponding cooling capacity is 3220 kW.

Table 7.6 summarizes operating parameters and optimum cooling perfor-
mance when using the DE-VAR cycle with the studied working pairs for different
engine loads. The cooling capacity of the exhaust gas-driven DE-VAR cycle with
NH3/[bmim][BF4] is always larger than 1518 kW in the high-latitude environ-
ment. This is the largest cooling capacity among the three studied working pairs.
For an engine load of 90%, the cooling capacity with NH3/[bmim][BF4] is 3220
kW. For most of the operating conditions, this working pair has the potential to
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Table 7.6: The optimum cooling performance (Q̇eva), corresponding recovered waste heat (Q̇whr),
DE-VAR cycle performance ( f and COP , ṁp, and Ẇp), and operating conditions (T in

ex , T out
ex ,

T8, and Thpg) for different diesel engine loads with NH3/[emim][SCN], NH3/[bmim][BF4], and
NH3/[emim][Tf2N] in high latitude areas.

NH3/[emim][SCN] NH3/[bmim][BF4] NH3/[emim][Tf2N]

Engine load 90% 70% 40% 90% 70% 40% 90% 70% 40%

T in
ex [ ◦C] 340 326.5 307.4 340 326.5 307.4 340 326.5 307.4

T out
ex [ ◦C] 170.4 170.4 170.4 169.8 169.8 169.8 179.6 179.6 179.6
T8 [ ◦C] 160.4 160.4 160.4 159.8 159.8 159.8 169.6 169.6 169.6

Thpg [ ◦C] 190 190 190 205 205 205 200 200 200
f [-] 28.7 28.7 28.7 20.4 20.4 20.4 22.8 22.8 22.8

COP [-] 0.977 0.977 0.977 1.092 1.092 1.092 0.946 0.946 0.946
ṁp [kg/s] 69.8 51.4 32.9 54.4 40.1 25.6 94.5 69.2 43.9
Ẇp [kW] 257 189 121 191 141 90 257 188 120

Q̇whr [kW] 2748 2023 1295 2756 2030 1300 2599 1904 1208
Q̇eva [kW] 2936 2162 1383 3220 2372 1518 2701 1979 1255

substitute at least one of the RSW plants in the studied fishing vessel (Table 7.2).
The solution pump flow, ṁp , of NH3/[bmim][BF4] is lower than the ones of the
other two pairs.

SPECIFICATION OF STATE POINTS

The details of the state points for the studied case (conditions Thpg/Tabs/Tcon/Teva

= 205/21/21/-5 ◦C) for NH3/[bmim][BF4] in the DE-VAR cycle, are listed in Ta-
ble 7.7. Due to the pressure drop in the valve and heating in the SHXs, NH3 vapor
may be generated in state points 7c and 8 [170]. However, only small amounts of
NH3 vapor are created before entering the generators. As shown in Table 7.7, the
results of NH3 fractions and specific enthalpies of these two state points are close
to the bulk streams (saturated solution with NH3 vapor). Specific enthalpies of
the bulk stream are obtained via,

hsol (T,P, wNH3

)

=
(

1−q
)

hsol
sat +qhV (7.16)

where, hsol
sat and hV are the specific enthalpies for the saturated solution part and

the vapor part, respectively. q is the quality, which is identified as,

q =
w −wsat

1−wsat
(7.17)

Qualities and saturated NH3 fractions of these two state points are additionally
listed in the footnote of Table 7.7.



7

124 7. AMMONIA/IONIC LIQUID BASED DOUBLE-EFFECT VAR CYCLES

Table 7.7: State points of the DE-VAR cycle (conditions Thpg/Tabs/Tcon/Teva = 205/21/21/-5 ◦C)
run with NH3/[bmim][BF4] (DR = 0.5, ṁp = 54.4 [kg/s]).

State point ṁ[kg/s] T [ ◦C] P [bar] wNH3 [-] h * [kJ/kg]

1 2.67 10.6 8.85 1 146.90
2 2.67 -5.0 3.55 1 146.90
3 2.67 -5.0 3.55 1 1353.86
4 2.67 14.5 3.55 1 1402.69
5 54.40 21.0 3.55 0.0766 79.38
6 54.40 21.0 39.53 0.0766 82.37
7 54.40 57.2 39.53 0.0766 148.41

7a 27.20 57.2 39.53 0.0766 148.41
7b 27.20 57.2 39.53 0.0766 148.41

7c ** 27.20 57.2 8.85 0.0766 148.41
8 ** 27.20 159.8 39.53 0.0766 393.02

9 25.57 205.0 39.53 0.0179 411.84
10 25.57 67.2 39.53 0.0179 151.64
11 51.73 70.1 8.85 0.0290 160.09

11a 25.57 67.2 8.85 0.0179 151.64
11b 26.16 72.9 8.85 0.0399 168.34
12 51.73 31.0 8.85 0.0290 90.64
13 51.73 31.0 3.55 0.0290 90.64
14 1.63 205.0 39.53 1 1791.27
15 1.63 77.9 39.53 1 485.50
16 1.63 21.0 8.85 1 485.50
17 1.04 72.9 8.85 1 1517.54
18 2.67 21.0 8.85 1 195.73

* Specific enthalpies are calculated based on an arbitrarily chosen reference
state of T = -23 ◦C and P = 10 bar.
** At state points 7c and 8, the NH3 may boil off from the solution. Saturated
fractions and qualities of state points 7c and 8 are: w7c

sat = 0.0672, q7c = 0.01.
w8

sat = 0.0384, q8 = 0.04.
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7.5.5. CONSIDERATIONS OF FEASIBILITY

The above studied IL-based working pairs show a promising technical perfor-
mance for the DE-VAR cycle at high-temperature applications. Before imple-
menting the cycle, thermal stabilities of the investigated ILs and the potential
economic benefits must be considered.

THERMAL STABILITY

It has been reported that imidazolium ILs have high thermal stabilities [342].
The short and long-term thermal stabilities of [emim][SCN] have been studied
by Navarro et al. [311]. Liu et al. [343] investigated short and long-term ther-
mal stability of [bmim][BF4]. Feng et al. [344] also carried out thermal analy-
sis of [bmim][BF4]. Heym et al. [345] measured the thermal decomposition of
[emim][Tf2N]. The work of Villanueva et al. [346] included the long-term stabil-
ities of [emim][Tf2N]. The key findings of these studies are summarized in Ta-
ble 7.8. It can be seen that the thermal stabilities of [bmim][BF4] and [emim][Tf2N]
are better than that of [emim][SCN] regarding both short and long-term stabil-
ity. The two ILs have also been classified into the group of “most stable” ILs by
Cao and Mu [342]. The conducted long-term tests have shown the applicability
of [bmim][BF4] below 250 ◦C. [emim][SCN] has shown obvious mass loss above
160 ◦C and for this reason it cannot be applied in DE-VAR cycles.

ECONOMIC AND ENVIRONMENTAL BENEFITS

It can be concluded that the proposed DE-VAR cycle with NH3/[bmim][BF4] is
promising for the application in high-latitude areas. An accurate estimation of
the initial cost and the system size relies on a thorough understanding of the heat
and mass transfer of the newly-proposed working pairs and further investigation
is required. Nevertheless, the operational costs can be estimated based on the
analysis in this study. Table 7.9 shows two options of replacing RSW plants with
the proposed exhaust gas driven DE-VAR cycle. The first option is to replace only
one RSW plant. The exhaust gas for all 5 operating modes of the engine (Mode
1-5 shown in Table 7.3) is able to drive the proposed DE-VAR cycle to produce
the equivalent cooling capacity of one RSW. For this operating time (7320 hour
per year), a saved primary energy can be obtained via the difference in power
consumption of the proposed system and the existing compression one, which
is 4.77 TJ/year. If the CO2 emission of diesel oil is taken as 778 g/kWhe [347],
the CO2 emission during fishing can be reduced by 1031 tons/year. Option 2
concerns replacing two RSW plants with one DE-VAR cycle. In this option, the
DE-VAR cycle is able to provide an equivalent cooling capacity of two RSW plants
only when the engine operates at a load of 90%. For an operating time of 5800
hours/year, the saved energy is 7.33 TJ/year and the corresponding reduced CO2

emission is 1633.5 tons/year.
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Table 7.9: Economic and environmental benefits of replacing refrigeration seawater plants with
the proposed system applied in high-latitude areas.

in substitute of operating hours saved energy reduced CO2
[hrs/year] [TJ/year] [tons/year]

Option 1 RSW·1 7320 4.77 1030.8
Option 2 RSW·2 5800 7.56 1633.5

7.6. CONCLUSIONS
A waste heat recovery cooling system is proposed which uses ammonia/ionic
liquid mixtures as working pairs in a double-effect vapor absorption refrigeration
(DE-VAR) cycle. A multi-scale analysis is carried out to study its performance in
a fishing vessel. The analysis includes Monte Carlo simulation to predict vapor-
liquid equilibria at high temperatures and pressures, thermodynamic modeling
for cooling cycle analysis, and system evaluation when integrated with engine
exhaust gas. Based on the work, the following conclusions can be drawn:

• Monte Carlo simulations are capable to extend the vapor-liquid equilib-
rium data of the working pairs. The inclusion of the computed solubilities
improves the quality of the extension with the NRTL model to high temper-
ature and pressure conditions in comparison to solely using experimental
data obtained at low temperatures and pressures.

• The ranking of the coefficient of performance (COP ) for the three stud-
ied ILs within NH3-based DE-VAR cycle is: [bmim][BF4] > [emim][SCN]
> [emim][Tf2N]. The best candidate achieves a COP above 1.1 for -5 ◦C
cooling in a fishing vessel operating in high-latitude areas.

• The DE-VAR cycle shows an approximately 10% higher performance than
the GAX cycle with NH3/H2O for applications with high temperature driv-
ing heat.

• Because of stability problems at high temperatures, [emim][SCN] is not
suitable for high-temperature applications of a double-effect vapor absorp-
tion refrigeration cycle.

• The proposed system with NH3/[bmim][BF4] can provide the cooling ca-
pacity of one refrigeration seawater (RSW) plant for all operating modes
of the diesel engine, when driven by its exhaust gas (COP of 1.1, cooling
capacity of 1518 kW). Thereby, 4.8 TJ of energy can be saved and 1030 tons
of CO2 emission can be avoided annually per fishing vessel. Alternatively,
the proposed system can provide the cooling capacity of two RSW plants
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for most of the operating modes (cooling capacity of 3200 kW). Annually
saved energy and reduced CO2 emissions are 7.6 TJ and 1635 tons, respec-
tively.



CONCLUSIONS

The opportunities for molecular simulation in the context of tunable materials
are numerous. Molecular simulation can be used to improve the understanding
of how materials function and additionally predict material properties that are
relevant to assess the performance for applications. However, many challenges
do exist. Better and transferable force fields are needed to enable the accurate
screening of a multitude of materials. Besides, simulation methodologies need
to be optimized for speed to allow the screening within a reasonable amount of
time.

Concerning Metal-Organic Frameworks, the presented work shows that po-
larizable force fields are indeed promising. This is especially true for Metal-Or
-ganic Frameworks with open metal sites like M-MOF-74. It has been shown
that the assumptions first made by Lachet et al. [185] to describe xylenes in NaY
zeolite can be used for rigid Metal-Organic Frameworks. These assumptions sig-
nificantly speed up the induced dipole method for Monte Carlo simulations and
lead to simulation times that are comparable to non-polarizable force fields. De-
spite the assumptions, the polarizable force field is able to model differences in
adsorption in M-MOF-74 depending on the choice of metal ion. The computa-
tional speed and the improved accuracy make this type of force field particularly
interesting for the screening of large sets of Metal-Organic Frameworks in Monte
Carlo simulations. This is a reassuring result, since non-polarizable generic force
fields frequently fail to describe the adsorption in Metal-Organic Frameworks.
Many existing generic force fields used for Metal-Organic Frameworks are rather
old and there is an urgent need for improvement. Metal-Organic Frameworks of-
fer opportunities for a variety of applications and the selection of the best one for
a particular application is highly relevant for research and industry. Polarizable
force fields for which consistent parameters are derived from quantum mechan-
ics may offer further improvement for the description of Metal-Organic Frame-
works in respect to accuracy and transferability. A next step in further develop-
ing the presented procedure to account for polarization could be to extended
it for flexible Metal-Organic Frameworks. Only if the procedure can be applied
to rigid and flexible frameworks, is it applicable for comprehensive screening
studies which explore the complete space of Metal-Organic Frameworks. These
screening studies would allow for an efficient selection process of Metal-Organic
Frameworks for specific applications and thereby enable the exploitation of the

129
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potential of Metal-Organic Frameworks to improve processes and save energy.
For ionic liquids, simulation methods exist which apply molecular simula-

tion to predict thermodynamic properties that are relevant to calculate the per-
formance of industrial process, e.g., absorption refrigeration cycles. The case
study which was conducted as part of this thesis showed that properties of ionic
liquids predicted by molecular simulation may show large uncertainties. This
again has a significant impact on the accuracy of the performance prediction of
the absorption refrigeration cycle. The results also reveal that standard meth-
ods, e.g., equation of states or activity coefficient models, which are often used
to correlate experimental data may fail outside of the experimental range and
are therefore afflicted with large uncertainties, as well. Similar to Metal-Organic
Frameworks, the work conducted in this thesis depicts that current force fields
are not suitable to model all ionic liquids satisfactory. Especially, for mixtures of
ionic liquids with other components better force fields are required to allow for
meaningful predictions. Efficient force field fitting can help to extend the range
of experimental data for individual ionic liquids. As shown in this thesis, the use
of molecular simulation to extend the experimental data range seems to be more
reliable than other methods. This finding was confirmed by investigating three
ionic liquid based mixtures as working pairs in double-effect vapor absorption
cycles for the application in fishing vessels. A very relevant example, because
it requires solubility data at higher temperatures than are experimentally avail-
able. To improve the accuracy of molecular simulation of ionic liquids, more
effort has to be done. Besides the insufficient accuracy, simulations are compu-
tationally too expensive. Only if the accuracy increases and the computational
time decreases can molecular simulation be readily applied to ionic liquids and
its mixtures with other components.



SUMMARY

Undoubtedly, materials that can be tuned on a molecular level offer tremendous
opportunities. However, to understand and customize such materials is chal-
lenging. In this context, molecular simulation can be helpful. The work pre-
sented in this thesis deals with two types of materials, Metal-Organic Frame-
works and Ionic Liquids, and the study with molecular simulation to determine
their potential for specific gas separations. For the prediction of their behavior
and relevant materials properties with molecular simulation, force fields of suf-
ficient quality are required.

The work in this thesis concerning Metal-Organic Frameworks focuses on
force fields for frameworks that include open metal sites. Generic force fields,
e.g., UFF and DREIDING, fail to describe this class of Metal-Organic Frameworks.
Here, we investigate the potential of polarizable force fields for an improved de-
scription of such systems. Polarizable force fields are introduced and their usage
for the description of Metal-Organic Frameworks with open metal sites is inves-
tigated. The potential of polarizable force fields is confirmed. This is done by ap-
plying the induced dipole method for the adsorption of CO2 and CH4 in M-MOF-
74 (M = Co, Cr, Cu, Fe, Mg, Mn, Ni, Ti, V, Zn). By varying the type of metal ion (M),
different degrees of adsorption strength can be achieved. In contrast to generic
force fields that do not explicitly consider polarization, it is shown that polariz-
able force fields are able to capture the difference in adsorption in M-MOF-74
depending on the metal ion. The required force field parameters are fitted to re-
produce experimental adsorption data for CO2 in Mg-MOF-74. Identical scaling
parameters are used for the other metal ions without further adjustment. Sub-
sequently, force field parameters for CO2 in M-MOF-74 (M = Co, Fe, Mg, Mn, Ni,
Zn) are derived from energies determined via DFT calculations. A grid search
in which DFT energies on paths towards interaction sites of the framework are
compared to energies from molecular simulation is conducted. To reproduce the
DFT energies, exclusively the Lennard-Jones force field parameters of metal sites
of M-MOF-74 are customized. For other interaction sites, Lennard-Jones force
field parameters of the UFF force field are used. Atomic polarizabilities are taken
from literature. The developed force field describes the adsorption behavior sig-
nificantly better than standard non-polarizable force fields. Finally, the potential
of polarizable force field for Metal-Organic Frameworks with open metal sites is
verified for small hydrocarbons. For this purpose simulations with and without
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polarizable force field are conducted for ethane, ethylene, propane, and propy-
lene in M-MOF-74 (M = Co, Fe, Mn, Ni). The force field parameters are taken
from literature without adjustment. Overall, the polarizable force field performs
better than standard non-polarizable force fields. Especially, the description of
energies and binding geometries at low uptakes of guest molecules is improved.

For ionic liquids, the usability of molecular simulation to predict material
properties for adsorption refrigeration cycles is investigated. The methodology
to compute heat capacity, heat of absorption, and solubility of gas molecules in
liquids is presented. Subsequently, these properties are calculated for [emim]
[Tf2N]/NH3 and [emim][SCN]/NH3 mixtures and used for the performance pre-
diction of an adsorption refrigeration cycle. It is observed that the accuracy of
molecular simulation for the investigated mixtures is not sufficient to make rea-
sonable performance predictions and that better force fields are necessary. Due
to these findings, the force field mixing rules between the ionic liquids [emim]
[Tf2N], [emim][SCN], [bmim][BF4] and NH3 are adjusted to reproduce available
experimental data. Afterwards, the customized force field is applied to predict
the solubility of NH3 for temperatures higher than the experimental range. The
solubility of NH3 at high temperatures is necessary to evaluate the performance
of double-effect vapor absorption refrigeration cycles.



SAMENVATTING

Materialen die op moleculaire schaal kunnen worden afgestemd op hun toepas-
sing bieden mogelijkheden om producten en processen te verbeteren. Het is een
uitdaging om de eigenschappen van dergelijke materialen te begrijpen en aan te
passen. In dat geval kunnen moleculaire simulaties nuttig zijn. Het onderzoek in
dit proefschrift behandelt twee soorten materialen: Metal-Organic Frameworks
en Ionic Liquids. In dit proefschrift worden moleculaire simulaties gebruikt om
hun toepasbaarheid voor gasscheidingen te bepalen. Voor de voorspelling van
hun gedrag en materiaaleigenschappen met behulp van moleculaire simulatie
zijn betrouwbare krachtvelden nodig.

Het werk in dit proefschrift richt zich op krachtvelden voor Metal-Organic
Frameworks met open metal sites. Generieke krachtvelden, zoals UFF en DREI-
DING, beschrijven de interacties van geadsorbeerde moleculen met Metal-Organic
Frameworks onvoldoende. In dit proefschrift onderzoeken we het gebruik van
polariseerbare krachtvelden voor een betere beschrijving van dergelijke syste-
men. In het bijzonder worden polariseerbare krachtvelden gebruikt voor de be-
schrijving van Metal-Organic Frameworks met open metal sites. De potentie van
deze polariseerbare krachtvelden wordt aangetoond. Dit wordt gedaan door ge-
bruik te maken van de zogenamde induced dipole method voor de adsorptie van
CO2 en CH4 in M-MOF-74 (M = Co, Cr, Cu, Fe, Mg, Mn, Ni, Ti, V, Zn). Door het
type metaalion (M) te veranderen kunnen verschillende adsorptiesterkten wor-
den bereikt. In tegenstelling tot generieke krachtvelden die niet expliciet reke-
ning houden met polarisatie, zijn polariseerbare krachtvelden in staat om het
verschil in adsorptie in M-MOF-74 te beschrijven afhankelijk van het metaalion.
De krachtveldparameters zijn aangepast zodanig dat experimentele adsorptiege-
gevens voor CO2 in Mg-MOF-74 worden gereproduceerd. Dezelfde parameters
worden gebruikt voor de andere metaalionen. Vervolgens worden krachtveld-
parameters voor CO2 in M-MOF-74 (M = Co, Fe, Mg, Mn, Ni, Zn) bepaald via
energieën uit DFT-berekeningen. Een grid search wordt uitgevoerd waarbij DFT-
energieën op paden naar interactiesites van het framework worden vergeleken
met energieën uit moleculaire simulaties. Om de DFT-energieën te reproduceren
zijn alleen de Lennard-Jonesparameters van de metal sites in M-MOF-74 aange-
past. Voor de andere interacties worden de Lennard-Jones parameters van het
UFF-krachtveld gebruikt. De atomaire polariseerbaarheden zijn afkomstig uit
bestaande literatuur. Het hier ontwikkelde krachtveld beschrijft het adsorptie-
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gedrag aanzienlijk beter dan de standaard niet-polariseerbare krachtvelden. Als
laatste wordt de toepasbaarheid van een polariseerbaar krachtveld voor Metal-
Organic Frameworks met open metal sites bestudeerd voor kleine koolwaterstof-
fen. Hiervoor worden simulaties mét en zonder polariseerbaar krachtveld uitge-
voerd voor ethaan, ethyleen, propaan en propyleen in M-MOF-74 (M = Co, Fe,
Mn, Ni). De krachtveldparameters worden zonder aanpassingen uit literatuur
gehaald. In het algemeen behaalt het polariseerbare krachtveld betere resulta-
ten dan de standaard niet-polariseerbare krachtvelden. Vooral de waarden van
energieën en bindingsgeometrieën bij lage belading van gastmoleculen zijn be-
ter.

Voor Ionic Liquids wordt het gebruik van moleculaire simulatie onderzocht
om materiaaleigenschappen voor absorptiekoelcycli te voorspellen. De methode
om de warmtecapaciteit, absorptiewarmte en de oplosbaarheid van gasmolecu-
len in vloeistoffen te berekenen wordt geïntroduceerd. Daarna worden deze ei-
genschappen berekend voor mengsels van [emim][Tf2N]/NH3 en [emim][SCN]
/NH3 en gebruikt voor de voorspelling van de prestatie van absorptiekoelcycli.
De precisie van moleculaire simulatie voor de onderzochte mengsels is niet vol-
doende om de prestaties nauwkeurig te bepalen: er zijn betere krachtvelden no-
dig. Daarom worden de regels voor het combineren van de krachtvelden van de
Ionic Liquids [emim][Tf2N], [emim][SCN], [bmim][BF4] en NH3 aangepast om
de experimentele resultaten te reproduceren. Dit aangepaste krachtveld word
gebruikt om de oplosbaarheid van NH3 bij temperaturen hoger dan de experi-
mentele temperaturen te voorspellen. De oplosbaarheid van NH3 bij hoge tem-
peraturen is nodig om de prestaties van koelcycli met double-effect dampab-
sorptie te bestuderen.
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