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Preface
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The research presented here was conducted with the guidance and support of my daily supervisor Ir. Maarten Theul-
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I would like to express my sincere gratitude to my company supervisors at Prodrive Technologies as well, Ir. Frank Ho-
even and Ir. Thomas van der Hout, for their continuous support and knowledge. The expertise of my supervisors provided
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I hope that this master research will serve as a useful resource for others in the field, and that it will inspire further
research in the area. Hopefully my initial ambitious plans will be fulfilled by other researchers in the field.

R.J. Krol
Rotterdam, February 2023
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Abstract
Silicon based power semiconductors have long been used as the standard in ‘semiconductor technology in power conver-
sion applications’. Recent developments replaces the Silicon with Silicon Carbide as it results in superior performance
of the power conversion applications. However, due to the increased performance, challenges regarding heat dissipation
emerge and the lifetime of the power semiconductor packaging or power module is compromised. Since this leads to an
increase power density, the cooling of the power module is becoming of more importance and the heat sink becomes an
interesting component to optimize. The best performance of a heat sink can be obtained when the flow through the device
is turbulent. Developing turbulent flow heat sinks by using topology optimization methods can significantly improve the
cooling performance compared to the current designs. This work is thus aimed towards improving methods for topology
optimization of turbulent flow cooling devices. However, this work focuses on turbulent flow topology optimization
only and aims to improve the accuracy of current methods. It is important that the flow physics are accurate since the
thermal energy transfer is dependent on the flow field.

The current state-of-the-art method based on the 𝑘 − 𝜔 turbulence model developed by Dilgen et al. is investigated.
A design domain is subdivided into elements since the finite element method (FEM) is used, such that an optimization
algorithm is able to turn every element into either fluid or solid with the goal of finding the best performing structure. This
density based approach, models the solid domain as a highly impermeably porous material. To inhibit flow in the solid
domain a Darcy penalization is added to the momentum equation. Moreover, in the method by Dilgen et al. boundary
conditions in the other turbulent fields are also enforced using a similar penalization approach. Weaknesses and errors in
the density based method are investigated by comparing solutions to ones computed on a body fitted mesh. It has been
found that the largest errors in the solution, by using the state-of-the-art method, appear at the solid/fluid interface in the
design. In these regions the penalizations are not applied correctly for the desired boundary conditions. Therefore, in this
work it is improved on by the enforcement of the boundary condition by using theDilation method. The Dilation method
focuses on the solid/fluid region where it shifts the boundary conditions for the specific dissipation rate (𝜔) and ensures
it reaches the desired value at the solid/fluid interface. Secondly, severe flow leakage is found in the “porous” solid
domains using the state-of-the-art method. Flow leakage is reduced by using an improved formulation of the maximum
Darcy penalization in the solid domain. Finally, the improved approach is investigated in several topology optimization
cases and compared to the state-of-the-art Dilgen method. It is shown that by using the new approach, different designs
with a better accuracy can be obtained. In an extreme test case, the Dilgen method resulted in an infeasible design which
disconnects the flow inlets from the outlets while the new and improved method resulted in a feasible design.
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1
Introduction

Prodrive Technologies (PT) is a company which develops and produces meaningful technologies and has experience in
the following fields: Medical, Semiconductor, Infrastructure & Energy, Mobility Solutions and Industrial. The portfo-
lio of Prodrive Technologies can be subdivided in six different categories: Embedded Computing Systems, Motion &
Mechatronics, Power Conversion, Controls & Connectivity, Vision & Sensing and Industrial Automation. Power mod-
ules and discrete semiconductors devices, which are sometimes produced in-house at PT, are used in nearly all power
conversion products of PT. Prodrive Technologies strives for the best possible solutions on the markets they focus on.
Therefore, the ‘vertical integration’ way of working is commonly used within Prodrive Technologies, with this way of
working PT integrates the most production process stages in-house, which gives PT full freedom of designing their prod-
ucts. This also means that PT manufactures their own custom power modules, which gives them complete freedom in
optimizing all the aspects of a power module.

As in most technological fields, new technologies keep being discovered as is the case in the Power Conversion
field. The standard Silicon (Si) based power semiconductors are slowly getting replaced by the recent developed Silicon
Carbide (SiC) based power semiconductors, where PT mainly uses Silicon Carbide metal-oxide-semicondutor field-
effect transistors (SiC MOSFETs). The use of this new material for the power semiconductors highly increases the
efficiency of power semiconductors, since all the material properties of SiC based semiconductors are superior to Si
based power semiconductors. However, the SiC based power semiconductors are more expensive than the Si based
power semiconductors This new technology results in a decreasing size of the power semiconductors whilst the power
used in the device remains similar, in other words the power density of the modules is highly increased. Power modules
can not convert the power perfectly and losses due to switching and conduction results in temperature swings. The lifetime
of the power modules are influenced by these temperature swings of the semiconductors, since these cause stresses in the
semiconductor and the components around it. Therefore, a decent cooling system which reduces the temperature swings
could be beneficial and ultimately increase the lifetime of the power modules.

Various designs of cooling systems are already available on themarket with all kind of different geometries and setups,
however to optimize for Prodrive Technologies power modules, PT prefers to develop the cooling system in-house. To
push the performance of the cooling system, optimization methods will be involved in the design process. Different
kinds of optimization methods could increase the cooling performance of the heat sink, basic optimization methods like
size optimization up to the more involved methods as Topology Optimization (TO) are considered. Another way to
improve the cooling system is to implement turbulent flow in the design, due to the internal mixing of the fluid, which
occurs in turbulent flows, the heat exchange can be increased in comparison to laminar flow. However, simulating and
optimizing turbulent flows is a lot more challenging than simulating and optimizing laminar flow. Previous research
related to cooling devices within Prodrive Technologies showed promising optimized results for laminar flows, however
for turbulent flows no optimized designs were found due to instabilities in the optimization procedure. These instabilities
had different causes varying from highly sensitive parameter settings to convection in solid material due to the porosity
and also non converging simulations caused problems [1].

In this thesis turbulent flow models will be further developed for use in topology optimization. In Chapter 2 chal-
lenges related to the cooling of the high power SiC MOSFETs power modules will be defined and the research question
‘Can an accurate method for density-based Topology Optimization of turbulent flows be constructed, which uses the
𝑘−𝜔 turbulence model?’ is introduced. InChapter 3 the necessary background for optimizing a turbulent flow cooling
device is given. InChapter 4 the state-of-the-art in literature of the Topology Optimization method of turbulent flows by
Dilgen et al [2] is examined and some weaknesses are shown inherent to the method. Chapter 5 elaborates on improve-
ments for a density-based optimization regarding turbulent flows. The improvements are examined in several Topology
Optimization cases inChapter 6. Finally, inChapter 7 a conclusion can be found followed by further recommendations.
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2
Design challenge

This chapter gives a general overview of the problem definition and how the research is developed. First, a power module
overview is given in Section 2.1. Secondly, in Section 2.2 the challenges regarding the cooling of a power module are
discussed. In Section 2.3 the optimization methods are presented, followed by the software choice used in Section 2.4.
Finally, the research question is presented along several subquestions in Section 2.5.

2.1. Power module overview
Power modules function as electronic switching devices, which can transform direct current (DC) to alternating current
(AC) or the other way around. These power modules are used for different power conversion equipment, for example in
motor drives. Prodrive Technologies produces custom power modules in-house (Fig. 2.1) which are on the top end of
the market, to remain that position the innovation must proceed. PT sees a trend where more and more power modules
are using the new Silicon Carbide (SiC) based semiconductors instead of the standard Silicon (Si) semiconductors. This
new material for the power semiconductors can greatly improve the performance of the power modules due to the better
material properties of Silicon Carbide in comparison to Silicon but also bring some new challenges with it.

Figure 2.1: Custom power module by Prodrive Technologies

To give a good overview of the challenges caused by the new die material some typical operating circumstances are
mentioned. First of all, the power modules PT typically produces are roughly rated at around 1200 volts and can convert
energy in the order of kilowatts. The efficiency of these semiconductors is high compared to what is achievable with
Si based semiconductors (95-99%) but nonetheless there are still losses in the power semiconductors, in the order of
10-100 W. These dies are typically in the range of 3 mm × 3 mm up to 7 mm × 7 mm and thus the combination of
these high loads and relatively small geometries results in enormous heat fluxes in the order of MW/m2 [1]. A power
module consists of multiple SiC MOSFETs which are attached to a substrate, the required electrical connections are
constructed by electrically conductive circuits. While the power module is in operation heat is produced by the SiC
MOSFETs which is dissipated through the power module, resulting in a temperature gradient through the module. Due
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2.2. Cooling device overview 3

to this temperature gradient, components are subjected to thermal expansion and the differences of thermal expansion in
the components cause stresses in the power module. Frequent load cycles in the power module also results in cycles of
these stresses which can finally result in fatigue failure of the power module. This fatigue behavior is highly influencing
the lifetime of the power electronic systems which the power module consists of and thus the lifetime of the power
module [3]. If PT succeeds in extending the lifetime of the power modules, trade-offs can be made. PT could decide
to: stress the parts harder which result in a higher power density with the lifetime it requires; use semiconductors with
lower ratings which save costs or increase the switching frequency and thus increase the efficiency while maintaining
the required lifetime. Internal research at PT showed that the performance of the power module could be optimized in
several ways: electrically, thermally or mechanically. First of all if the power module would be optimized electrically,
this would result in improved switching behavior, which decreases losses and which will increase the lifetime of the
power module. Secondly the mechanical stresses could be reduced in the power module by selecting materials which
have almost the same thermal expansion coefficient, less stresses between the different layers occur which reduces the
fatigue of the power module. Finally, the thermal path could be optimized which should reduce the temperature swings
throughout the power module. Simulations performed by PT showed that the thermal resistance contribution changes
when the semiconductors size decreases. When decreasing the semiconductor size the contribution of the heat sink to
the thermal resistance increases. Therefore the most profit could be gained by optimizing the heat sink. A requirement
given by PT is that the heat sink should be water cooled so that the power module could be used in all kind of different
applications.

2.2. Cooling device overview
As explained in the previous section the new development of the semiconductors brings new challenges along regarding
the heat dissipation of the power module. The new use of SiC causes the power semiconductors to become smaller
and the heat source to become more of a point load than in previous designs. Thermal simulations of the new power
modules performed by PT showed that the heat sink becomes more dominant in the thermal path and thus makes this an
interesting part of the power modules to improve. The cooling performance of each device can be influenced by different
aspects. First of all, by the behavior of the flow. A flow can be categorized in different regimes: laminar, turbulent and
a transition between laminar and turbulent. By ensuring that the flow inside the cooling device is turbulent, the cooling
performance can be greatly increased. In a turbulent flow all the particles behave in a random and chaotic way which
cause the fluid to mix heavily and as a result of this the heat exchange in the fluid increases. Another way to increase
the cooling performance is by developing the ‘ideal’ structure of the cooling device. Therefore, numerical optimization
is used to find the best solution to design the ideal cooling devices.

In the remainder of this section the scope of this thesis will be further narrowed down by stating the boundary con-
ditions of the cooling device. These boundary conditions are partly given by Prodrive Technologies and partly based on
previous researches performed within Prodrive Technologies. First, it is important to note that the coolant fluid will be
water which is a fixed requirement by Prodrive Technologies. Since water is chosen as coolant fluid, it is realistic in
this case to assume the fluid will be incompressible and thus compressibility will be outside of the scope of this thesis.
Researches within Prodrive Technologies had in common that the Reynolds number is in the order of 104, this research
will continue on focusing at a Reynolds number in that order. The Reynolds number is an important dimensionless
number which can be used to indicate if a flow regime is laminar or turbulent. More detailed description of the Prodrive
Technologies researches can be found in appendix A.

Table 2.1: Overview of important requirements

Req.01 Flow regime is turbulent

Req.02 Reynolds number order 104

Req.03 Cooling fluid is water

Req.04 The fluid is incompressible

2.3. Optimization methods
Different optimization methods are available nowadays, such as size optimization, shape optimization and Topology
Optimization ([4]). Both size and shape optimization require an initial design concept, while this is not necessary in
Topology Optimization (TO) as shown in Figure 2.2. In size optimization, the variable input parameters which define
the size of features within a given geometry are optimized. In shape optimization, the initial design will be optimized
by tracking the given predefined boundaries and adjusting them throughout the domain, until the most optimal design is
reached. In Topology Optimization the optimal material distribution is searched within a given design domain for a given
objective under specific boundary conditions. The design in this case is not based on an initial design which leads to
geometries which outperform the designs created by sizing or shape optimization. The geometries developed by TO are
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closer to the global optimum instead of forced into a constrained local optimum. This is also the main reason why TOwill
be used as the optimization method in the remainder of this thesis. The different optimization methods are graphically
shown in Figure 2.2. In TO different methods are developed to execute the optimization process. The Level-set method
and Density method are the two most common TO methods and will be shortly discussed in Subsections 2.3.1 and 2.3.2
respectively.

Figure 2.2: Three different optimization methods. a) Sizing optimization, b) Shape optimization and c) Topology optimization. Source: [4]

2.3.1. Level-set based topology optimization
The first level-set based method was proposed by Osher and Sethian [5]. The level-set method makes use of a function
called the Level-Set Function (LSF), this LSF is used to define the material distribution within the specified domain. For
example, the sign of the LSF can be used to distinguish between the solid and fluid domain, a negative sign represents the
solid then a positive sign indicates there is void. If the LSF is zero then the boundary between solid and void is explicitly
defined. Since the boundary is explicitly defined by the LSF, a crisp boundary between the solid and void is created. The
limits and constraints of a LSF are updated using the sensitivities of the objective with respect to the LSF. The update
procedure can influence different aspects of the optimization process like the efficiency and convergence rate and the
final result as well. Update procedures can be subdivided in two separate classes [6]:

1. Quasi-temporal process

2. Mathematical programming

The Level-Set Function can be updated by using the Hamilton-Jacobi (HJ) equation which can be assigned to the
first class. The HJ equation describes the movement of the boundaries over the optimization iterations and is regulated
by a design velocity field �⃗�,

𝜕𝜙
𝜕𝜏 + ∇𝜙 ⋅ �⃗� = 0, (2.1)

where 𝜙 is the LSF and the pseudo time is represented by 𝜏 which represents the iterations in the optimization process.
When the velocity converges to zero and the LSF stagnates, the optimum of the optimization process is reached. The HJ
method is rather complex and for particular optimization problems, tuning a large number of algorithmic steps is required
[6].

The second class coversmathematical programmingmethods, which is getting usedmore often in the level-set method
recently. These mathematical programming methods use optimizers which control the LSF. The Method of Moving
Asymptotes (MMA)[7] is the most popular optimizer to use nowadays [6].

One of the difficulties in the level-set approach is the fact that the interface generated by the LSF can not be discretely
mapped onto a structural mesh [3]. Different methods can be used to solve this problem. First, the ‘Ersatz material ap-
proach’ which creates a transition between the void and solid, however, thus resulting in some areas with intermediate
densities which removes the crisp boundary. Although the Ersatz approach has some similarities to density-based meth-
ods, in the Ersatz approach the boundaries are still controlled by the LSF. Secondly, the level-set method limits the
generation of new boundaries which causes this method to be more dependent on the initial design, since no new bound-
aries are generated during the optimization process [3]. However, this can be solved by allowing the level-set method to
nucleate holes which can be achieved with topological derivatives [6].

2.3.2. Density based topology optimization
Bendsøe and Kikuchi proposed the density method (also known as the material distribution method) for the first time
in their topology optimization research [8] and further expanded on the subject in their book [4]. In the density based
method we represent the design by subdividing the design space into small elements to which we attach continuous
parameters. The design parameters range from 0 (a solid element) to 1 (a void or fluid element). Therefore elements
in the optimization domain do not have discrete values and thus require intermediate material properties. To obtain
these intermediate material properties, interpolation methods are used which are dependent on the density variable. Each
iteration step consists of performing a finite element analysis, after which a sensitivity analysis of the design variables
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with respect to a set of objectives and constraints is performed. In the last step the design variables are updated, if the
solution is converged the results can be plotted. A flowchart of this process is shown in Figure 2.3.

Figure 2.3: The flow of computations for topology optimization using the density method and a MMA optimizer. Source: [4]

2.3.3. Optimization choice
Both Topology Optimization methods have their advantages and disadvantages for the optimization process. A major
advantage of the Level-set method is the crisp boundaries which are obtained on the interface between solid and void.
However, the Ersatz material approach removes most of the aforementioned advantage. From the previous literature
survey ([9]) it is known that the most turbulent flow topology optimizations are performed with the Density method,
which makes this a promising method. Papers by Dilgen et al. [2] and [10] showed promising results on the density
based topology optimization of turbulent flow with the 𝑘 − 𝜔 model as this is researched in the literature survey [9].
In this work the choice is made to work with the density based method as it builds upon previous work within Prodrive
Technologies.

2.4. Software packages
There are different software packages available for Computational Fluid Dynamics (CFD) analysis, varying from open
source software like OpenFOAM to licensed software like Simcenter STAR-CCM+. To quickly narrow down all the
available software packages, a Topology Optimization trade-off table created by van der Hout [11] is used as starting
point. This table is updated and can be found in Appendix ??. Many software packages are only focused on structural
optimization and are thus not viable for this research, since multiphysics (thermofluid solver) is a requirement. The four
remaining packages which have a multiphysics solver are shown in Table 2.2. Secondly, the chosen Topology Optimiza-
tion method is the density method and thus it is required that the software package is provided with this method, this
accounts for the COMSOL Multiphyiscs, OpenFOAM and Autodesk Nastran packages. Thirdly, the 𝑘 − 𝜔 model is
used as a starting point as being state-of-the-art in this thesis research and is therefore the third requirement which has to
be included in the software package. From the remaining three packages this is only valid for COMSOL Multiphysics
and OpenFOAM. Both software packages have the possibility for Automatic Differentiation (AD) which is an important
feature in TO for determining the sensitivities, a small difference is that it is directly included by COMSOLMultiphysics
where for OpenFOAM an additional tool is required. It can thus be concluded that COMSOL Multiphysics and Open-
FOAM are both suitable packages for this thesis. Since there is already some user experience within PT and the author
already has experience with COMSOL Multiphysics makes this the most ideal software for this thesis.
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Table 2.2: Final trade off software packages

Software package Density based TO 𝑘 − 𝜔 model Automatic Differentiation

COMSOL Multiphysics [12] Yes Yes Yes
STAR-CCM+ [13] No Yes No
OpenFOAM [14] Yes Yes Yes
Autodesk Nastran [15] Yes No No

2.5. Research question
In Section 2.1, it is shown that the development of new power modules causes increased heat generation in the module
which needs to be dissipated. As explained it is of importance to keep the temperatures in the die as low as possible
and the temperature swings within limits. A decrease of these temperature swings and maximum temperatures will
increase the power modules’ lifetime significantly. Topology Optimization of turbulent-flow cooling systems could
be a powerful tool to obtain an improved cooling device for the power module. Topology Optimization of turbulent-
flow cooling devices can be seen as a successive process where first the flow physics are solved and secondly the heat
transport. Therefore it is important that the flow physics are solved accurately before they are used to determine the heat
transport. The scope of this work is therefore narrowed down to the Topology Optimization of turbulent flows only. A
previous literature research [9] showed there are some published papers on the Topology Optimization of turbulent-flow
cooling devices with interesting results. These papers presents different obtained designs and thus the functionality of the
Topology Optimization of turbulent-flow cooling devices. However, the found papers do not comment on the accuracy
between the optimized designs and there respective verification models. Therefore the accuracy of the current methods
is questioned. This leads us to the research question ‘Can an accurate method for density-based Topology Optimization
of turbulent flows be constructed, which uses the 𝑘 − 𝜔 turbulence model?’. To answer this research question several
sub-questions have been examined:

1. ‘What is the state-of-the-art in density-based turbulent-flow Topology Optimization using the 𝑘 − 𝜔 model?’

2. ‘What are the main sources of errors in the state-of-the-art density-based turbulent-flow Topology Optimization?’

3. ‘How can the accuracy of the state-of-the-art density-based turbulent-flow Topology Optimization be improved?’

4. ‘Are the developed improvements on the density-based model also effective in combination with Topology Opti-
mization?’



3
Topology optimization of laminar and

turbulent thermo-fluid systems
In this chapter the relevant background information regarding the Topology Optimization of turbulent flows is presented.
The first section, Section 3.1, introduces a general TO statement. Secondly, in Section 3.2 the laminar and turbulent
flow models are presented after which they are adapted for density-based TO. In Section 3.3 a more in-depth explanation
of the density-based TO is given including the relevant filtering methods. Additionally in Appendix B.1 background
information regarding the thermal convection-diffusion for Topology Optimization can be found.

3.1. General topology optimization statement
A general optimization problem on design domain �⃗� ∈ Ω is written in the following form [16],

minimize
𝛾(�⃗�)

𝐻(𝑢𝑢𝑢(𝛾), 𝛾(�⃗�))

subject to 𝑅 (𝑢(�⃗�), 𝛾(�⃗�)) = 0, �⃗� ∈ Ω,
𝑅Γ(𝑢(�⃗�), 𝜕𝑢(�⃗�)/𝜕�⃗�, 𝛾(�⃗�), �⃗�) = 0, �⃗� ∈ Γ,
𝑔𝑖 (𝑠(�⃗�)) ≤ 0, 𝑖 ∈ 𝐼, �⃗� ∈ Ω,

(3.1)

where 𝛾(�⃗�) is the design variable field which is used to minimize the objective function 𝐻, 𝑅 is the Partial Differen-
tial Equation (PDE) constraint on domain Ω with boundary conditions 𝑅Γ and 𝑔𝑖 are the inequality constraints on the
optimization problem. In our examples PDE constraint 𝑅 will contain the Reynolds-averaged Navier-Stokes (RANS)
equations for turbulent flow.

To solve the optimization problem the Finite Element Method (FEM) is used to model the physics. In FEM the
domain is discretized and the solution is approximated using numerical methods. To perform TO additional methods
are required. Therefore, the density-based Topology Optimization approach is used in which the design variable 𝛾 is a
continuous variable bounded by the values 0 and 1. However, we discretize the design field 𝛾(�⃗�) by adding a density
value to each of the discretized elements. Since the design domain is discretized by the design variable, the flow and
thermal models must depend on the continuous variable 𝛾 to represent the solid/fluid physics.

3.2. Flow physics for topology optimization
First of all a distinction can be made between laminar and turbulent flows. A laminar flow is characterized by smooth
streamlines and a highly ordered motion [17], which makes laminar flows in general less complex to model and analyze.
The flow can be described by the balance between viscous and inertial forces. If the viscous forces are dominant, the
flow is laminar, while in a turbulent flow the inertial forces are dominant. Therefore, a ratio between these two forces is
introduced in the so called Reynolds number [18]:

𝑅𝑒 = 𝜌𝑈𝐿
𝜇 ≈ Inertia

Viscosity , (3.2)

where 𝜌 is the density in kg/m3, 𝑈 is the velocity in m/s, 𝐿 is the characteristic length in m and 𝜇 is the dynamic viscosity
in kg/(ms). The Reynolds number thus gives an indication if the flow is laminar or turbulent. Figure 3.1 shows how
the flow regimes relate to the Reynolds number. In the following subsections the laminar and turbulent flow models are
explained.

7
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Figure 3.1: Reynolds number relation to different flow regimes obtained from [18].

3.2.1. Modeling of laminar flows
Laminar flow is ordered and no chaotic behavior occurs which makes the flow predictable and easier to model than
chaotic turbulent flow. In laminar flow the viscous forces are dominant over the inertial forces and no turbulent behavior
is present. Laminar flows for incompressible fluids are described by the Navier-Stokes (N-S) equations [19]:

𝜌𝜕�⃗�𝜕𝑡 + 𝜌(�⃗� ⋅ ∇)�⃗�
Inertial forces

= 𝜇∇2�⃗�
Viscous forces

− ∇𝑝
Pressure forces

+ �⃗�⏟
External body forces

, (3.3)

∇ ⋅ �⃗� = 0, (3.4)

where 𝜌 is the density of the fluid in kg/m3, �⃗� is the velocity field of a fluid in m/s, 𝑡 is time in s, 𝜇 is the dynamic
viscosity in kg/(ms), 𝑝 is the fluid pressure field in Pa and all the external forces are presented by �⃗� in N/m3. The
Navier-Stokes equations can be seen as a force balance between the inertial forces on the left-hand side and the viscous
forces, pressure forces and external body forces on the right-hand side. Equation 3.4 is derived from the formula of
conservation of mass:

𝜕𝜌
𝜕𝑡 + ∇ ⋅ (𝜌�⃗�) = 0. (3.5)

Because the flow is assumed incompressible and 𝜌 is thus constant, derivatives of 𝜌 are zero and thus Equation 3.5 can
be simplified to Equation 3.4 [19].

3.2.2. Modeling of turbulent flows
The modeling of turbulent flows is much more complex than laminar flows. Unlike laminar flows, a turbulent flow
is chaotic and mixing occurs in the flow, this makes a turbulent flow unpredictable and thus more difficult to model.
In turbulent flow eddies (a vortex-like structure or swirl in a fluid [20]) with different time and length scales occur
and interact with each other in a complex way. In CFD simulations, the Navier-Stokes equations could be used to
solve a turbulent flow, this method is called Direct Numerical Simulation (DNS) which is an accurate way to model
turbulent flows but also computationally expensive. The high computational cost is caused by the fine mesh scale and
the transient solver which are required [21]. Another method to model turbulent flows is the Reynolds-averaged Navier-
Stokes (RANS) equation and the accompanying closure models. Only the 𝑘 −𝜔 model is explained as this model came
out as most promising in the literature research ([9]), and is therefore used in this work.

RANS equations and the 𝑘 − 𝜔 closure model
The essence of the RANS equations is based on the fact that the turbulent quantities can be derived from the flow to
a sufficient level of accuracy. To obtain the RANS equations the velocity and pressure in the general Navier-Stokes
equations are replaced by an averaged velocity and pressure. This gives the following results for conservation of mass
and conservation of momentum respectively [21],

𝜌∇ ⋅ �⃗� = 0, (3.6)

𝜌𝜕�⃗�𝜕𝑡 + 𝜌�⃗� ⋅ ∇�⃗�
Inertial forces

= − ∇𝑃
Pressure forces

+∇ ⋅ (𝜇 + 𝜇𝑇)(∇�⃗� + (∇�⃗�)𝑇)
Viscous + Reynolds stresses

+ �⃗�⏟
External body forces

. (3.7)

In the equation for conservation of momentum a new variable 𝜇𝑇 is introduced, which is called the turbulent dynamic
viscosity. By introducing this new unknown the RANS equations can not be solved and thus additional equations are
required, these equations are called the RANS closure models. The closure model which is used in this work is the
two equation 𝑘 − 𝜔 model, this model adds two additional equations to the RANS model and solves for two additional
turbulent quantities. The first equation concerns the turbulent kinetic energy 𝑘:

𝜌 (∇𝑘) ⋅ �⃗� = ∇ ⋅ 𝜇 + 𝜇𝑇𝜎∗𝑘 ∇𝑘 + 𝑃𝑘 − 𝛽∗0𝜌𝜔𝑘, (3.8)
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where 𝜎∗𝑘 =
1
2 and 𝛽∗0 = 0.09 are constants. The second equation concerns the specific dissipation rate 𝜔:

𝜌 (∇𝜔) ⋅ �⃗� = ∇ ⋅ [(𝜇 + 𝜇𝑇𝜎𝜔) ∇𝜔] + 𝜆𝑘
𝜔
𝑘 𝑃𝑘 − 𝜌𝛽0𝜔2, (3.9)

where 𝜎𝜔 = 1
2 and 𝜆𝑘 =

13
25 are constants and 𝑃𝑘 is a production term given by:

𝑃𝑘 = 𝜇𝑇 ∇�⃗� ∶ ∇�⃗� + ∇�⃗�
𝑇

. (3.10)

By combining the 𝑘 and 𝜔 the turbulent dynamic viscosity can be determined:

𝜇𝑇 = 𝜌 𝑘𝜔 . (3.11)

Plugging the turbulent dynamic viscosity back into Equation 3.7 the turbulent 𝑘 − 𝜔 model is complete. An important
behavior of the turbulent specific dissipation rate is the singularity at the wall. The specific dissipation rate 𝜔 is large in
the areas where the turbulence should be reduced. Close to a solid wall, all turbulent energy should be dissipated and the
specific dissipation rate should thus be large. The specific dissipation rate thus has a theoretical singularity to infinity
when approaching a solid wall. Since 𝜔 can not be infinite at the wall due to numerical reasons, COMSOL introduced a
wall boundary condition for the specific dissipation rate (𝜔𝑏) which approximates this behavior by,

lim
𝑙𝑤→0

𝜔𝑏 =
6𝜈
𝛽0𝑙2𝑤

(3.12)

where 𝛽0 is a constant and 𝑙𝑤 is the wall distance in m and is determined by,

𝑙𝑤 = 1
𝐺 −

𝑙𝑟𝑒𝑓
2 (3.13)

where 𝑙𝑟𝑒𝑓 is a reference length determined by COMSOL based on the mesh size and 𝐺 is the reciprocal wall distance
computed using:

∇𝐺 ⋅ 𝐺 + 𝜎𝑤𝐺 (∇ ⋅ ∇𝐺) = (1 + 2𝜎𝑤) 𝐺4, (3.14)

where 𝜎𝑤 is a smoothing parameter with default value 0.2. The equation for the reciprocal wall distance 𝐺 is a modified
Eikonal equation based on the approach by Fares and Schröder [22]. They derived a Partial Differential Equation to
compute the distance from a surface, this equation is useful especially in combination with turbulent flow models. The
equation of the 𝜔𝑏 is only active at the so called ‘wall elements’, which are elements adjacent to the wall. By using this
boundary condition COMSOL can approach the specific dissipation rate at the wall up to order 1016. This boundary
condition is especially important when adapting the 𝑘 − 𝜔 model for topology optimization.

Modeling of the turbulent boundary layer
In turbulence modeling the near wall region is of great importance, this region is relatively small compared to the entire
simulation domain but the solutions from this region propagate to the full domain. In the region near the wall the
velocity gradient in the wall normal direction is changing quickly and therefore accurate meshing is required to capture
this. Important quantities which are used in turbulence modeling are the dimensionless wall normal distance 𝑦+ and the
dimensionless velocity 𝑢+, both given by [23]:

𝑦+ = 𝑦𝑢𝜏
𝜈 , (3.15)

𝑢+ = 𝑢
𝑢𝜏
, (3.16)

where 𝑦 is the distance in the wall normal direction in m, 𝜈 is the kinematic viscosity of the fluid in m2/s and 𝑢𝜏 is the
friction velocity in m/s, which can be determined by [24],

𝑢𝜏 =
𝜏
𝜌 , (3.17)

where 𝜏 is the shear stress in kg/(ms2). The friction velocity or sometimes also referred to as the shear velocity is
the relation between the shear stress between the flow layers and the velocity of the flow. In CFD the friction velocity
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quantity is mostly evaluated at the wall so it can be used in the log-law, therefore the shear stress (𝜏) is replaced by shear
stress at the wall [24],

𝑢𝜏 =
𝜏𝑤
𝜌 , (3.18)

where 𝜏𝑤 is the wall shear stress in kg/(ms2). The wall shear stress is the shear stress between the wall and the ‘first’
flow layer, defined as [24]:

𝜏𝑤(𝑥) = 𝜇 𝜕𝑢
𝜕𝑦 𝑦=0

, (3.19)

where 𝑢 is the velocity parallel to the wall in m/s.
First of all to characterize turbulent flow it is essential to understand what is happening in the near wall region. This

region can be split up in three different regions: the viscous sublayer, the buffer layer and the log-law region, after
these regions the free-stream flow starts [25]. Closest the wall the viscous sublayer is located, in this layer the viscous
forces dominate the inertial forces and thus the local Reynolds number is relatively low. In this viscous sublayer the
dimensionless velocity is linearly dependent on dimensionless wall normal distance, 𝑢+ = 𝑦+. This viscous sublayer
is thus from the wall up to 𝑦+ = 5. Moving further away from the wall, at a 𝑦+ = 30 the log-law regime starts. In
this region the inertial forces dominate the viscous forces and the Reynolds number is relatively high. In contrast to the
viscous sublayer in this region 𝑢+ is not linear with the 𝑦+, but the dimensionless velocity is described by the so called
log-law [26],

𝑢+ = 1
𝜅 𝑙𝑛(𝑦

+) + 𝐵, (3.20)

where 𝜅 is the Von Kármán constant and 𝐵 is an integration constant, both are based on empirical data and are normally
fixed as 𝜅 = 0.41 and 𝐵 = 5.2. In between the viscous sublayer and log-law region (5 < 𝑦+ < 30), the buffer layer is
located which is a transition area where the flow goes from more or less laminar to turbulent [23]. On overview of the
flow regions can be found in Figure 3.2 below. Plotting the 𝑢+ against the 𝑦+ the law of the wall is obtained as shown

Figure 3.2: Near wall flow regions

in Figure 3.3. At an 𝑦+ value of around 11.25 the linear and non-linear lines cross, which is an important intersection
which is used in many CFD methods. This intersection is used in CFD methods to make a distinction between the so
called ‘Low Reynolds’ and ‘High Reynolds’ models, which is explained in the following section.

‘Low Re’ versus ‘High Re’ models
In CFD simulations the ‘Low Re’ and ‘High Re’ models refer to the way the flow is resolved close to the wall. In a ‘Low
Re’ model the mesh in the near wall region needs to be very fine and it is required that the first mesh element is placed in
the viscous sublayer or at least below the intersection point of 𝑦+ = 11.25 (see Fig. 3.4). For this relatively fine mesh
the ‘Low Re’ model can perfectly solve the flow in the near wall region with linear interpolations for the velocity as used
throughout the mesh, even despite the very high gradient of the velocity in the near wall region. However, in the ‘High
Re’ models the center of the first mesh cell element is placed in the log-law region. Therefore the interpolation between
the mesh elements can not be linear since the behavior of the flow is non-linear, wall functions are introduced here to
solve this problem. Wall functions are empirically derived equations and can predict the flow in the near wall region
quite well. An advantage of using wall functions is that the mesh elements can be much larger. However, a shortcoming
of these ‘High Re’ models is that the accuracy is less compared to a well used ‘Low Re’ model. In Figure 3.5 it can
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Figure 3.3: The law of the wall, obtained from [27]

be seen that a fine mesh can be used for a ‘piecewise’ linear interpolation, while for the coarse mesh a wall function is
required. The ‘Low Re’ models thus requires a fine mesh in the near wall region. However, since this is not required in
the free-stream a so called body fitted mesh is used to save computation time. The body fitted mesh implements boundary
layers close to the wall where small elements of size ℎ = 𝑦+ are present, whereas in the free-stream region much larger
elements can be used to accurately resolve the flow.

Figure 3.4: Difference between a Low Re model mesh and a High Re model mesh in the near wall region.

Figure 3.5: The fundamental difference between Low Re and High Re models is shown in this figure. The Low Re models (left) require sufficiently
small mesh elements so that the flow can be resolved piecewise-linear. High Re models (right) have significant larger elements where the flow is
approximated by non-linear wall functions. Figure obtained from: [28].
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3.2.3. Adapting the flow models for topology optimization
The models as explained in the beginning of this section can not directly be applied to Topology Optimization, as they
need to be able to continuously describe the solid and fluid domains dependent on the design variable 𝛾(�⃗�). We thus
aim to introduce a dependence on 𝛾 such that one set of flow equations can accurately describe both the fluid region
where flow is free, and the solid region where the flow is stagnant (�⃗� → 0). First the laminar Navier-Stokes equations
are adapted. Secondly, the turbulent flow 𝑘 − 𝜔 model is adapted.

Adapting the Navier-Stokes equations for topology optimization
The topology optimization of a Stokes flow is first introduced by Borrvall and Petersson [29], who introduced the Darcy
penalty to use the Navier-Stokes equations in density-based Topology Optimization:

𝜌(�⃗� ⋅ ∇)�⃗� = ∇ ⋅ [−𝑝I+ 𝜇 ∇�⃗� + (∇�⃗�)𝑇 ] − 𝛼𝜌�⃗�
Darcy penalty

, (3.21)

where 𝛼 is the so called impermeability, this impermeability is used to ensure flow becomes stagnant (�⃗� → 0) in the
solid design domain where 𝛾 → 0. In essence, the Darcy penalization is used to add force in the opposite direction of
flow such that it is stopped. In the fluid domain fluids should be free to flow and 𝛼 = 𝛼(𝛾 = 1) = 0 such that no
additional force is applied. In the solid domain flow should be stagnant and a high force should be applied which is
achieved by 𝛼 = 𝛼(𝛾 = 0) → ∞. However, due to numerical reasons we cannot use a penalization which is infinitely
large and thus introduce a penalization which is sufficiently high to stop the flow [30]. The maximum impermeability
can be determined in two ways, the first method is introduced by Kondoh et al. [31] and was later adapted by Li et al.
[32],

𝛼 = 1 + 1
𝑅𝑒

1
𝐷𝑎 . (3.22)

The second method to determine the maximum impermeability is from Olesen et al. [30],

𝛼 = 𝜈
𝐷𝑎𝐿2 , (3.23)

where 𝐷𝑎 is the Darcy number and 𝐿 is the characteristic length which depends on the problem specific geometry, for
a channel this length is the diameter. To obtain almost impermeable solid material, the Darcy number must be very
low, according to Olesen et al. [30] this is the case for 𝐷𝑎 ≲ 10−5. We determined the extreme values for 𝛼 namely
𝛼 = 𝛼(𝛾 = 1) = 0 and 𝛼 = 𝛼(𝛾 = 0) → ∞. However, as said in Subsection 2.3.2, the density design variable can
range from 0 which is solid to 1 which is fluid. Therefore we have to couple the impermeability 𝛼 to the design variable
field 𝛾(𝑥) which is realized by a convex interpolation function [30]:

𝛼(𝛾) = 𝛼 + (𝛼 − 𝛼)𝑞1 − 𝛾
𝑞 + 𝛾 , (3.24)

where 𝑞 is the Darcy penalization factor. Since the minimum impermeability is equal to zero we can reduce the interpo-
lation to:

𝛼(𝛾) = 𝛼𝑞1 − 𝛾
𝑞 + 𝛾 . (3.25)

The penalization factor can be adjusted so that a different scaling of the intermediate impermeabilities can be obtained.
A low penalization factor results in a sharp interpolation function, meaning the intermediate values are pushed to the
extremes. A more linear interpolation is obtained with a high penalization factor. This is demonstrated in Figure 3.6.
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Figure 3.6: Darcy interpolation for different penalization factors, where 𝑘𝑖𝑛𝑡(𝛾) presents the interpolated variable.
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Adapting the turbulent k-omega model for topology optimization
For the topology optimization of turbulent flows the governing equations needs to be adapted. Therefore in the RANS
equation the Darcy penalization is also introduced:

𝜌𝜕�⃗�𝜕𝑡 + 𝜌�⃗� ⋅ ∇�⃗� = −∇𝑃 + ∇ ⋅ (𝜇 + 𝜇𝑇) ∇�⃗� + ∇�⃗�
𝑇

− 𝛼𝜌�⃗�
Darcy penalty

. (3.26)

For the 𝑘 − 𝜔 model, the equations including penalization can be written as [2]:

𝜌(∇𝑘) ⋅ �⃗� = ∇ ⋅ 𝜇 + 𝜇𝑇𝜎∗𝑘 ∇𝑘 + 𝑃𝑘 − 𝛽∗0𝜌𝜔𝑘 − 𝛼𝑘
k-penalty

, (3.27)

𝜌(∇𝜔) ⋅ �⃗� = ∇ ⋅ [(𝜇 + 𝜇𝑇𝜎𝜔) ∇𝜔] + 𝜆𝜔𝑘 𝑃𝑘 − 𝜌𝛽0𝜔2 + 𝛼 (𝜔𝑏 − 𝜔)
𝜔-penalty

, (3.28)

where 𝛼 is the impermeability as defined in Eq. 3.25. As shown the Darcy- and k-penalization have a slightly different
form than the𝜔-penalization, this is introduced byDilgen et al. [2]. The𝜔𝑏 used byDilgen et al. is based on the boundary
condition given byMenter [33]. Menter uses the distance to the closest cell center near the wall in the boundary condition
for 𝜔. Since in Topology Optimization it is difficult to determine this distance, Dilgen et al. replaces this by half the
mesh size. In TO it is common to use an uniform grid size and therefore it can be assumed that half the mesh size is
always corresponding with the distance to the nearest cell center of the wall. Both boundary conditions are given in the
following equation,

𝜔𝑏 =
60𝜈
𝛽1𝑦21

= 60𝜈

𝛽1
ℎ
2

2 (3.29)

where 𝛽1 is a constant with value 0.075, 𝑦1 is that distance from the wall to the cell center nearest at the wall and ℎ is the
mesh size in m. In Topology Optimization it is usual to use a uniform mesh, and thus this 𝑦1 value can be approximated
by half the mesh size.

3.3. Density-based topology optimization approach
As explained in Section 2.3.2, in this work we investigate density-based Topology Optimization. In this approach the
optimization domain is divided in mesh elements and each element is assigned a design variable, which in this case is
the so called density variable (𝛾). In the design domain, the solid domain is represented as highly impermeable solid
material where 𝛾 = 0 and the fluid domain is a highly permeable porous material where 𝛾 = 1. The ideal optimization
process will generate a completely discrete design where only density values of one and zero are present. However,
then the optimization could generate designs with small channels with the size of an element, which is most of the time
not desired if a small mesh size is used. Secondly, small fluid or solid islands could be generated with the size of one
element. Therefore, a blurring filter is used to establish a minimum design length scale [34]. Comparable problems occur
in minimum compliance Topology Optimization where checkerboard designs can be generated, as shown in Figure 3.7.

Figure 3.7: Example of a checkerboard structure in a minimum compliance Topology Optimization, where a force is applied on the right side of the
structure and the structure is clamped at the left side. Obtained from [35]

Blurring filter
First, the blurring filter is introduced. The blurring filter is used to blur the design such that in a design where only
black (𝛾 = 0) and white (𝛾 = 1) density variables are present, some gray-scale elements (𝛾 ≈ 0.5) are introduced. The
blurring filter determines the density value of an element based on the density values of the elements around it. The size
of filter radius 𝑅 determines the size of the domain around a certain element for which the blurred density is determined
by “averaging” the densities within the domain. The blurring filter is defined by the following PDE [36],

𝛾𝑓 = 𝛾𝑐 + 𝑟2∇2𝛾𝑓 , (3.30)
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where 𝛾𝑓 is the filtered density variable, 𝛾𝑐 is the unfiltered control design variable and 𝑟 = 2√3𝑅 where 𝑅 is again
the filter radius. It is desired that the minimal filtering radius is equal or larger than the used mesh size ℎ. The filtering
operation smooths out densities and constructs the density of an element as a weighted average of its own and its neigh-
boring elements. By increasing the filter radius more elements are used by determining the density value of an element.
In Figure 3.8 an example is shown with the influence of the filter radius on the density distribution.

(a) No blurring filter. (b) Blurring filter with filter radius
𝑅 = ℎ.

(c) Blurring filter with filter radius
𝑅 = 10ℎ.

Figure 3.8: The shown domains consists of elements with mesh size ℎ, different radii are used in the blurring filtering.

Heaviside projection filter
The blurring filter is thus introduced to prevent the solution from having undesired topologies. However, the blurring
filter could generate large areas with gray elements which is also an undesired, as the large areas of gray elements
are presenting an intermediate porous area which is not in agreement with the physics in the model. To reduce the gray
regions a Heaviside projection filter is used to obtain a more discrete domain. The Heaviside projection filter has different
formulations, in this work the formulation by Wang et al. [37] is used as this formulation is implemented in COMSOL
as well,

𝐻(𝛾) =
tanh(𝛽(𝛾𝑓 − 𝜂)) + tanh(𝛽𝜂)
tanh(𝛽(1 − 𝜂)) + tanh(𝛽𝜂) , (3.31)

where 𝛽 determines the projection slope and 𝜂 is the projection threshold. Using a higher 𝛽 increases the projection
slope and causes the filter to push a gray design into an increasingly black/white design. The projection slope regulates
the steepness of the Heaviside projection filter, a high projection slope means a more binary result. The projection point
can be used to shift the Heaviside projection filter which allows to project the 𝛾𝑓 below a certain value to push either to
0 or 1. Different settings could be used as shown in Figure 3.9.
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(a) Heaviside projection filter for different projection
slopes.
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(b) Heaviside projection filter for different projection
thresholds.

Figure 3.9: Different settings for the Heaviside projection filter

The complete density filtering process consists of two steps: first the blurring filter is applied to the design, followed
by theHeaviside projection. This process is visualized in Figure 3.10. First, a discrete domain is generated by the so called
control design variable (𝛾𝑐) in Figure 3.10a. Secondly, by using the blurring filter, the discrete domain is transformed to
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a domain where gray elements are present (Figure 3.10b). Finally, the gray areas are reduced by the Heaviside projection
filter as shown in Figure 3.10c, given the final density distribution output.

(a) Control design variable (𝛾𝑐) distribution. (b) Filtered design variable (𝛾𝑓) distribution,
after the blurring filtering step.

(c) Projected design variable (𝛾) distribution,
after the Heaviside projection filtering step.

Figure 3.10: Design variable filtering distribution steps.

3.3.1. Post-processing and verification
The post-processing and verification step is the final step in the TO process, in this step the accuracy of the topology
optimized design is verified. As in the density-based design physics and material properties are interpolated between
the fluid and solid it is difficult to match the TO model with the verification model. The first step is to do the post-
processing, in this step the generated design with gray areas must be transformed to a discrete design. This is normally
done by setting a threshold value for the density design variable. All values below the threshold are part of the solid
domain, while values above the threshold are fluid. After determining the distinct solid and fluid domains, the geometry
is used in a verification model where a normal CFD analysis is performed. In this final analysis the geometry is meshed
by using a body fitted mesh.

3.4. Weaknesses in the topology optimization of turbulent flow cooling
systems

When performing density-based turbulent flow Topology Optimization several problems may occur. Accurately solving
the flow in the near wall region is one of the most important requirements for accurately solving turbulent flow. Normally,
in simulations where the geometry is well defined, a body fitted mesh can be created which places a small mesh near
the wall and a coarser mesh in the free-stream. This reduces the computation time compared to using a small mesh
everywhere, since less mesh elements are used in the simulation. A second way to resolve turbulent flow is by using wall
functions. If a fine enough mesh around the wall can not be obtained, the so called wall functions can be used. These
wall functions will calculate the turbulent flow variables based on the actual distance away from the wall.

However, when combining these methods with Topology Optimization some problems occur. First of all, in Topology
Optimization the location of the walls are not defined a priori, and thus no body fitted mesh can be generated. Therefore
it is usually standard to use a uniform mesh. This results in some problems when combining it with turbulent flow.
Since the size of the mesh elements near the wall are required to be extremely fine the full domain should be meshed
with these small elements, this is computationally extremely expensive and thus not realizable. A coarser mesh size
could be a solution. However, this will filter away a lot of the turbulence and will thus not result in an accurate design.
Secondly, the wall function could be an option to reduce the computation time. However, the wall functions as they are
implemented normally create discontinuity in the simulation model, which is undesired for the Topology Optimization
since the derivatives of the relevant equations are required and these derivatives might become discontinuous.



4
Investigating the weaknesses of the Dilgen

method
In this chapter we are going to investigate and discuss the Dilgen method and investigate the weaknesses of this method.
Firstly, a test case is introduced in Section 4.1, the geometry in this case is comparable to a case used by Dilgen et al.
[2]. In this way we can investigate the Dilgen method in a case for which it is developed. Secondly, in Section 4.2 the
results of the test case are presented. Finally, a discussion on the Dilgen method can be found in Section 4.3.

4.1. U-bend channel test case set-up
The Dilgen method [2] as shown in Section 3.2.3 is currently the state of the art method in density based Topology Op-
timization when the 𝑘 − 𝜔 model is used, therefore this model is investigated. The performance of the Dilgen model
is tested on a geometry which is similar to the geometry used by Dilgen, namely a bent channel geometry. Secondly,
turbulence must occur within this geometry for the chosen Reynolds numbers (of magnitude 104 or higher). Finally,
this geometry must be similar to an optimized heatsink design which probably will consist of multiple bent channels.
Therefore a U-bend channel as shown in Figure 4.1 is used for this test case. In this test case the boundary conditions
and settings are similar to those in [2], however some settings might deviate because they are either unknown or compu-
tationally not feasible.

The final goal is to perform an optimization of a turbulent flow. An important aspect of the density-based Topology
Optimization approach is that the physics in the different domains are dependent on the density variable. Since we first
want to investigate the performance regarding the accuracy of the physics, we fix the density values on a design for
which we can also calculate more accurate solutions on a body fitted mesh. In this case we can investigate if all physics
are handled correctly in the different regions. The solid parts thus have a density value of 0 and the fluid domain has a
density value of 1 as shown in Figure 4.1. This density variable is the input control variable 𝛾𝑐 as introduced in Section
3.3, the blurring filter and Heaviside projection slope are applied on this control variable. This results in a small gray
area between the fluid and solid. Since it is desired to limit the gray area we chose the blurring filter radius 𝑅 to be equal
to the size of one element.

Figure 4.1: U-Bend geometry and boundary conditions overview

For the test case the materials are chosen according to the requirements given in Section 2.1. This means the fluid

16
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material has the properties of water and the solid material is aluminum. The specific material properties are specified in
Table 4.1.

Table 4.1: Material properties

Material Property Symbol Value Unit

Fluid (water)

Density 𝜌𝑓 1000 kg/m3

Thermal conductivity 𝑘𝑓 0.6 W/(mK)
Thermal capacity 𝑐𝑝𝑓 4100 J/(kgK)
Dynamic viscosity 𝜇 0.001 Pa s

Solid (aluminum)
Density 𝜌𝑠 2700 kg/m3

Thermal conductivity 𝑘𝑠 237 W/(mK)
Thermal capacity 𝑐𝑝𝑠 900 J/(kgK)

In Table 4.2 the parameters copied from Dilgen’s work are shown. First, this regards the Reynolds number, which is
𝑅𝑒𝐻 = 104. Secondly, Dilgen proposed that a Darcy number between 10−5−10−6 should be sufficient to represent the
porous material to be solid, we chose 𝐷𝑎 = 10−6 for this case. The penalization factors for the interpolation functions
are copied as well, since Dilgen et al. used a sharper interpolation transition for𝜔 the penalizations are separated. Finally,
the Heaviside projection parameters are adopted, where the projection slope 𝛽 = 6 and the projection point 𝜂 = 0.5 are
defined.

Table 4.2: Parameters copied from the work of Dilgen et al.

Parameter Symbol Value Unit

Reynolds number 𝑅𝑒𝐻 104 -
Darcy number 𝐷𝑎 10−6 -
Darcy curvature penalization 𝑞𝐷𝑎 0.1 -
Darcy curvature penalty for k 𝑞𝑘 0.1 -
Darcy curvature penalty for 𝜔 𝑞𝜔 10−4 -
Projection slope 𝛽 6 -
Projection point 𝜂 0.5 -

Finally, a characteristic length of 𝐻 = 0.01 𝑚 is used with which the final properties can be determined. First, the
inlet velocity is derived from the given parameters and the Reynolds numbers as:

𝑉𝑖𝑛 =
𝜇𝑅𝑒𝐻
𝐻𝜌𝑓

. (4.1)

The turbulence at the inlet is also defined in terms of the inlet turbulent kinetic energy 𝑘𝑖𝑛 and inlet specific dissipation
rate 𝜔𝑖𝑛. These are respectively defined as:

𝑘𝑖𝑛 =
3
2 (𝑉𝑖𝑛𝐼𝑇)

2 , (4.2)

𝜔𝑖𝑛 =
𝑘1/2

𝛽∗0
1/4 𝐿𝑇

, (4.3)

where 𝐼𝑇 is a turbulent intensity with a value of 0.05, 𝛽∗0 a turbulence model parameter with a value of 9
100 and 𝐿𝑇 a

turbulence length scale based on the geometry with a given value of 7 × 10−4. Finally the maximum impermeability is
determined by,

𝛼 = 𝜈
𝐷𝑎𝐻2 . (4.4)

Meshing
As explained in Section 3.2.2, the fundamental difference between the ‘Low Re’ and ‘High Re’ models is that the ‘Low
Re’ models solves the fluid behavior up to the wall by linear interpolation. In the ‘High Re’ models empirical derived
wall functions are used to determine the flow in the near wall region. Therefore both models require a different mesh size
in the near wall region. For the ‘Low Re’ turbulence models it is required that the first mesh cell is placed in the viscous
sublayer which is roughly below an 𝑦+ of 11.25. Since the Dilgen method is mainly based on the ‘Low Re’ 𝑘 − 𝜔
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turbulence model its accuracy is compared for different mesh sizes and we hypothesize that for mesh sizes larger than
𝑦+ = 11.25 the Dilgen method will become inaccurate. The actual 𝑦+ value is directly related to the normal distance
of the wall (𝑦), which is shown in Equation 3.15. Several uniform mesh sizes are used according to the 𝑦+ value of the
first cell center based on the inlet. It is decided to have two cases in the viscous sublayer and two cases in the Log-law
regime, therefore mesh sizes are used according to the following 𝑦+ values of 5, 10, 50 and 100. An 𝑦+ value of 1
is most desired, unfortunately this is not computationally feasible using the available computing power at the time and
therefore could not be used. The used mesh sizes are presented in Table 4.3. Since we decided to use a filter radius of
one element the filter radius is equal to the used mesh size.

Table 4.3: Used mesh size in the U-bend problem.

Parameter Symbol Value Unit

Mesh size used for 𝑦+ = 5 ℎ5 8.4667 × 10−5 m
Mesh size used for 𝑦+ = 10 ℎ10 1.6933 × 10−4 m
Mesh size used for 𝑦+ = 50 ℎ50 8.4667 × 10−4 m
Mesh size used for 𝑦+ = 100 ℎ100 1.6933 × 10−3 m

The meshing is realized by using quadrilateral elements with a maximum allowed mesh size equal to the correspond-
ing wall normal distance for each 𝑦+ value. This ensures that the first mesh cell is placed in the correct region (either
the viscous sublayer or the Low-law region). The meshing for the different 𝑦+ cases are shown in Fig. 4.3.

The results of the density simulations are compared with reference simulations. For this reference simulation no
density design variable (𝛾) is used and the interface between the solid and fluid is modeled as a solid no-slip wall.
The most accurate results are found when the mesh sizes at the wall (solid/fluid interface) are sufficiently small. To
achieve this a body fitted mesh (mesh refinements with boundary layer elements near the wall) is generated where the
mesh size decrease in the direction of the fluid-solid interface (Fig. 4.3b). This reference model is referred to as the
‘reference best case’. However, beside the simulation on the reference best case, reference simulations are performed on
the 𝑦+ = 5, 10, 50 and 100 meshes. In these simulations a constant mesh size fixed to the solid/fluid interface is thus
used, but contrarily to the density-based simulations a no-slip condition is applied at the solid/fluid interface and no flow
is present in the solid domain. These reference simulations are performed to evaluate the errors due to the density-based
model (density-based error) while removing errors due to insufficient mesh refinement (mesh error). The difference
between the density-based and mesh error are graphically shown in Figure 4.2. The reference models with a specific
mesh size are named ‘reference ℎ𝑥’ where 𝑥 is used to compute the mesh size as:

ℎ𝑥 =
𝑥𝑦+𝜇
𝑢𝜏𝜌𝑓

(4.5)

Figure 4.2: Mesh error versus density-based error.
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(a) Highlighted area in blue of the following mesh
closeups. (b) Body fitted mesh for the reference simulation.

(c) Mesh size ℎ5. (d) Mesh size ℎ10.

(e) Mesh size ℎ50. (f) Mesh size ℎ100.

Figure 4.3: Mesh closeups for the different ℎ𝑥 models, where the thicker black line indicates the location of the wall.

4.2. Results of the Dilgen density-based simulation
The behavior of different flow properties are analyzed in the upper channel and in the lower channel. It is expected that
in the upper channel only the inlet turbulence is present and no new turbulence is generated since it is a straight channel.
Therefore, in the upper channel the influence of the density-based walls on the fluid can be better examined. On the
contrary, in the lower channel the turbulence should increase due to the bent channel, therefore the lower channel is also
examined to investigate the more turbulent flow. It is desired that the behavior at the wall as well as in the free-stream
can be evaluated, therefore two cut lines are introduced. The exact locations of the cut lines are shown in Figure 4.4,
where the red and green cut lines are the upper and lower channel respectively. The flow properties which are discussed
are the velocity (𝑈), turbulent kinetic energy (𝑘) and specific dissipation rate (𝜔).

Figure 4.4: The location of the cut lines, where the x location is at 𝑥 = 𝐻 from where the fluid enters the domain. Cut line upper channel indicated in
red and cut line lower channel indicated in green.
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These properties are analyzed visually and by determining the error on the different flow properties. Since different mesh
sizes are used in the simulations and the datasets vary in size, it is desired that the error is not affected by the dataset size.
This the case with the Relative Root Mean Square Error (RRMSE) and is therefore a suitable error to use. The RRMSE
can be calculated by ([38]),

𝑅𝑅𝑀𝑆𝐸 =
1
𝑛 ∑

𝑛
𝑖=1(𝑦𝑖 − �̂�𝑖)2

∑𝑛𝑖=1(�̂�𝑖)2
⋅ 100, (4.6)

where 𝑦𝑖 is the predicted value and �̂�𝑖 is the actual value of a variable. In this case the reference simulation corresponds
to the actual value and the density-based models correspond to the predicted value. These RRMSE values are used as a
benchmark, so that the improved methods (see Chapter 5) can be evaluated and compared to the Dilgen method.

Density distribution and penalties
The differentmesh sizes of ℎ5, ℎ10, ℎ50 and ℎ100 influence the behavior of the density distribution throughout the channel.
The filtering steps in the model are the same as presented in Section 3.3. The blurring filter radius is equal to the used
mesh size. This means that the higher mesh models thus have a larger length over which the density variable converge
from maximum 𝛾 = 1 to its minimum of 𝛾 = 0. The distribution of the density variable in the upper channel on the cut
line is shown in Figure 4.5a. The cut line is slightly extended so that the distribution is also shown in the solid domain.
In this figure it is shown that the lower 𝑦+ models have a shorter transition length, where design variable 𝛾 transitions
from 1 to 0. For the larger 𝑦+ values it takes longer to approach 𝛾 = 1, although it looks like it reaches fully fluid this is
not the case. In Figure 4.5b 𝑙𝑜𝑔(1−𝛾) is plotted against the vertical distance and this graph shows that there is still some
deviation between the results with low and high 𝑦+ mesh resolution, even in the middle of the channel where the density
variable should be 1. This behavior also influences the penalties as shown in Figure 4.5c where the impermeability is
plotted over the maximum impermeability. The ratio between the impermeability and maximum impermeability should
be as low as possible in the fluid domain, in this case the fluid is influenced the least by the penalization terms. It can be
seen that the ratios for the models ℎ50 and ℎ100 are multiple orders higher in the 𝛾 = 1 region compared to the ℎ5 and
ℎ10 models. Therefore the penalties are too high in the middle of the channel for the higher mesh size models, causing
the fluid to be penalized in a domain where the material properties should be identical to those of a fluid, which is an
undesired result.

(a) Density variable distribution in the upper channel. (b) Log(1-𝛾) distribution in the upper channel.

(c) Impermeability normalized by the maximum impermeability in the
upper channel.

Figure 4.5: Dilgen density and penalty distributions on a slightly extended cut line in the upper channel.
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Velocity (𝑈)
Secondly the velocity is analyzed in the channel. The results of the velocity magnitude for the reference best case as
well as the different 𝑦+ mesh sizes in the full domain are shown in Figure 4.6. This gives an overview of the flow in the
channel and also the effect of different mesh sizes. It can be seen that the ℎ5 and ℎ10 models show similar behavior as the
reference best case model. The largest mesh size (ℎ100) is less accurate, which can be explained by the large transition of
the density variable from solid to fluid and the consequent large flow penalization in the fluid domain which is undesired.
The ℎ50model shows intermediate results between the lowest and highest mesh sizes. The speed is increased in the corner
when compared to the highest mesh size model, however, it does not have the high peak velocities in the inner side of
the corner which the lowest mesh size models have.

Figure 4.6: Velocity plots reference best case vs. Dilgen for all ℎ𝑥 models.

The difference between the models can be better visualized when looking at the cut lines in the upper channel as shown
in Figure 4.7a. This shows directly the inaccuracy of the ℎ100 model when compared to the reference best case model.
This can be explained by the fact that the mesh is too coarse for an accurate result, and due to the influence of the blurring
filter and subsequent penalizations on the flow as shown in Figure 4.5c. Due to the large mesh size the density variable
𝛾 is converging less fast to 0 and 1, this means that the penalty on the PDE’s are more active in regions where this is
not desired and thus influences the flow behavior. Decreasing the mesh size ℎ𝑥 results in the velocity profile converging
to the reference simulation. This can be partially explained by the fact that flow penalties become negligible in the free
stream region when smaller elements are used. The ℎ5 model shows the best performance regarding the velocity profiles
in this case. The ℎ5 and ℎ10 have a lower velocity profile in the middle of the channel compared to the reference best case
simulation. This is due to flow leaking through the center or outer wall which decreases overall mass flow through the
channel and consequently maximum mass flow in the channel. The flow leakage is possible since a part of the outer wall
is modeled as an open boundary as shown in Figure 4.1, here the flow can leave the domain instead of at the outlet. This
flow leakage is confirmed by evaluating the total inlet and outlet velocity in the flow normal direction, if these values do
not correspond with each other it means that some flow has leaked. The total inlet velocity in the flow normal direction
can be evaluated with the following integral,

Total inlet flow in the flow normal direction = 𝑈𝑇,𝑖𝑛 =
𝐻

0
𝑈𝑛,𝑖𝑛 𝑑𝑦, (4.7)

where𝑈𝑛,𝑖𝑛 is the flowmagnitude at the inlet in the normal flow direction in m/s. The same can be done with the velocity
at the outlet. A percentage of the leaked flow is determined as follows,

Leaked flow % = 𝑈𝑇,𝑖𝑛 − 𝑈𝑇,𝑜𝑢𝑡
𝑈𝑇,𝑖𝑛

⋅ 100 = ∫𝐻0 𝑈𝑛,𝑖𝑛 𝑑𝑦 − ∫𝐻0 𝑈𝑛,𝑜𝑢𝑡 𝑑𝑦
∫𝐻0 𝑈𝑛,𝑖𝑛 𝑑𝑦

⋅ 100, (4.8)

where thus the 𝑈𝑇,𝑜𝑢𝑡 is the total flow velocity at the outlet in m2/s and 𝑈𝑛,𝑜𝑢𝑡 is the flow magnitude at the outlet in the
normal flow direction in m2/s. Table 4.4 shows the total inlet and outlet velocity and the leaked flow percentage. The
flow leakage percentage shows that the flow leakage is increasing when the mesh size is increased as well. To minimize
the amount of flow leakage the flow has to be stopped by the porous material.
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Table 4.4: Leaked flow overview for the Dilgen method.

ℎ𝑥 𝑈𝑇,𝑖𝑛 𝑈𝑇,𝑜𝑢𝑡 Leaked flow

ℎ5 0.0099881 m2/s 0.0093316 m2/s 6.57 %

ℎ10 0.0099881 m2/s 0.0092109 m2/s 7.78 %

ℎ50 0.0099881 m2/s 0.0088068 m2/s 11.83 %

ℎ100 0.0099881 m2/s 0.0084659 m2/s 15.24 %

Furthermore, when looking at the velocities for the Dilgen models near the wall (Fig. 4.7b) it shows that the velocities
do not converge to zero, which should be the case as we attempt to impose a no-slip boundary condition at the wall through
the Darcy penalization.

(a) Velocity profiles in the upper channel for the Dilgen method. (b) Velocity profile at the
wall for the Dilgen

method.

Figure 4.7: Velocity profile in the upper channel of the Dilgen method for all ℎ𝑥 models.

In Table 4.5 the RRMSE of the density-based velocity profile at the cut lines in the upper and lower channel are
given and we have shown that the smaller mesh size results are more accurate as the error are the lowest for the ℎ5
model. Moreover, the errors show that almost every error decreases when comparing against the reference ℎ𝑥 case
instead of the reference best case. As explained in Section 3.2.2 a sufficiently small element size is required to obtain
proper results. Therefore when comparing the higher mesh size models (ℎ50 and ℎ100) with the reference best case a
part of the error could be caused by the coarse mesh size. This is indeed confirmed as the errors are reduced when the
results are compared to the reference ℎ𝑥 case. However, the errors ℎ50 and especially ℎ100 are still too large with values
of 13.08% and 31.03% in the upper channel respectively. The ℎ5 model shows a negligible difference between the
reference best case and reference ℎ𝑥 case errors, this means that the mesh size is sufficient enough and that major part of
the error is caused by the density-based error. In the lower channel the turbulence is increased due to the bent channel,
the errors overall are increased as well in the lower channel. Thus it can be concluded that the Dilgen model has more
trouble with finding the correct solution if more turbulence is present in the channel. The velocity for the Dilgen method
in the lower channel can be found in Appendix C.1.

Table 4.5: RRMSE of the velocity on the cut lines in the upper and lower channel with the Dilgen method.

Location w.r.t. ℎ5 ℎ10 ℎ50 ℎ100

Upper channel Reference best case 4.62 % 6.33 % 18.09 % 34.11 %

Reference ℎ𝑥 case 4.48 % 4.77 % 13.08 % 31.03 %

Lower channel Reference best case 11.13 % 14.34 % 24.71 % 31.67 %

Reference ℎ𝑥 case 10.12 % 9.50 % 30.53 % 33.41 %
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Specific dissipation rate (𝜔)
The specific dissipation rate is an important flow property to investigate. Especially in the 𝑘 − 𝜔 model the specific
dissipation rate is of importance since it determines the turbulent dynamic viscosity (Equation 3.11) together with the
turbulent kinetic energy. In Figure 4.8 the specific dissipation rate is shown versus the vertical distance 𝑦 in the upper
channel. In contrast to the velocity, the specific dissipation rate does not go to zero at the wall but should go to infinity.
This is also the reason why the penalty on the𝜔 PDE (Equation 3.28) is slightly different than the Darcy penalty (Equation
3.26) and the turbulent kinetic energy penalty (Equation 3.27). The behavior at the wall is shown in Figure 4.8, where
the squares at both sides in the figure indicates the boundary condition where 𝜔 should be pushed to 𝜔𝑏, this boundary
condition is dependent on the mesh size as can be seen in Equation 3.29 and is proportional to ℎ

2 as:

𝜔𝑏 =
60𝜈
𝛽1𝑦21

= 60𝜈

𝛽1
ℎ
2

2 (4.9)

The attention is immediately drawn to the boundary condition of the reference velocity which is several orders higher
than the Dilgen model, this is due to the ‘wall elements’ which COMSOL uses as explained in Subsection 3.2.2. It
is important to note that the wall elements are not present in the density-based simulations since no crisp wall can be
generated and thus the wall in the density-based simulation consists out of gray elements. The non density-based 𝑘 −𝜔
model thus uses different equations for determining the 𝜔, where Equation 3.9 is used in the main flow and Equation
3.12 is used in the ‘wall elements’ to simply fix 𝜔 = 𝜔𝑏 at the wall. However, different equations in different regions or
elements is not possible in Topology Optimization. The reason for this is that one set of continuous equations throughout
the whole domain is required to calculate continuous sensitivities in Topology Optimization. This is also the main reason
why penalties are added to the PDE’s because this guarantees the continuous equations in the optimization domain.

Figure 4.8: Specific dissipation rate in the upper channel reference simulation and density study Dilgen for different mesh sizes ℎ5 , ℎ10 , ℎ50 , ℎ100.
The squares at both sides indicate the 𝜔𝑏 target where the specific dissipation rate is pushed to.

To be able to properly inspect the density based results, we generate the plot in Figure 4.9, where we cut off the
maximum plotted dissipation at 𝜔 = 106 such that we do not show the complete 𝜔 profile of the reference case. Similar
to the velocity profile accuracy, the coarser mesh solutions are less accurate in this case for the specific dissipation
rate. The wall boundary value 𝜔𝑏 to which the solutions is pushed is also lower when a larger ℎ𝑥 is used, which is a
consequence of its dependence on the element size as shown in Equation 4.9. In the boundary condition the mesh size is
in the denominator and thus a higher mesh size results in a lower 𝜔𝑏 target which is an undesired result. The penalties
in the ℎ50 and ℎ100 models also contribute further away from the wall as shown in Figure 4.5c which is undesired. In
Figure 4.9b the behavior of𝜔 near the wall is shown. When the mesh size is decreasing the𝜔𝑏 target is increasing which
is desired, however it can also be seen that there is a large mismatch between the 𝜔𝑏 target and the actual value of 𝜔 at
the wall.
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(a) Specific dissipation rate in the upper channel. (b) Specific dissipation
rate at the wall.

Figure 4.9: Specific dissipation rate in the upper channel without wall elements for the Dilgen method. The squares in both figures indicates the wall
boundary condition which is implied.

Figure 4.10 shows the specific dissipation rate on an extended cut line in the upper channel, where thus the specific
dissipation rate is partly plotted in the solid area. It can be seen that the specific dissipation rate is increasing when
moving further into the solid, which is due to the penalization which is not yet at its maximum value at the location of the
wall. However, even when reaching the maximum penalization there is still a difference between the specific dissipation
boundary condition 𝜔𝑏 and the maximum specific dissipation rate computed by the density-based model in the solid
domain. The specific dissipation rates for the Dilgen method in the lower channel can be found in Appendix C.1.

Figure 4.10: Specific dissipation rate at an extended cut line in the upper channel. The squares indicates the 𝜔𝑏 target.

In Table 4.6 the RRMSE of the specific dissipation rate are shown. The errors are tremendous which is probably due
to the high specific dissipation rate at the wall in the reference model. This causes a significant difference between the
density-based models and the reference models. Secondly, the Dilgen approach is not capable of reaching the 𝜔𝑏 target
value which is also adding to the error.

Table 4.6: RRMSE of the specific dissipation rate on the original cut lines in the upper and lower channel with the Dilgen method.

Location w.r.t. ℎ5 ℎ10 ℎ50 ℎ100

Upper channel Reference best case 98.99 % 99.39 % 99.75 % 99.86 %

Reference ℎ𝑥 case 98.51 % 99.11 % 99.68 % 99.85 %

Lower channel Reference best case 99.03 % 99.49 % 99.81 % 99.87 %

Reference ℎ𝑥 case 98.56 % 99.26 % 99.79 % 99.87 %
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Turbulent kinetic energy (𝑘)
The turbulent kinetic energy is the final flow property which is analyzed on the cut line in the upper channel, as shown
in Figure 4.11. The ℎ50 and ℎ100 models can not reach the accuracy and performance of the reference model. The low
ℎ5 and ℎ10 models react the same as before where in the middle of the channel the models match the reference model.
However, near the wall the behavior of the Dilgen models is different from the reference model where the turbulent
kinetic energy strongly overshoots the reference turbulent kinetic energy. Similar to the velocity the turbulent kinetic
energy should also approach zero at the wall which is not the case in the Dilgen simulations for the low ℎ𝑥 models. The
specific dissipation rate in the fluid and the penalty on 𝑘 should reduce the turbulent kinetic energy. However, the specific
dissipation rate is several orders lower than desired at the wall which thus results in a higher turbulent kinetic energy in
this region. The turbulent kinetic energy for the Dilgen method in the lower channel can be found in Appendix C.1.

Figure 4.11: Turbulent kinetic energy at the upper channel of the reference best case and Dilgen method.

In Table 4.7 the RRMSE errors in the upper and lower channel are shown for the turbulent kinetic energy 𝑘. Especially
the errors in the upper channel for the lower mesh size models ℎ5 and ℎ10 with respect to the reference model are quite
large. This is due to the significant peak in the near wall region. The ℎ10 mesh model in the upper channel with respect
to the reference ℎ10 shows a relatively low error compared to the other errors. This can be explained by the fact of the
difference between the density error and the mesh error as shown in Figure 4.2. The large error of the ℎ10 case is this
mainly caused by the fact that the mesh in the reference best case is too refined and therefore the ℎ10 with respect to the
reference best case can never approach the same accuracy as the reference best case.

Table 4.7: RRMSE of the turbulent kinetic energy on the cut lines in the upper and lower channel with the Dilgen method.

Location w.r.t. ℎ5 ℎ10 ℎ50 ℎ100

Upper channel Reference best case 91.92 % 111.65 % 73.49 % 66.14 %

Reference ℎ𝑥 case 95.07 % 18.82 % 52.51 % 49.57 %

Lower channel Reference best case 43.89 % 67.11 % 88.67 % 60.72 %

Reference ℎ𝑥 case 36.40 % 22.32 % 82.53 % 94.36 %

Error analysis
The RRMSE values for each simulation are presented in Table 4.8. In the errors with respect to the reference best case
model it can be seen that the best performingmodel is the ℎ5 model which has the lowest error for all properties except the
specific dissipation rate. However, when the errors are determined with respect to the reference ℎ𝑥 models the ℎ10 model
seems to be the best solution. It is noticeable that the errors for the turbulent kinetic energy and the specific dissipation
rate are extremely high, even for the low mesh size models whereas the velocity errors are acceptable. For the specific
dissipation rate this can be explained by the fact that the wall boundary condition in the COMSOL reference simulation
is several orders higher than the 𝜔𝑏 target in the density simulations. Secondly, for the turbulent kinetic energy error no
logical trend can be detected. A full overview of the full domain RRMSE can be found in Appendix D.
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Table 4.8: RRMSE on the full domain of the Dilgen method with respect to reference best case and reference ℎ𝑥 case. Where 𝑈 is the velocity, 𝑘 is
the turbulent kinetic energy, 𝜔 is the specific dissipation rate.

w.r.t. ℎ𝑥 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔

reference
best case

ℎ5 10.39 % 48.22 % 99.24 %

ℎ10 13.26 % 75.91 % 98.78 %

ℎ50 26.51 % 103.98 % 89.83 %

ℎ100 34.26 % 62.41 % 89.38 %

reference
ℎ𝑥 case

ℎ5 9.62 % 43.57 % 99.31 %

ℎ10 8.63 % 30.88 % 98.57 %

ℎ50 23.55 % 80.91 % 92.68 %

ℎ100 30.00 % 92.42 % 99.12 %

4.3. Discussion on the Dilgen method
The results shown in this section illustrate that there remains much room for improvement in the Dilgen method. Espe-
cially the errors in specific dissipation rate can be significantly improved, but it has to be noted that a large part of the
errors for dissipation rate are caused by the dissipation rate at the boundary which is fixed at extremely high values in
the reference simulations and are not attainable by the density based simulations. Nevertheless, the value for the specific
dissipation rate at the wall can be significantly increased and improved as illustrated in Figure 4.10. The main issue of
the Dilgen method is thus that the targets which are imposed are not met at the wall (interface between solid and fluid).
It is desired to adjust the specific dissipation rate at the wall which will in the end also affect the turbulent kinetic energy
and finally the velocity at the wall. We expect the significant errors for ℎ50 and ℎ100 cannot be improved satisfactory as
the mesh size is too large for the 𝑘 − 𝜔 model as explained in Section 3.2.2. Consequently, these mesh sizes will not
be used and investigated in subsequent chapters. For these coarser mesh sizes, wall function models could improve the
accuracy of the solution. However, these type of models require empirically derived equations in the elements near the
wall. This results in different sets of equations for the elements throughout the optimization domain, which will introduce
discontinuities in the optimization domain. These discontinuities are unwanted in the gradient based TO process since
the derivatives in the domain are used to obtain the sensitivities to find an optimal solution.



5
Improvements on the Dilgen method for the

topology optimization of turbulent-flows
In this chapter several improvements on the Dilgen method in the field of turbulent topology optimization are presented.
In Table 5.1 an overview of the discussed methods can be found along with the section number where the methods are
explained. Every method is introduced in each section followed by the results and a conclusion. Finally, in Section 5.4
conclusions regarding the improved methods are presented along with a discussion on which is the best improvement.

Table 5.1: Overview of the improved methods.

Method Section

Dilation method Section 5.1

Mesh dependent impermeability method Section 5.2

Mesh dependent impermeability with dilation method Section 5.3

Dilgen wall distance approach Appendix E.1

Forchheimer method Appendix E.2

Forchheimer with dilation method Appendix E.3

Mesh dependent impermeability with dilation method including heat transfer Appendix B.2

5.1. Dilation method
In Chapter 4 the Dilgen method is analyzed on the bent channel geometry so that the weaknesses could be discovered.
One of the weaknesses of the Dilgen method is that the imposed boundary conditions at the solid/fluid interface are not
met. It can be seen in Figure 4.9 that the specific dissipation rate value at the wall is lower than the 𝜔𝑏 target. The
underestimation of the specific dissipation rate at the wall influences the turbulent kinetic energy at the wall as well.
Due to the lack of specific dissipation rate the turbulent kinetic energy is not dissipated as it should. This can be seen
in Figure 4.11 where the turbulent kinetic energy of the Dilgen ℎ5 and ℎ10 models overshoots the reference best case
model. As shown in Figure 4.10 the specific dissipation rate is still increasing in the solid domain. This shows that the
Dilgen method is capable of reaching higher values for the specific dissipation rate, which have a better approximation
of the 𝜔𝑏 target value. However, this approximation is at the wrong location. The maximum specific dissipation rate
should be at the fluid/solid interface instead of inside the solid domain. The specific dissipation rate is controlled by
the 𝜔 penalization (Equation 3.28) which is dependent on the density variable. When the density variable approaches a
solid value of 𝛾 = 0, the 𝜔 penalty becomes more active and pushes the specific dissipation rate to the 𝜔𝑏 target. To
achieve the maximum specific dissipation rate at the fluid/solid interface, the 𝜔 penalty should already be fully active in
the last ‘fluid’ element before the fluid/solid interface instead of in the first ‘solid’ element after the fluid/solid interface.
Therefore, we try to shift the penalization into the fluid domain by adapting the impermeability in the 𝜔 penalization
(𝛼𝜔). The impermeability of the 𝜔 penalization is dependent on the design variable. Since we only desire to adjust the
𝜔 penalization we split the blurred design variable (𝛾𝑓). This results in the projected design variable (𝛾) used for the
RANS penalization (Equation 3.26) and 𝑘 penalization (Equation 3.27) and an 𝜔 projected design variable (𝛾𝜔) used for
the 𝜔 penalization. The process of shifting the 𝜔 penalization 𝛼𝜔(𝛾𝜔) by shifting the design variable 𝛾𝜔 into the fluid
domain is shown in Figure 5.1.

27
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Figure 5.1: Dilation process. Step 1: blurring filter. Step 2: Heaviside projection filter for 𝛾. Step 3: Heaviside projection filter for 𝛾𝜔. The mesh
grid is indicated in red, the location of the wall is indicated by the thicker red line. For demonstration purposes the dilation is two elements instead of
one element in this figure.

To obtain the shifted design variable 𝛾𝜔 we can use the Heaviside projection filter (Equation 3.31). The Heaviside
projection filter is initially used to obtain a more discrete design as explained in Section 3.3. However, this Heaviside
projection filter requires a threshold value where values below the threshold are pushed to either 0 or 1. Therefore, this
filter can be perfectly used for shifting the 𝜔 projected design variable by adjusting the Heaviside threshold value for 𝜔
(𝜂𝜔). The Heaviside projection filter adjusted for the 𝜔 design variable is given by the following equation,

𝛾𝜔 =
tanh(𝛽𝜔(𝛾𝑓 − 𝜂𝜔)) + tanh(𝛽𝜔𝜂𝜔)
tanh(𝛽𝜔(1 − 𝜂𝜔)) + tanh(𝛽𝜔𝜂𝜔)

, (5.1)

where 𝛾𝜔 is the𝜔 design variable used to calculate the penalization in the𝜔 equations (𝛼𝜔(𝛾𝜔)), 𝛽𝜔 the projection slope
for the 𝜔 design variable and 𝜂𝜔 is the threshold for the 𝜔 penalization dependent on the desired dilation.

As it is desired that the 𝜔 penalization is active in the last ‘fluid’ element at the solid/fluid interface, we aim to push
density variable 𝛾𝜔 exactly one element into the fluid domain. In a paper published by Clausen et al [39] a method
is presented that can be used to determine the correct threshold value for shifting the solid/fluid boundary exactly one
element into the fluid domain. In this paper, threshold 𝜂𝜔 is determined as a function of the used blurring filter radius
and the amount of elements the design has to shift. First of all, it is assumed that a perfect discrete function is the input
of the design, this corresponds to the control design variable (𝛾𝑐) in Figure 5.1. Such a function can be described using a
discrete Heaviside step function which is the discrete version of the continuous Heaviside function in Equation 3.31 and
Equation 5.1,

𝛾𝑐(𝑥) =
0 x<0,
1 x≥0.

(5.2)

Secondly, the control design variable is filtered by the blurring filter (Equation 3.30 as shown in Step 1 in Figure 5.1),
obtaining the filtered design variable (𝛾𝑓) . Following [39], the filtered design variable field can be calculated from the
control design variable and the blurring filter by,

𝛾𝑓(𝑥) = 𝛾𝑐(𝑥) +
𝑒𝑥

2√3
𝑟

2 (1 − 𝛾𝑐(𝑥)) −
𝑒−𝑥

2√3
𝑟

2 𝛾𝑐(𝑥)

= 𝛾𝑐(𝑥) +
𝑒
𝑥
𝑅

2 (1 − 𝛾𝑐(𝑥)) −
𝑒−

𝑥
𝑅

2 𝛾𝑐(𝑥)

(5.3)

where 𝑟 = 2√3𝑅 and 𝑅 is the blurring filter radius. The value of the filtered design variable field 𝛾𝑓 thus depends on
distance 𝑥. If the solid/fluid interface is at 𝑥 = 0, as is the case in Figure 5.1, and we want to shift exactly one element,
then we can determine the threshold 𝜂𝜔 for the value of 𝛾𝑓 at 𝑥 = ℎ, where ℎ is the element size. When the filtered
density variable at 𝑥 = ℎ is known, the Heaviside projection threshold has to be set to this value to shift the projected
density variable. In Figure 5.2 a filtered design variable field is shown with the intersection point at distance one element
from the solid/fluid interface. Note that in this figure not the actual values are used but this figure aims to clarify the
dilation principle.
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Figure 5.2: Filtered design variable dependent on distance 𝑥. The dashed black line indicates a fluid/solid interface in this case at 𝑥 = 0. The red
point is shown at 𝑥 = ℎ and thus the corresponding 𝛾𝑓 value is the Heaviside projection threshold value for the dilation filter. Note that the values in
this figure do not correspond to the actual problem but are for demonstration purposes.

All the required information to calculate the Heaviside projection threshold for 𝜔 (𝜂𝜔) is present. First of all, the
blurring filter radius is equal to the used mesh size (𝑅 = ℎ). Secondly, we want to shift the solid/fluid boundary one
element and thus aim to put a threshold at the density 𝛾𝑓(𝑥) at one element shifted to the right (𝑥 = ℎ). Since both, the
blurring filter radius (𝑅 = ℎ) and the shift distance (𝑥 = ℎ) are dependent on the mesh size Eq. 5.3 can be reduced to,

𝛾𝑓(𝑥 = ℎ) = 1 + 𝑒1
2 (1 − 1) − 𝑒−1

2 1 = 0.82. (5.4)

where 𝛾𝑐(𝑥 = ℎ) = 1 is used. Therefore the dilation is in this case only dependent on the input variable 𝛾𝑐. As
𝛾𝑓(𝑥 = ℎ) = 0.82, the projection threshold for 𝜔 is defined as 𝜂𝜔 = 0.82. As last step the projection slope has to
be determined. Since we want to analyze only the effect of the displacement of the 𝜔 penalization it is desired that the
𝜔 design variable (𝛾𝜔) remains as ‘sharp’ as possible. Therefore is decided to increase the projection slope for the 𝜔
penalization significantly to 80, this ensures that the 𝛾𝜔 transitions within one element from solid to fluid. Note that this
is a high value for the projection slope and such high values often restrict the optimization process. However, since we
already know the geometry and do not deal with changing geometries it is possible to use a slope this high.

Parameters used in this case are summed up in Table 5.2.

Table 5.2: Parameters used in the Dilation method.

Parameter Symbol Value Unit

Reynolds number 𝑅𝑒𝐻 104 -
Darcy number 𝐷𝑎 10−6 -
Darcy curvature penalization 𝑞𝐷𝑎 0.1 -
Darcy curvature penalty for k 𝑞𝑘 0.1 -
Darcy curvature penalty for 𝜔 𝑞𝜔 10−4 -
Projection slope 𝛽 6 -
Projection point 𝜂 0.5 -
Projection slope 𝜔 𝛽𝜔 80 -
Projection point 𝜔 𝜂𝜔 0.82 -

5.1.1. Results on the Dilation method
In this section the velocity profiles, specific dissipation rates and the turbulent kinetic energies are investigated for the
Dilation method.

Velocity (𝑈)
The velocity profiles of the Dilation method are shown in Figure 5.3. One of the challenges with the Dilgen method is
that simulations were not able to reach the 𝜔𝑏 wall target. By using the Dilation method the simulations are capable of
getting closer to the given 𝜔𝑏 target, as shown for the ℎ5 and ℎ10 models respectively in Figure 5.3b and Figure 5.3d.
By adapting the penalty for 𝜔, the velocity at the wall is thus also influenced and more capable of reaching the wall
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targets. Unfortunately this method also has some drawbacks, it causes the penalty to be more active not only directly
near the wall but also somewhat further away from the wall in the fluid domain. This results in the strange bends in the
upper corners of the velocity profiles for both ℎ𝑥 models (Fig. 5.3a and Fig. 5.3c). Due to this the maximum velocity in
the free stream also appears to be lower than the reference best case. The velocity for the Dilation method in the lower
channel can be found in Appendix C.2.

(a) Velocity profile in the upper channel for ℎ5. (b) Velocity profile at the
fluid/solid interface for

ℎ5.

(c) Velocity profile for ℎ10. (d) Velocity profile at the
fluid/solid interface for

ℎ10.

Figure 5.3: Velocity profile in the upper channel with the Dilation method.

The flow leakage for the Dilation method is shown in Table 5.3. It shows that the flow leakage is slightly reduced in
the Dilation method. Since the velocity at the wall is decreased, less fluid has flowed through the porous material and
thus the flow leakage is reduced compared to the Dilgen method.

Table 5.3: Percentages leaked flow for the Dilation method and the Dilgen method.

ℎ𝑥 Dilation leaked flow Dilgen leaked flow

ℎ5 4.90 % 6.57 %

ℎ10 4.90 % 7.78 %

In Table 5.4 the RRMSE of the velocity in the upper and lower channel are presented. It can be seen that the velocity
error in the upper channel is slightly reduced compared to the Dilgen method, except for the ℎ10 with respect to the
reference ℎ10 case. The reduction could be caused by the velocity approaching the boundary target at the wall better than
the Dilgen method. The Dilgen method performs better in the free-stream which could be the reason why the mutual
difference so small. In the lower channel the Dilgen method errors are increased instead of reduced.
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Table 5.4: RRMSE of the velocity on the cut lines in the upper and lower channel with the Dilation method. The RRMSE of the Dilgen method are
included as well for comparison.

Dilation method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 3.84 % 5.20 % 4.62 % 6.33 %

Reference ℎ𝑥 case 3.80 % 5.01 % 4.48 % 4.77 %

Lower channel Reference best case 14.91 % 22.58 % 11.13 % 14.34 %

Reference ℎ𝑥 case 14.65 % 21.83 % 10.12 % 9.50 %

Specific dissipation rate (𝜔)
The specific dissipation rates for the Dilation method are displayed in Figure 5.4. The most important improvement this
method shows is that the simulations are better capable of reaching the𝜔𝑏 wall target. It can be seen that the gap between
the 𝜔𝑏 target and the specific dissipation rate at the fluid/solid interface for the Dilation method is much smaller than
in the Dilgen method. This is the case for both the ℎ5 and ℎ10 model and is observed even better in the close ups in
Figures 5.4b and 5.4d. Although, it looks like the density-based models produce 𝜔𝑏 targets which are higher than the
reference ℎ𝑥 models this is not the case. Similar as in Figure 4.9 the wall elements of the reference models are removed
which again reach extremely high values. The specific dissipation rate for the Dilation method in the lower channel can
be found in Appendix C.2.

(a) Specific dissipation rate for ℎ5. (b) Specific dissipation
rate at the fluid/solid
interface for ℎ5

(c) Specific dissipation rate for ℎ10. (d) Specific dissipation
rate at the fluid/solid
interface for ℎ10

Figure 5.4: Specific dissipation rate in the upper channel with the Dilation method. The largest mark at the outer sides represents the value at the
fluid/solid interface.
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The results seems promising since it reaches the 𝜔𝑏 target closely with the Dilation method. However, the Dilation
method has some drawbacks as well, Figures 5.4b and 5.4d for the ℎ5 model and ℎ10 model respectively, show that there
is a sharp turn close to the fluid/solid interface. Therefore, the specific dissipation rate profile does not completely match
with the reference simulations. To find the origin of this problem we look into the 𝜔 penalization in Figure 5.5. In this
figure the 𝜔 penalization for the ℎ10 is shown in the upper channel and also slightly into the solid domain. It can be
observed that the Dilgen penalization is already decreasing when still in the solid domain and not passed the solid/fluid
interface yet, while the penalization in the Dilation method is still on the maximum value until it reaches the fluid/solid
interface. It must be noticed that the penalization in the Dilgen method has a less sharp transition, this is due to the
smaller projection slope which is 𝛽 = 6. However, even if the Dilgen method had the same projection slope of 80 as in
the Dilation method, the penalization would still decrease in the solid domain although the decrease would be closer to
the solid/fluid interface. It can be seen in Figure 5.5 that the penalization for the Dilation method drops quite heavily in
a small distance, this can affect the behavior of the specific dissipation rate. If the penalty changes quite largely within
the distance equal the size of an element the strange corners as in Figure 5.4 can occur. So the large projection slope is
useful in obtaining the maximum penalty at the fluid/solid interface, but also causes large differences in penalizations
over a small distance.

Figure 5.5: 𝜔 penalization in the upper channel for the Dilgen method and Dilation method with the ℎ10 mesh size.

In Table 5.5 the errors are presented regarding the specific dissipation rate. Still the errors are quite large however they
mostly are reduced with almost around 17% for the reference best cases when compared to the Dilgen method. The
Dilation model with the ℎ5 mesh with respect to the reference ℎ𝑥 case is decreased with more than 20%. So with the
Dilation method the specific dissipation rate at the wall is approached better, as already could be seen in Figure 5.4.

Table 5.5: RRMSE of the specific dissipation rate on the cut lines in the upper and lower channel with the Dilation method. The RRMSE of the Dilgen
method are included as well for comparison.

Dilation method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 81.45 % 92.60 % 98.99 % 99.39 %

Reference ℎ𝑥 case 77.46 % 90.25 % 98.51 % 99.11 %

Lower channel Reference best case 81.68 % 92.73 % 99.03 % 99.49 %

Reference ℎ𝑥 case 77.88 % 90.48 % 98.56 % 99.26 %

Turbulent kinetic energy (𝑘)
The turbulent kinetic energy results in the upper channel can be obtained in Figure 5.6. In the Dilgen method the turbulent
kinetic energy had a large overshoot in the region near the fluid/solid interface, as shown in Figure 5.6. The Dilation
method shows the opposite for the ℎ5 model in Figure 5.6a. It is shown that the turbulent kinetic energy is actually lower
than both reference simulations. As explained the 𝜔 penalization is still on its maximum for a short range beyond the
fluid/solid interface resulting in a higher specific dissipation rate than desired. This higher specific dissipation rate also
influences the turbulent kinetic energy in a way that it dampens out the turbulent kinetic energy. Therefore the turbulent
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kinetic energy is lower than the reference simulations in the region near the fluid/solid interface. The turbulent kinetic
energy for the Dilation method in the lower channel can be found in Appendix C.2.

(a) Turbulent kinetic energy for ℎ5.

(b) Turbulent kinetic energy for ℎ10.

Figure 5.6: Turbulent kinetic energy in the upper channel with the Dilation method.

The RRMSE of the turbulent kinetic energy remain high as can be seen in Table 5.6, but especially for the ℎ5 results this
method is an improvement on the Dilgen method where the errors in the upper channel are reduced from 91.92% (w.r.t.
reference best case) to 42.60%. However, RRMSE of the Dilgen ℎ10 model compared to the reference ℎ10 case shows
a significant lower error. This is due to the fact that the reference ℎ10 model also overshoots the reference best case as
can be seen in Figure 5.6. Therefore, the results of the Dilgen ℎ10 and reference ℎ10 model are similar and the error is
reduced.

Table 5.6: RRMSE of the turbulent kinetic energy on the cut lines in the upper and lower channel with the Dilation method. The RRMSE of the Dilgen
method are included as well for comparison.

Dilation method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 42.60 % 56.98 % 91.92 % 111.65 %

Reference ℎ𝑥 case 41.35 % 56.12 % 95.07 % 18.82 %

Lower channel Reference best case 51.90 % 63.61 % 43.89 % 67.11 %

Reference ℎ𝑥 case 46.04 % 57.82 % 36.40 % 22.32 %

5.1.2. Discussion on the Dilation method
The complete RRMSE table can be found in Table 5.7. The velocity error did not improve by this method which is caused
by the leakage through the porous areas. However, the Dilation method shows the desired results in improving the error
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on the specific dissipation rate. For the ℎ5 case with respect to the reference best case this means an improvement on
the specific dissipation rate error from 99.24% to 84.53%. This error is still quite large which is again caused by the
significant difference in specific dissipation rate at the wall. It can be concluded that this dilation method improves on
the behavior of the specific dissipation rate and partly in the turbulent kinetic energy. However, for the velocity the errors
are increased and thus an improvement needs to be implemented which counters the leakage through the porous areas.

Table 5.7: RRMSE of the full domain of the Dilation method with respect to the reference best case and reference ℎ𝑥 case. The RRMSE of the Dilgen
method are included as well for comparison.

Dilation method Dilgen method

w.r.t. ℎ𝑥 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔

reference best case ℎ5 14.91 % 47.44 % 84.53 % 10.39 % 48.22 % 99.24 %

ℎ10 20.95 % 55.40 % 85.73 % 13.26 % 75.91 % 98.78 %

reference ℎ𝑥 case
ℎ5 14.19 % 43.27 % 85.28 % 9.62 % 43.57 % 99.31 %

ℎ10 16.99 % 52.78 % 84.34 % 8.63 % 30.88 % 98.57 %

5.2. Mesh dependent impermeability method
In this section a new method is presented in which the impermeability is dependent on the mesh size, therefore this
method is named the Mesh dependent impermeability method (MDI method). In the MDI method, which is presented by
Theulings [40], the penalizations on the RANS equation (Equation 3.26), the turbulent kinetic energy (Equation 3.27) and
the specific dissipation rate (Equation 3.28) is adjusted to using the Reynolds number and parameters in the optimization
set-up. Before the impermeability can be determined an initial estimate of the elemental Reynolds number is made. The
elemental Reynolds number measures the respective relevance of the inertial and viscous forces in a discrete element in
the mesh. The elemental Reynolds number is defined as,

𝑅𝑒𝑒 =
𝜌|�⃗�𝑓|ℎ
𝜇 , (5.5)

where �⃗�𝑓 is a velocity estimate at the inlet in m/s and ℎ is the mesh size in m. The elemental Reynolds number evaluates
if the viscous forces (𝑅𝑒𝑒 ≪ 1) or the inertial forces (𝑅𝑒𝑒 ≫ 1) are dominant on the element scale. Dependent on the
value of the elemental Reynolds number and thus if the viscous forces or the inertial forces are dominant, the maximum
impermeability is defined by Theulings [40] as,

𝛼ℎ =
⎧

⎨
⎩

10𝑞 𝜇
𝜌ℎ2 , if 𝑅𝑒𝑒 ≤ 1,

10𝑞 |�⃗�
𝑓|
ℎ , if 𝑅𝑒𝑒 > 1,

(5.6)

where the bar over 𝛼 (𝛼) indicates it concerns a maximum value of 𝛼 and 10𝑞 can be used to increase the magnitude,
where the penalization factor 𝑞 is a small whole number (generally 𝑞 = 0, 𝑞 = 1, 𝑞 = 2). It is important to note that
the elemental Reynolds number is an initial guess before the simulations starts. From this initial guess the maximum
impermeability is determined and thus the maximum impermeability is a fixed value throughout the domain. The max-
imum impermeability is thus not varying if it turns out that the elemental Reynolds number is different for particular
elements. In the case of the bent channel the elemental Reynolds number is estimated as larger then one. By using the
correct formulation for the maximum impermeability (where 𝑅𝑒𝑒 > 1) and a penalization factor 𝑞 = 1, the maximum
impermeability can be determined. The values for the maximum impermeability for the ℎ5 and ℎ10 case are presented
in Table 5.8.

Table 5.8: Maximum impermeability for the ℎ5 and ℎ10 models.

Parameter Symbol Value Unit

Maximum impermeability for ℎ5 𝛼ℎ5 1.1811 × 105 1/s
Maximum impermeability for ℎ10 𝛼ℎ10 5.9055 × 104 1/s

Furthermore, note that the Heaviside projection filter for the 𝜔 penalization is reset to the initial values as we only
investigate the MDI approach and do not investigate the Dilation approach. All parameters used in the MDI approach
are shown in Table 5.9.
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Table 5.9: Parameters used in the MDI method

Parameter Symbol Value Unit

Reynolds number 𝑅𝑒𝐻 104 -
Darcy number 𝐷𝑎 10−6 -
Darcy curvature penalization 𝑞𝐷𝑎 0.1 -
Darcy curvature penalty for k 𝑞𝑘 0.1 -
Darcy curvature penalty for 𝜔 𝑞𝜔 10−4 -
Impermeability penalization 𝑞 1 -
Projection slope 𝛽 6 -
Projection point 𝜂 0.5 -

5.2.1. Results on the Mesh dependent impermeability method
In this section the MDI approach is investigated by examining the errors of the velocity, specific dissipation rate and
turbulent kinetic energy.

Velocity (𝑈)
Firstly, the velocity profiles for the ℎ5 and ℎ10 cases are presented in Figure 5.7. In both cases it can be seen that
the maximum velocity is increased in the middle of the channel compared to the reference models. Due to the higher
impermeability less flow leaks through the solid domain and in combination with a slightly different velocity profile the
maximum velocity is higher in the middle of the channel. The difference in the flow profile can be seen in the near wall
regions (between 0.03 < 𝑦 < 0.031 and 0.039 < 𝑦 < 0.04), here the flow is underestimated compared to the reference
models and this is compensated for in the middle of the channel. In Table 5.10 the flow leakage for the MDI and Dilation
method are presented. It can indeed be seen that the flow leakage is significantly decreased in the MDI method due
to the increased impermeability. A second improvement of the MDI method is that the velocity approaches zero at the
wall where the Dilgen method does not, as can be seen in Figure 5.7b and Figure 5.7d for respectively the ℎ5 and ℎ10
models. Due to well determined maximum impermeability in this problem, which is higher than in the Dilgen method
where 𝛼 = 104, the penalizations in the near wall and solid region become higher. Therefore the velocity is pushed to
the imposed boundary targets at the wall.

Table 5.10: Leaked flow overview for the MDI method and the Dilgen method added for comparison.

ℎ𝑥 MDI leaked flow Dilgen leaked flow

ℎ5 0.84 % 6.57 %

ℎ10 1.84 % 7.78 %

Overall the errors are quite low in the upper and lower channel as can be seen in Table 5.11 although the errors in
the previously presented Dilation method remain lower as shown in Table 5.4. The increase in error is caused by the
high maximum velocity in the middle of the channel. In this case the problem at the wall and boundary conditions is
improved however the overall problem is not improved. The velocity for the MDI method in the lower channel can be
found in Appendix C.3.

Table 5.11: RRMSE of the velocity on the cut lines in the upper and lower channel for the MDI method. The RRMSE of the Dilgen method are
included as well for comparison.

MDI method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 5.95 % 9.35 % 4.62 % 6.33 %

Reference ℎ𝑋 case 5.75 % 5.79 % 4.48 % 4.77 %

Lower channel Reference best case 9.61 % 13.55 % 11.13 % 14.34 %

Reference ℎ𝑥 case 7.80 % 7.73 % 10.12 % 9.50 %
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(a) Velocity profile for ℎ5. (b) Velocity profile at the
fluid/solid interface for

ℎ5.

(c) Velocity profile for ℎ10. (d) Velocity profile at the
fluid/solid interface for

ℎ10.

Figure 5.7: Velocity profile in the upper channel with the MDI method.

Specific dissipation rate (𝜔)
In case of the specific dissipation rate no large improvement can be noticed when compared to the Dilgen method. In
Figure 5.8a, where the specific dissipation rate for the ℎ5 is shown, it can be seen that the specific dissipation rate is
slightly higher at the wall but also has a larger error further away from the wall. In the ℎ10 case the results further away
from the wall are even worse, as can be seen around 𝑦 = 0.031 𝑚 in Figure 5.8c. The specific dissipation rate for the
MDI method in the lower channel can be found in Appendix C.3.
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(a) Specific dissipation rate for ℎ5. (b) Specific dissipation
rate at the fluid/solid
interface for ℎ5

(c) Specific dissipation rate for ℎ10. (d) Specific dissipation
rate at the fluid/solid
interface for ℎ10

Figure 5.8: Specific dissipation rate in the upper channel with the MDI method for ℎ5 and ℎ10

The specific dissipation rate for ℎ5 is shown on an extended cut line in Figure 5.9. Here it can be clearly seen that the
specific dissipation rate can reach higher values in the MDI method, this is due the increase in maximum impermeability.
However, if we look at the solid/fluid interface (at the dashed line) we see that the difference between the MDI approach
and the Dilgen approach is negligible. A similar problem as in the Dilgen method thus occurs where the penalties are
‘activated’ too far into the solid domain past the fluid/solid interface. The specific dissipation rate is not improved as

Figure 5.9: Specific dissipation rate at an extended cut line in the upper channel.
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can be seen by analyzing the cut lines in the upper channel, this is confirmed by the errors in Table 5.12. The errors are
in the same order as in the Dilgen method and the MDI method is not an improvement on its own regarding the specific
dissipation rate. However, it must be commented that with this method the specific dissipation rate is able to reach higher
values although this just happens in the solid domain instead of at the fluid/solid interface.

Table 5.12: RRMSE of the specific dissipation rate on the cut lines in the upper and lower channel with the MDI method. The RRMSE of the Dilgen
method are included as well for comparison.

MDI method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 98.04 % 99.20 % 98.99 % 99.39 %

Reference ℎ𝑋 case 97.12 % 98.83 % 98.51 % 99.11 %

Lower channel Reference best case 98.03 % 99.21 % 99.03 % 99.49 %

Reference ℎ𝑥 case 97.10 % 98.86 % 98.56 % 99.26 %

Turbulent kinetic energy (𝑘)
Finally, the turbulent kinetic energy is analyzed as shown in Figure 5.10. First, analyzing the MDI method ℎ5 results in
Figure 5.10a it can be seen that the turbulent kinetic energy reaches the boundary target of zero at the wall. As before,
the specific dissipation rate and turbulent kinetic energy have a relation where the specific dissipation rate dampens out
the turbulent kinetic energy. Since the specific dissipation is not increased in the near wall region the turbulent kinetic
energy is not damped out well enough, resulting in some significant peaks of turbulent kinetic energy. For the MDI
method with ℎ10 mesh size similar conclusions can be drawn, where a large peak of turbulent kinetic energy is present
in the near wall region and the boundary target at the wall is achieved. The turbulent kinetic energy for the MDI method
in the lower channel can be found in Appendix C.3.

Furthermore, when comparing the errors in Table 5.13 no large improvements can be noticed when comparing to the
Dilgen method, which is expected after analyzing Figure 5.10.

Table 5.13: RRMSE of the turbulent kinetic energy on the cut lines in the upper and lower channel with the MDI method. The RRMSE of the Dilgen
method are included as well for comparison.

MDI method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 94.42 % 142.86 % 91.92 % 111.65 %

Reference ℎ𝑥 case 97.59 % 37.32 % 95.07 % 18.82 %

Lower channel Reference best case 49.49 % 74.61 % 43.89 % 67.11 %

Reference ℎ𝑥 case 41.53 % 30.07 % 36.40 % 22.32 %
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(a) Turbulent kinetic energy for ℎ5.

(b) Turbulent kinetic energy for ℎ10.

Figure 5.10: Turbulent kinetic energy in the upper channel with the MDI method for ℎ5 and 10.

5.2.2. Discussion on the Mesh dependent impermeability method
In this method the maximum impermeability is increased when compared to the Dilgen method. By using this higher
impermeability the solid regions are less porous and stop more flow from passing through the solid domains. Therefore
the boundary conditions for the velocity and turbulent kinetic energy were achieved at the wall. Unfortunately this was
not the case for the specific dissipation rate at the wall. In the region slightly further away from the wall the results
did not improve either, mainly caused by the low specific dissipation rate which did not dampen the turbulent kinetic
energy enough, resulting in significant peaks. It can thus be concluded that this method works for reaching the boundary
conditions for velocity and turbulent kinetic energy but it does not improve the overall RRMSE results. Finally, all the
errors throughout the whole domain regarding the MDI method are presented in Table 5.14. Comparing these results
to the Dilgen method indeed shows no significant improvements and thus it can be concluded that this method is no
improvement on the Dilgen method.

Table 5.14: RRMSE throughout the whole domain with the Mesh dependent impermeability method with respect to reference best case and reference
with corresponding ℎ𝑥 mesh.

MDI method Dilgen method

w.r.t. ℎ𝑥 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔

reference best case ℎ5 9.14 % 54.87 % 98.46 % 10.39 % 48.22 % 99.24 %
ℎ10 12.90 % 84.57 % 98.17 % 13.26 % 75.91 % 98.78 %

reference ℎ𝑥 case
ℎ5 8.01 % 50.06 % 98.55 % 9.62 % 43.57 % 99.31 %
ℎ10 7.16 % 37.09 % 97.84 % 8.63 % 30.88 % 98.57 %
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5.3. Mesh dependent impermeability with dilation method
The two previous presented methods, the Dilation method and MDI method, showed improvements in different aspects
of the simulation. The Dilation method is capable of shifting the specific dissipation rate penalty to different locations and
places the penalty in the correct region. The MDI method adjusts the impermeability according to the given boundary
conditions resulting in penalties of different magnitudes. Therefore these two methods are combined in this section
resulting in the Mesh dependent impermeability with dilation method (MDI-D method). As explained in Section 5.1 the
dilation can be determined precisely. To shift exactly one element a projection threshold of 0.82 is used in combination
with a blurring filter radius which is equal to the mesh size. The projection slope for 𝜔 is also similar as in the proposed
Dilation method in Section 5.1, thus 80 which is different from the parameters proposed in Table 4.2. The values for
the maximum impermeability are shown in Table 5.15. Since the boundary conditions are identical the values for the
maximum impermeability are the same as in the MDI method.

Table 5.15: Maximum impermeability dependent for the ℎ5 and ℎ10 models.

Parameter Symbol Value Unit

Maximum impermeability for ℎ5 𝛼ℎ5 1.1811 × 105 1/s
Maximum impermeability for ℎ10 𝛼ℎ10 5.9055 × 104 1/s

The other parameters used in this case are summed up in Table 5.16.

Table 5.16: Parameters used in the MDI-D method.

Parameter Symbol Value Unit

Reynolds number 𝑅𝑒𝐻 104 -
Darcy number 𝐷𝑎 10−6 -
Darcy curvature penalization 𝑞𝐷𝑎 0.1 -
Darcy curvature penalty for k 𝑞𝑘 0.1 -
Darcy curvature penalty for 𝜔 𝑞𝜔 10−4 -
Impermeability penalization 𝑞 1 -
Projection slope 𝛽 6 -
Projection point 𝜂 0.5 -
Projection slope 𝜔 𝛽𝜔 80 -
Projection point 𝜔 𝜂𝜔 0.82 -

5.3.1. Results on the Mesh dependent impermeability with dilation method
The results of the velocity, specific dissipation rate and turbulent kinetic energy with this MDI-D method are evaluated
in this subsection.

Velocity (𝑈)
The velocity profiles in the upper channel for this method are shown in Figure 5.11. In these figures it can be seen that
the velocity profile is significantly improved and matches the reference results in the middle of the channel. On the
solid/fluid interface the velocity reaches zero as can be seen in Figure 5.11b. However this figure also shows that the
velocity close to the wall does not completely match the reference results. For the ℎ10 model in Figure 5.11c it is shown
that the results matches the reference simulation with the same 𝑦+ mesh in the free stream. This is the best possible
accuracy since there is no complete mesh convergence for the ℎ10 simulations, this can be observed since the reference
best case and reference ℎ10 case differ in the middle of the channel. The ℎ10 results shows the same behavior at the
wall as the ℎ5 case where it reaches zero at the wall but has a slightly different behavior a small distance from the wall.
As the velocity profiles match the reference simulations quite well the flow leakage should be reduced as well. The
calculated flow leakage percentages are presented in Table 5.17, where there is a significant decrease in flow leakage
when compared to the Dilgen method. The flow leakage in the ℎ5 model is almost reduced to zero, meaning that the
porous material stops the most fluid from leaving the domain at the open boundary. By visually inspecting the results
in the upper channel the MDI-D method shows a quite accurate behavior, however the RRMSE’s on these cut lines as
shown in Table 5.18 are not significantly decreased in the upper channel. However, the lower channel showed a decrease
in error, going from 11.13 with the Dilgen approach to 8.31 with the MDI-D approach for the ℎ5 case with respect to
the reference best case simulation. The velocity figures for the MDI-D method in the lower channel can be found in
Appendix C.4.
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(a) Velocity profile for ℎ5. (b) Velocity profile at the
fluid/solid interface for

ℎ5.

(c) Velocity profile for ℎ10. (d) Velocity profile at the
fluid/solid interface for

ℎ10.

Figure 5.11: Velocity profiles in the upper channel with the MDI-D method for ℎ5 and ℎ10.

Table 5.17: Leaked flow overview for the MDI-D method and the Dilgen method added for comparison.

ℎ𝑥 MDI-D leaked flow Dilgen leaked flow

ℎ5 0.59 % 6.57 %

ℎ10 1.13 % 7.78 %

Table 5.18: RRMSE of the velocity on the cut lines in the upper and lower channel with the MDI-D method.

MDI-D method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 4.37 % 9.06 % 4.62 % 6.33 %

Reference ℎ𝑥 case 4.07 % 8.81 % 4.48 % 4.77 %

Lower channel Reference best case 8.31 % 20.82 % 11.13 % 14.34 %

Reference ℎ𝑥 case 7.46 % 19.76 % 10.12 % 9.50 %

Specific dissipation rate (𝜔)
The specific dissipation rate is discussed in this section, where the specific dissipation rate in the upper channel can be
found in Figure 5.12. In contrary to the MDI method (Section 5.2) and Dilgen method (Section 4.2), specific dissipation
rate with the MDI-D method reaches significant higher values at the wall. In the ℎ5 case this can be seen in Figure 5.12a
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where again the gap between the specific dissipation rate at the fluid/solid interface and the 𝜔𝑏 target is negligible for
the MDI-D method. The same can be observed in Figure 5.12c. Due to the dilation the specific dissipation rate does not
match the reference completely which is caused by the gray elements where the penalty is still active, this is even worse
in the ℎ10 case. The specific dissipation rate for the MDI-D method in the lower channel can be found in Appendix C.4.

(a) Specific dissipation rate for ℎ5. (b) Specific dissipation
rate at the fluid/solid
interface for ℎ5

(c) Specific dissipation rate for ℎ10. (d) Specific dissipation
rate at the fluid/solid
interface for ℎ10

Figure 5.12: Specific dissipation rate in the upper channel with the MDI-D method.

The RRMSE regarding the specific dissipation rate for the MDI-D method can be found in Table 5.19. The errors are
again relatively high which means that the specific dissipation rate at the wall for this method is still too low. However,
it can be seen that there is an improvement of at least 10% when comparing the MDI-D method with the Dilgen method
with respect to the reference best case.

Table 5.19: RRMSE of the specific dissipation rate on the cut lines in the upper and lower channel with the MDI-D method.

MDI-D method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 86.68 % 92.58 % 98.99 % 99.39 %

Reference ℎ𝑥 case 97.40 % 91.30 % 98.51 % 99.11 %

Lower channel Reference best case 86.55 % 92.60 % 99.03 % 99.49 %

Reference ℎ𝑥 case 97.44 % 91.36 % 98.56 % 99.26 %
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Turbulent kinetic energy (𝑘)
When analyzing the specific dissipation rate it is found that the value at the wall increased which should also influence
the turbulent kinetic energy at the wall. This is indeed the case as can be seen in Figure 5.13. Especially for the ℎ5
case a great improvement is found where the turbulent kinetic energy almost shows the same behavior as the reference
simulations (Fig. 5.13a). In the ℎ10 case it can be seen that the gray area is larger since the elements are larger which
results in a stronger penalization and thus a lower turbulent kinetic energy in the near wall region. The turbulent kinetic
energy figures for the MDI-D method in the lower channel can be found in Appendix C.4.

(a) Turbulent kinetic energy for ℎ5.

(b) Turbulent kinetic energy for ℎ10.

Figure 5.13: Turbulent kinetic energy in the upper channel with the MDI-D method.

The results of the turbulent kinetic energy RRMSE of this method can be found in Table 5.20. The error of the ℎ5
model with respect to the reference ℎ5 case for the MDI-D method is reduced to 18.08%while the Dilgen method shows
here an error of 95.07%. This could be quantified as a significant improvement on the Dilgen method since all errors
are reduced significantly, except for the MDI-D ℎ10 mesh with respect to the reference ℎ10 case the errors are increased.

Table 5.20: RRMSE of the turbulent kinetic energy on the cut lines in the upper and lower channel with the MDI-D method.

MDI-D method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 20.42 % 39.94 % 91.92 % 111.65 %

Reference ℎ𝑥 case 18.13 % 38.83 % 95.07 % 18.82 %

Lower channel Reference best case 30.23 % 59.68 % 43.89 % 67.11 %

Reference ℎ𝑥 case 24.45 % 52.94 % 36.40 % 22.32 %
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5.3.2. Analyzing the influence of the Heaviside projection slope
The Heaviside projection slope is an important parameter in Topology Optimization, higher slopes result in sharper
designs. However, if the slope becomes too steep this can influence the stability of the simulation in a negative manner
causing physics related convergence errors. In this chapter a test case has been used where the geometry is not changing,
which allows higher projection slopes to be used before convergence errors occur. In Topology Optimization, geometries
do change, so it is important to see how the newly developedMDI-Dmethod reacts when using different projection slopes.
Therefore an additional simulation on a fixed geometry is performed where several projection slopes 𝛽 are used, with
the following values: 6, 10, 14, 20, 80. In the Topology Optimization cases the projection slopes for the Darcy- and
k-penalization are increased as well and thus this is also the case in this comparison section. Finally, this test is performed
on the bent channel geometry with the ℎ10 fixed mesh size.

First, in Figure 5.14 the impermeability for the 𝜔 penalization 𝛼𝜔 is shown on the extended upper channel cut line.
The impermeability is shown for both the Dilgen and the MDI-D method and is computed using the same 𝛽 = 14. The
fluid/solid interface is indicated by the dashed line while one elemental distance of this interface is indicated with dotted
lines. This clearly shows that with the dilation, the penalization is shifted one element, thus increasing the impermeability
at the fluid/solid interface. The close up in Figure 5.14b shows a several orders difference between 𝛼𝜔 for both methods
at the fluid/solid interface.

(a) Full overview on the extended cut line. (b) Close up on the
fluid/solid interface.

Figure 5.14: 𝛼𝜔 shown on the extended upper channel for both the Dilgen and MDI-D method with a projection slope of 𝛽 = 14. The fluid/solid
interface is indicated as well one elemental distance from the fluid/solid interface.

Secondly, the influence of the different projection slopes is shown on the specific dissipation rate distribution in Figure
5.15 for the Dilgen and MDI-D methods. In this figure it is shown that the specific dissipation rate at the fluid/solid
interface increases when the projection slope increases as well. A higher projection slope thus contributes to a better
approximation of the 𝜔𝑏 target, the 𝛽 = 20 almost reaches the 𝜔𝑏 target in the MDI-D case. In the Dilgen method it
is shown that the values at the fluid/solid interface are significantly lower and even with the highest projection slope
𝛽 = 80 a relatively bigger difference to the 𝜔𝑏 target can be observed.
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(a) Specific dissipation rate in the upper channel for different Heaviside projection slopes for the MDI-D
method.

(b) Close up at the
fluid/solid interface with

MDI-D method

(c) Specific dissipation rate in the upper channel for different Heaviside projection slopes for the Dilgen
method.

(d) Close up at the
fluid/solid interface with

the Dilgen method

Figure 5.15: Specific dissipation rate in the upper channel for the MDI-D and Dilgen method. Be aware that 5.15b and 5.15d are shown using different
scales. Therefore the actual values at the fluid/solid interface in the close up figures are presented as well.

The actual 𝜔 values at the solid/fluid interface are compared to the 𝜔𝑏 target value which is 80481 1/s, according
to Equation 4.9. The relative error between the actual value and the 𝜔𝑏 target value is determined and presented in Table
5.21. In this case the Darcy- and k-penalization have higher projection slopes as well, this is resulting in convergence
errors for the MDI-D method for 𝛽 = 80 as can be seen in Table 5.21. In the previous sections where only the 𝜔 penal-
ization has a high projection slope we did not face any convergence errors. However, this shows that higher projection
slopes indeed cause instabilities in the simulation. It can be seen that even the highest projection slope 𝛽 = 80 for the
Dilgen method has a significant error and it only performs better than the MDI-D method with 𝛽 = 6. Focusing on the
𝜔 value at the solid/fluid interface, the MDI-D method clearly outperforms the Dilgen method. This is due to both the
Dilation and the newly determined maximum impermeability. First, by increasing the maximum impermeability, higher
𝜔 values can be reached. Secondly, it is shown that increasing the projection slope contributes to the higher 𝜔 at the
solid/fluid interface. The 𝜔 at the solid/fluid interface with a projection slope of 20 is around 4 times higher than with a
slope of 6. This results in a significant decrease in error, from 75.6% to 0.8%.
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Table 5.21: 𝜔 values at the solid/fluid interface at the presented cut lines and there relative errors to the 𝜔𝑏 target of 80481 1/s

MDI-D method Dilgen method

𝛽 𝜔 at solid/fluid interface Error w.r.t 𝜔𝑏 target 𝜔 at solid/fluid interface Error w.r.t 𝜔𝑏 target

6 19610 1/s 75.6% 3482 1/s 95.7%

10 52700 1/s 34.5% 5035 1/s 93.7%

14 71452 1/s 11.2% 8626 1/s 89.3%

20 79868 1/s 0.8% 15023 1/s 81.3%

80 - - 37452 1/s 53.5%

5.3.3. Discussion on the Mesh dependent impermeability with dilation method
In this sectionMDI-Dmethod is presented which is a combination of the Dilation method presented in Section 5.1 and the
MDI method presented in 5.2. The Dilation method showed that the behavior of the specific dissipation rate at the wall
could be improved and the MDI method showed that the behavior of the turbulent kinetic energy and the velocity could
be improved at the wall. Thus a combination of those two should improve the model even more which is indeed the case
when evaluating the overall RRMSE as presented in Table 5.22. All RRMSE’s regarding the ℎ5 case are improved when
compared to the Dilgen method. The ℎ10 results shows an inconsistent behavior where the velocity errors are increased
for the reference best case and reference ℎ𝑥 case. However, the specific dissipation rate errors for the ℎ10 case are both
reduced compared to the Dilgen method.

Table 5.22: RRMSE of the MDI-D method with respect to reference best case and reference ℎ𝑥 case.

MDI-D method Dilgen method

w.r.t. ℎ𝑥 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔

reference best case ℎ5 8.36 % 25.82 % 88.01 % 10.39 % 48.22 % 99.24 %
ℎ10 18.22 % 49.25 % 89.50 % 13.26 % 75.91 % 98.78 %

reference ℎ𝑥 case
ℎ5 7.34 % 21.33 % 87.94 % 9.62 % 43.57 % 99.31 %
ℎ10 14.09 % 45.76 % 90.30 % 8.63 % 30.88 % 98.57 %

5.4. Conclusions on the improved methods
In this chapter we investigated several methods to improve on the state-of-the-art Dilgen method for turbulent flow
Topology Optimization. First, the Dilation method is proposed where the specific dissipation rate penalty is shifted into
the fluid domain. Due this shift the𝜔𝑏 target is better approached, and consequently the boundary targets for the velocity
and turbulent kinetic energy improved as well. A second method is presented, the MDI method, where the maximum
impermeability is dependent on the mesh size. Introducing this method resulted in an impermeability adjusted to the
given design problem and boundary conditions. Therefore, the flow penalization is more accurate than in the Dilgen
method. The final method presented, the MDI-D method, is a combination of the previous mentioned methods. Since
the first two methods showed improvements in different aspects of the simulation problem, a combination of those two
seemed promising. The Dilation method places the penalizations in the correct region and the MDI method adjusted the
penalties to the correct order of magnitude. The MDI-D method indeed showed the overall best results. The RRMSE of
the MDI-D and Dilation method on the full domain, as discussed in Section 5.3.3, are summarized in Table 5.23. This
table shows the results regarding the ℎ5 model with respect to the reference best case and reference ℎ𝑥 models. The
results on the MDI-D method gave the best improvements and results when compared to the Dilgen method. Therefore,
this method is used in the Topology Optimization cases in the following chapter.

Table 5.23: RRMSE of the MDI-D method versus the Dilgen method.

MDI-D method Dilgen method

w.r.t. ℎ𝑥 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔
Reference best case ℎ5 8.36 % 25.82 % 88.01 % 10.39 % 48.22 % 99.24 %

Reference ℎ𝑥 case ℎ5 7.34 % 21.33 % 87.94 % 9.62 % 43.57 % 99.31 %



6
Topology optimization comparison of the

improved method versus the Dilgen method
In this chapter two Topology Optimization approaches are investigated and compared. First, in Section 6.1 the Dilgen
method and the MDI-D method are tested on a simple case where only the pressure drop is optimized. This first case is
mainly used to test the functionality of the methods in a TO case. Secondly, in Section 6.2 an optimization problem of a
flow around an internal wall is evaluated. Additionally to the TO cases in this Chapter, a TO case including heat transfer
is presented in Appendix B.3.

6.1. Pressure drop minimization
First the optimization set up and boundary conditions are described. The problem under consideration must show the
improvements of the MDI-D method in a Topology Optimization case. We therefore optimize a simple problem for
pressure drop such that we can easily investigate errors in the simple optimum. The geometry for this problem can be
found in Figure 6.1. As can be seen there is an optimization domain (Ω𝑑) of 3 times the characteristic length 𝐻 (3𝐻
by 3𝐻). Furthermore to save computation time, the inlet length is reduced to 3𝐻 instead of 10𝐻 (which is a rule of
thumb in CFD simulation) and the outlet length is set to 𝐻. At the in- and outlet the design variable is fixed to 𝛾 = 1
which corresponds to fully fluid, also a no slip boundary condition is implemented at the wall in the inlet and outlet. It
is undesired that the fluid in the optimization domain is influenced by boundary conditions at the wall, therefore a buffer
zone is placed around the optimization domain. This buffer zone should correspond to solid material and is thus fixed
at 𝛾 = 0. This region has a thickness equal to the size of four elements and will thus vary in size if different mesh
sizes (ℎ𝑚𝑒𝑠ℎ) are used, this prevents that an excessive amount of elements are generated in this region and thus saving
computation time. To prevent the fluid from leaking out of the domain, a slip wall boundary condition is implemented
at the outer edge of this buffer region, ideally this would be a no slip wall, however this is not possible since the active
penalties in this region (due to the fixed 𝛾 = 0) clashes with the physics COMSOL implies at no slip walls. Finally, to
save more computation time a symmetry boundary condition is applied to the top boundary of the inlet, optimization and
outlet domains. The material properties used in this case are the same as in previous chapters and can be found in Table
4.1.

Figure 6.1: Geometry of the pressure drop minimization optimization.

We optimize for the turbulent Reynolds number of 𝑅𝑒 = 104 and the characteristic length is 𝐻 = 0.01 𝑚. The
maximum inlet velocity is computed as 𝑉𝑖𝑛 = 1 𝑚/𝑠 using the material parameters in Table 4.1 and Equation 4.1.
Finally, a certain amount of turbulence is specified at the inlet in terms of the inlet turbulent kinetic energy (𝑘𝑖𝑛) and
inlet specific dissipation rate (𝜔𝑖𝑛), which are based on default equations and parameters inside the COMSOL module.
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The inlet turbulent kinetic energy 𝑘𝑖𝑛 is determined by using Equation 4.2 and the inlet specific dissipation ratio 𝜔𝑖𝑛 by
Equation 4.3.

The turbulence model used is based on the Low Reynolds model and therefore the first element at the wall must be in
the viscous sublayer which is for values 𝑦+ ≤ 11.25. In this case the element size is set to ℎ = 10𝑦+ which results in a
mesh size for which we can optimize within a reasonable time frame. At the start of the optimization the final geometry
is unknown and thus no mesh refinements can be created near a wall, therefore a uniform distributed grid is used. The
mesh size of the elements is determined by the desired 𝑦+ = 10 and obtained with the following formula,

ℎ𝑚𝑒𝑠ℎ =
𝑦+𝜇
𝑢𝜏𝜌𝑓

, (6.1)

where the friction velocity (𝑢𝜏) is determined according Equation 3.18. The objective function (𝐻) for this optimization
case is minimizing the pressure drop in the channel. A pressure drop can be formulated as the difference between the
pressure at the inlet and at the outlet. The pressure drop in equation form can thus be written as:

Δ𝑝 = 𝑝𝑖𝑛 − 𝑝𝑜𝑢𝑡 , (6.2)

where 𝑝𝑖𝑛 is the average pressure at the inlet in Pa and 𝑝𝑜𝑢𝑡 is the average pressure at the outlet in Pa. Furthermore, we
apply a constraint on the fluid volume and the optimization problem can thus be formulated as:

minimize
𝛾(�⃗�)

𝐻 = 𝑝𝑖𝑛 − 𝑝𝑜𝑢𝑡
𝑝𝑟𝑒𝑓

subject to 𝑅 (𝑢(�⃗�), 𝛾(�⃗�)) = 0, �⃗� ∈ Ω,
𝛾Ω ≤ 0.34,

(6.3)

where 𝑅 are the PDE constraints which are in this case the 𝑘 − 𝜔 equations, so the RANS Equation 3.26, the kinetic
energy Equation 3.27 and the specific dissipation rate Equation 3.28. The reference pressure (𝑝𝑟𝑒𝑓) is based on an initial
simulation of the fluid through the open domain as specified in Figure 6.1, where the reference pressure is equal to the
average pressure at the inlet minus the average pressure at the outlet. The first constraint is a volume constraint, where
the average value of all design variables in the domain (𝛾Ω) is not allowed to be larger then 0.34. Thus the maximum
amount of fluid in the domain can be 34%. The second constraint states that the design variable only can have values
between zero (solid) and one (fluid). In Topology Optimization the physics in the intermediate density areas where
𝛾 ≈ 0.5 can be considered less accurate, therefore a discrete 0/1 design with a sharp solid/fluid interface is desired as
explained in Section 3.3 . To obtain a sharp design a high projection slope can be used in the Heaviside projection filter
as defined in Equation 3.31 in Section 3.3. However if a high projection slope 𝛽 is used from the start of the optimization,
the optimization might become restricted and converge to an inferior local optimum. To prevent the optimization from
converging to an inferior local optimum the projection slope has to be set at a low value (around 𝛽 = 1 − 2) at the
beginning of the optimization. Therefore, the projection slope is set to a low value at the start of the optimization but
increases during the optimization process. In the continuation scheme we increase the projection slope if the design is
converged for the current slope and does not change more than 0.1, or if a maximum of 50 design iterations are performed
with the current projection slope. In COMSOL this continuation scheme is performed by using a parametric sweep of
the projection slope, where the start design for each projection slope is the last design from the previous projection slope
optimization. The projection slope starts at a value of 2 and increases with 2 after every step, when a projection slope 10
is reached the projection slope increases with steps of 4 until 22 is reached. In the first projection slope step an empty
initial design is used where 𝛾Ω = 1. In contrast to Sections 5.1 and 5.3 the maximum projection slopes is 22 instead
of 80. Since in this TO case the geometry changes it is not desired to have a projection slope as high as 80. There
is no distinction made between different projection slopes, thus all 𝛽 are increasing equally. All important parameters
discussed are summed up in Table 6.1.
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Table 6.1: Parameter overview for all the optimization cases in this chapter.

Parameter Symbol Value Unit

Characteristic length 𝐻 0.01 m
Reynolds number 𝑅𝑒𝐻 104 -
Darcy number 𝐷𝑎 10−6 -
Darcy penalization 𝑞𝐷𝑎 0.1 -
Darcy curvature penalty for k 𝑞𝑘 0.1 -
Darcy curvature penalty for 𝜔 𝑞𝜔 10−4 -
Penalty on the maximum impermeability 𝑞 1 -
Penalty factor convective heat transfer 𝑛 3 -
Projection point 𝜂 0.5 -
Projection slope 𝛽 2, 4, 6, 8, 10, 14, 18, 22 -
Projection point 𝜔 𝜂𝜔 0.7 -
Mesh size used for 𝑦+ = 10 ℎ10 1.6933 × 10−4 m
Blurring filter radius 𝑅𝑚𝑖𝑛 3.3867 × 10−4 m
Reference pressure 𝑝𝑟𝑒𝑓 263 Pa

Parameter difference for both methods in the Topology Optimization case
The two approaches which are tested on the optimization cases are the Dilgen method and theMDI-Dmethod . In Section
6.1 all the boundary conditions and parameters are presented which are equal for both methods. There are two important
differences between the Dilgen method and the MDI-D method. The first major difference is the impermeability value
which represents the porosity of the solid and intermediate domains. For the Dilgenmethod themaximum impermeability
is a fixed value based on the Darcy number and fluid material properties, calculated by the equation,

𝛼 = 𝜈
𝐷𝑎𝐻2 . (6.4)

In the MDI-D method, the maximum impermeability can be calculated with the following equation,

𝛼ℎ = 10𝑞 𝑉𝑖𝑛
ℎ𝑚𝑒𝑠ℎ

, (6.5)

where the penalty factor 𝑞 is set to be 1. Secondly, for the MDI-D method, the design variable used in the𝜔 penalization
is shifted into the fluid domain as explained in Section 5.1. In this situation the specific dissipation rate penalization is
shifted one element in the fluid domain and a blurring filter radius of twice the element size is used (𝑅 = 2ℎ). Again
equation 5.3 is used to determine the 𝜔 heaviside projection threshold. In this case with the given blurring filter radius
and shifting distance the equation can be simplified to,

𝛾𝑓(𝑥) = 𝛾𝑐(𝑥) +
𝑒
1
2

2 (1 − 𝛾𝑐(𝑥)) −
𝑒−

1
2

2 𝛾𝑐(𝑥). (6.6)

Here 𝛾𝑐(𝑥) correspond to the control design variable. Assuming that the control design variable has a value 1 at the
fluid/solid interface the 𝛾𝑓 is estimated to be 0.70. This means that the 𝜂𝜔 has to be equal to 0.70 to shift the specific
dissipation rate one element in this problem. This threshold is different as in Sections 5.1 and 5.3 since we use a different
blurring filter size 𝑅 = 2ℎ instead of 𝑅 = ℎ. The maximum impermeability and 𝜔 projection threshold for the Dilgen
method and the MDI-D method are summarized in Table 6.2.

Table 6.2: Variable settings for the Dilgen method and the MDI-D method.

Variable Dilgen method MDI-D method

𝛼 10000 1/s 59055 1/s
𝜂𝜔 0.50 0.70

6.1.1. Topology Optimization results: Pressure drop minimization
First, the optimized geometries for both methods are shown in Figure 6.2. It can be seen that both methods are successful
in generating a fairly straight channel which should minimize the pressure drop. TheMDI-D method generated a channel
which could be considered as perfectly straight, while the Dilgen design narrows at the beginning of the channel and
widens near the end. As a consequence the Dilgen design shows small velocity fluctuations through the channel whereas
in the MDI-D design the velocity distribution is more constant along the channel length, as can be seen in Figure 6.3.
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(a) Density distribution with the Dilgen method. 𝐶 = 0.468. (b) Density distribution with the MDI-D method 𝐶 = 0.350.

Figure 6.2: Density distribution of the optimized designs.

(a) Velocity magnitude with the Dilgen method. (b) Velocity magnitude with the MDI-D method.

Figure 6.3: Velocity magnitude of the optimized designs.

6.1.2. Post-processing of the Topology Optimization results
Important for TO is the post-processing step in which the density distribution output is used to define a discrete geometry
with distinct solid and fluid domains, such that the optimized design can be verified in a verification model. In this case
the threshold for the design variable (𝛾) is set to 0.5 which means that the solid and fluid domains are equally split, the
result of this is shown in Figure 6.4. In the verification model a so called ‘body fitted’ mesh is used, this means that the
mesh is refined towards the wall. The velocity magnitudes in the verification models are shown in Figure 6.5, where the
same behavior is shown as in the density based model.

(a) Geometry for the verification of the Dilgen method. (b) Geometry for verification of the MDI-D method.

Figure 6.4: Post-processed geometries for the verification simulation.

(a) Velocity magnitude with the Dilgen method. (b) Velocity magnitude with the MDI-D method.

Figure 6.5: Velocity magnitude of the optimized designs.

The pressure drop objective for both the density-based designs as well as the post processed designs can be found in
Table 6.3. The objective value given by the Dilgen method in the density model is higher than the actual pressure drop
in the verification model. The Dilgen method has an error of 21.9% with respect to the verification model. The MDI-D
method is significant more accurate when determining the objective value, as it only has an error of 6.2% with respect
to the verification model. Finally, when comparing the objective values of both verification models, it is shown that the
MDI-D method has found a geometry with a lower objective value. It can thus be concluded that in this case the MDI-D
method outperforms the Dilgen method.
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Table 6.3: Objective values for both methods with the Topology Optimization and verification case

Dilgen method MDI-D method

Density-based study 0.468 0.350
Verification study 0.384 0.373
Error 21.9% 6.2%

6.2. Pressure drop minimization around an internal wall
It is shown in the pressure drop minimization case that the Dilgen method and MDI-D method are both capable of
generating a simple channel design. However, by adjusting the geometry we can investigate what the limits of the Dilgen
method are. In Section 5.3 we have shown that the flow leakage with the MDI-D method can be reduced compared to the
Dilgen method. Therefore we place an obstacle, in this case a wall, inside the optimization domain. The wall is placed
orthogonal to the inlet so that the velocity is maximal when colliding with the wall, this should push the optimization to
its limits. The geometry can be seen in Figure 6.6. Similar parameters and boundary conditions are applied as in Section
6.1, unless stated otherwise.

Figure 6.6: Geometry of the pressure drop minimization around an internal wall optimization.

A similar optimization problem as in Section 6.1 is evaluated, where the pressure drop over the channel is minimized:

minimize
𝛾(�⃗�)

𝐻 = 𝑝𝑖𝑛 − 𝑝𝑜𝑢𝑡
𝑝𝑟𝑒𝑓

subject to 𝑅 (𝑢(�⃗�), 𝛾(�⃗�)) = 0, �⃗� ∈ Ω,
𝛾Ω ≤ 0.8,

(6.7)

The geometry in this optimization problem is changed and therefore a different 𝑝𝑟𝑒𝑓 is determined, again based on
an initial simulation of the fluid through the open domain. This results in a reference pressure of 𝑝𝑟𝑒𝑓 = 413.90 𝑃𝑎 for
the Dilgen method and 𝑝𝑟𝑒𝑓 = 7372.04 𝑃𝑎 for the MDI-D method. Secondly, penalization factor 𝑞 in Equation 6.5 for
the MDI-D method is increased to 2. This means the maximum impermeability is changed to 𝛼 = 590550 1/𝑠, which
results in a significant difference between the impermeability for the Dilgen method and MDI-D method. This is also
the reason why there is such a significant difference between the reference pressures. We found that the continuation
scheme as presented in Section 6.1 is not suitable for this TO case. Therefore the continuation scheme in this case starts
at 𝛽 = 2 and increases to 𝛽 = 14 with intermediate steps of 2. In Table 6.4 the parameters which are different to the
previous optimization can be found.
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Table 6.4: Pressure drop minimization around an internal wall specific variables for the Dilgen method and the MDI-D method. The Dilgen settings
are chosen within the range presented by Dilgen et al. [2] and are chosen such that the most optimal settings for this case are used.

Variable Dilgen method MDI-D method

𝑝𝑟𝑒𝑓 413.90 Pa 7372.04 Pa

𝐷𝑎/𝑞 (respectively) 10−6 2
𝛼 10000 1/s 590550 1/s
𝛽 2, 4, 6, 8, 10, 12, 14

6.2.1. Topology Optimization results: Pressure drop minimization around an internal
wall

In Figure 6.7 the optimal density distribution of the design variable 𝛾 is shown. The Dilgen design in Figure 6.7a shows
that it is not able to generate a channel which connects the in- and outlet with each other. In Figure 6.7b the MDI-D
design is shown, this design shows a generated channel around the inner wall. The obtained objective values for the
Dilgen and MDI-D design are 𝐻 = 0.320 and 𝐻 = 0.210 respectively. The MDI-D method showed some instabilities
when 𝛽 is increased and did not converge for 𝛽 values higher than 10, where the Dilgen method solved up to a 𝛽 of 14.
As presented in Section 5.3.2 this is already expected. However, even for lower projection slopes the MDI-D method is
more accurate than the Dilgen method.

(a) Density distribution with the Dilgen method. 𝛽 = 14
and 𝐻 = 0.320.

(b) Density distribution with the MDI-D method. 𝛽 = 10
and 𝐻 = 0.210.

Figure 6.7: Density distribution of the optimized designs

In Figure 6.8 the velocity magnitudes of the Dilgen and MDI-D designs can be found. Since the Dilgen method did
not generate a design where the in- and outlet are connected, the velocity had to find a way to come from in- to outlet.
In the Dilgen design in Figure 6.8a it can been seen that the velocity goes straight through the inner wall. Apparently,
the Dilgen method is not capable of penalizing the fluid enough to stop it from penetrating the wall. In Figure 6.8b the
velocity magnitude in the MDI-D design is guided through the developed channel. However, inside the inner wall on the
right side some light blue highlighted areas can be seen. So even though the MDI-D method generated a channel around
the inner wall, some fluid still passes through the wall.
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(a) Velocity magnitude with the Dilgen method (b) Velocity magnitude with the MDI-D method

Figure 6.8: Velocity magnitude of the optimized designs of the pressure drop minimization around an internal wall.

To gain more insight in the fluid passing through the inner wall, we first look at the flow leakage percentage as shown
in Section 4.2. Here the amount of flow through the solid domain is divided by the total inlet flow. However, in this case
we are interested in the flow passing through the internal wall. Therefore we use the amount of flow entering the internal
wall on first contact, so at the left side of the internal wall. The flow entering the internal wall at the left side divided
by the total inlet flow gives a percentage of how much flow is leaking through the wall relative to the amount of flow in
the domain. The flow leakage through the internal wall is shown in Table 6.5 for both methods. As expected the flow
leakage for the Dilgen method is around 100% since there is no channel generated in the Dilgen design and all flow is
forced through the wall. In the MDI-D method the flow leakage is 50.7%, which is also too large and thus indicating the
solid is not impermeably enough.

Table 6.5: Flow leakage through the internal wall for the Dilgen and MDI-D method.

Dilgen method MDI-D method

Flow leakage internal wall 99.9 % 50.7 %

Secondly, we are looking at the velocity magnitude on the cut line along the inner wall, as shown in Figure 6.9.

Figure 6.9: Location of the cut line through the design domain

The velocity magnitudes on the cut line are shown in Figure 6.10. We analyze the velocity on this cut line so that the fluid
penetrating the inner wall can be investigated. First, the Dilgen design in Figure 6.10a shows that all the fluid is passing
through the middle of the channel, which is as expected after evaluating the velocity magnitude on the full domain and
the flow leakage. Some small peaks are shown on both sides of the large peak which is due to flow bounced off the outer
wall and going back into the inner wall. TheMDI-D design in Figure 6.8b shows that the highest velocities are reached in
the upper and lower channel where 𝛾 = 1. However, just as in the Dilgen design, fluid is flowing through the inner wall,
which is shown by the smaller peaks in the solid domain where 𝛾 = 0. This is also in accordance to our observations of
the velocity magnitude in the full domain, where some velocity magnitudes are shown in the solid domain.
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(a) Velocity magnitude on the cut line with the Dilgen method

(b) Velocity magnitude on the cut line with the MDI-D method

Figure 6.10: Velocity magnitude on the cut line of the optimized designs of the pressure drop minimization around an internal wall case.

Convergence study
The Dilgen method is not capable of handling the high velocities passing through the thin wall. However, the Dilgen
method shows a much more stable behavior when investigating the convergence of the model. The Dilgen method is able
to converge up to a 𝛽 of 14 within a reasonable timespan (1 to 2 hours for each continuation step), however the result
is unusable since the flow in- and outlet are disconnected. The MDI-D method had more trouble converging. The first
projection slope steps were no problem at all up to and including projection slope 8, where the computation times are
still in the range of a few hours as shown in Table 6.6. After that, on projection slope 10, the model start to face issues.
The computation time for 𝛽 = 10 increased to 16 hours. The projection slopes of 12 and 14 did not even converge
anymore for the MDI-D method, which indicates that this model is unstable for higher projection slopes in combination
with the high penalizations. The Dilgen method is thus capable of reaching higher projection slopes. However in Section
5.3.2 is shown that even with lower projection slopes the MDI-D method is more accurate in reaching the 𝜔𝑏 target. The
flow leakage for every projection slope is also given in Table 6.6. However, the flow leakage tends not to decrease with
a higher projection slope. This is due the fact that the solid is modeled with a maximum impermeability which is not
changing for different projection slopes. Both simulations have been performed on a cluster computer using all 192
available cores. In Appendix F the intermediate designs and the convergence plots can be found in respectively Section
F.1 and Section F.2.
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Table 6.6: Convergence data of the Dilgen topology optimization study

Computation times (hh:mm:ss) Number of iterations Objective values Flow leakage

𝛽 Dilgen MDI-D Dilgen MDI-D Dilgen MDI-D Dilgen MDI-D

2 01:54:53 02:10:06 43 50 0.9859 1.0430 99.7% 54.5%
4 00:42:04 01:55:23 23 50 0.6795 0.6242 99.7% 49.9%
6 01:02:56 02:56:57 37 50 0.5086 0.4026 99.7% 50.1%
8 01:28:14 01:34:30 50 26 0.4219 0.2702 99.7% 49.9%
10 01:31:00 16:28:40 50 50 0.3732 0.2098 99.8% 50.7%
12 01:42:37 - 50 - 0.3423 - 99.8% -

14 01:50:48 - 50 - 0.3202 - 99.9% -

6.2.2. Post-processing of the Topology Optimization results
The post-processed designs can be found in Figure 6.11. Similar to the post-processing step in the pressure drop min-
imization optimization in Section 6.1, a threshold of 0.5 is used on the density design variable to split the solid and
fluid domain. As can be seen in Figure 6.11a, the Dilgen design did not generate a design in which the in- and outlet
are connected. In a verification study the in- and outlet must be connected and therefore no verification study could be
performed on the Dilgen design.

(a) Post-processed geometry of the Dilgen method (b) Post-processed geometry of the MDI-D method

Figure 6.11: Post-processed geometries for the verification studies

The velocity magnitude in the verification study of the MDI-D design is shown in Figure 6.12. Here it is shown that
maximum velocities are higher than in the density-based models, where it is 1.6 m/s for both the density-based study
in Figure 6.8b and 2.5 m/s in the verification study. This is confirmed by analyzing the cut line in Figure 6.13, here
the velocity magnitude for the density-based study as for the verification study are shown. The velocity magnitude in
the fluid domain where 𝛾 = 1, is more than twice as high in the verification study compared to the density-based study.
Due to the flow leakage through the inner wall in the density-based study, the velocity magnitude is reduced in the fluid
domain.
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Figure 6.12: Velocity magnitude of the MDI-D design in the verification study.

Figure 6.13: Velocity magnitude of the MDI-D method with the density-based study and the verification study, the design variable 𝛾 is included as
well.

Finally, the objective values are shown in Table 6.7. Since no verification study of the Dilgen design was possible, the
objective values are logically not available for this case. The objective values for the MDI-D design are shown for both
the density-based study as for the verification study. The density-based study shows a lower objective value compared
to the verification model. This is likely due to the flow leakage through the inner wall in the density-based study. If the
fluid flows through the inner wall, the pressure build up in the domain is lower and therefore the pressure drop is reduced
as well.

Table 6.7: Objective values for both the Dilgen and MDI-D method with the Topology Optimization and verification case

Dilgen method MDI-D method

Density-based study 0.320 0.210
Verification study - 0.473
Error - 55.60%
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6.2.3. Discussion on the pressure dropminimization around an internal wall optimiza-
tion

TheMDI-Dmethod shows a significant improvement when compared to the Dilgen method in this optimization problem.
The Dilgen method is not capable of generating a design in which the fluid is guided around the inner wall, instead the
fluid flows straight through the inner wall. On the contrary, the MDI-D method does develop a channel around the inner
wall. The difference between both results is caused by the higher impermeability in the MDI-D method which results
in a higher penalization in the solid domains where 𝛾 = 0. The higher penalization causes the fluid to stop in the solid
domains. However, as shown on the cut lines of the MDI-D design in Figure 6.10b, there is still too much flow leakage
through the inner wall. It can thus be concluded that the solid domain, where 𝛾 = 0, is still not impermeable enough to
stop the fluid from flowing through the wall. This can also be seen in the large difference in objective values in Table
6.7. Therefore, a simple solution could be increasing the maximum impermeability by increasing 𝑞 in Equation 6.5.
However, a simulation performed with 𝑞 = 3 resulted in a highly unstable model. After 74 hours the simulation was
forced to stop since it was still in the first projection slope step of 𝛽 = 2. This indicates that the MDI-D method performs
at its maximum capability before it becomes real unstable.



7
Conclusion and recommendations

First in Section 7.1 a discussion regarding the developed method is presented. Secondly, in Section 7.2 some recommen-
dations for further research are given.

7.1. Conclusion
This research is focused on answering the question: ‘Can an accurate method for density-based Topology Optimization
of turbulent flows be constructed, which uses the 𝑘 − 𝜔 turbulence model?’. Before a new method regarding the
Topology Optimization of turbulent flows is developed, the state-of-the-art is investigated in Chapter 4. In this chapter
weaknesses regarding the Dilgen method are exposed. An important point of attention in the Dilgen method is that the
boundary conditions which are imposed at the wall are not accomplished. In Chapter 5, improvements on the Dilgen
method regarding the Topology Optimization of turbulent flows are developed. One of the boundary conditions at a wall,
which is not met using the Dilgen approach, is the infinite amount of specific dissipation rate. Although an infinite amount
of specific dissipation rate is not achievable, the Dilgen method tries to force it as high as possible. In the investigation
of the Dilgen method it is found that the specific dissipation rate is still increasing when already beyond the wall and
in the solid region. Therefore, it is decided to shift the specific dissipation rate penalty of the Dilgen method into the
fluid domain, which is the first improvement resulting in the dilation method in Section 5.1. Shifting the penalty of the
specific dissipation rate into the fluid domain results in the𝜔 penalty already being active before reaching the wall. Now
the specific dissipation rate penalty is active before reaching the wall, higher values for the specific dissipation rate are
reached when approaching the wall. The dilation of the specific dissipation rate also influences the velocities at the wall,
which tend to zero quicker, allowing the velocity to meet the boundary condition for zero velocity at the wall. However,
the Dilation method introduces some unwanted behavior of the velocity on a short distance from the solid/fluid interface
in the fluid domain. This is caused by the specific dissipation rate penalties being active inside the fluid domain. Also the
turbulent kinetic energy is influenced by the specific dissipation rate and is therefore too low in the fluid domain close
to the wall. Concluding, the Dilation method provides some improvements on achieving the boundary conditions but it
can not be labeled as perfect yet.

The Dilation method is extended with the so called MDI method. In this method the impermeability, which is a value
for the porosity of the solids, is dependent on the mesh size. This MDI method accounts for the solid regions to be porous
enough and penalize the fluid velocity as desired, so that it forces the fluid to stop. The combination of the Dilation and
MDI method, the MDI-D method, shows great improvements on the density model in Section 5.3. Here the boundary
conditions at the wall are still achieved, the flow properties like velocity and turbulent kinetic energy are less influenced
further away from the wall as is the case in the Dilation method. However, to be able to conclude that this method is an
improvement for the Topology Optimization of turbulent flows, a TO case is performed.

In Chapter 6 several cases regarding the TO of turbulent flows are presented. The first TO case is a simple pressure
drop channel, proving the functionality of the MDI-D method. The functionality of the MDI-D method is proven and
besides that the results of the MDI-D design are even better than the Dilgen design. The MDI-D design generated a
channel with less pressure drop compared to the Dilgen design. Secondly, the objective error between the density based
model and the verification model is only 6.2% using the MDI-D method which is significantly better compared to the
Dilgen design with an error of 21.9%.

After the functionality test the Dilgen and MDI-D method are exposed to a more extreme case. In Section 6.2 both
methods are pushed to its limits where an optimization problem is evaluated with a flow around an internal wall. The
improvements of the MDI-D method are really shown in this optimization problem. The MDI-D method generates a
design which guides the flow around the internal wall, where the Dilgen method pushes the fluid through the internal
wall. However, even though the MDI-D method found a feasible design, there is still a significant amount of fluid forced
through te inner wall, meaning the impermeability of the solid domains is not high enough. Increasing the penalty factor
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𝑞 in the MDI-D method is tested but did not give the desired result as the model became instable and did not solve. So
it can be concluded that a weakness of the MDI-D method is the stability of the model, especially when using higher
penalty factors or higher projection slopes as shown in the convergence data (Table 6.6).

Finally, answering the proposed research question ‘Can an accurate method for density-based Topology Optimiza-
tion of turbulent flows be constructed, which uses the 𝑘 − 𝜔 turbulence model?’. The MDI-D method shows im-
provements and has a better performance regarding the accuracy when compared to the Dilgen method. Especially in
the second optimization case a significant improvement is shown with the MDI-D method, since it developed a feasible
design. However, the accuracy between the density-based and verification model is still quite low for the MDI-D method
with an objective error of 55.60%, mainly caused by the flow leakage through the inner wall. Secondly, regarding the
stability of the MDI-D method, it shows worse results when compared to the Dilgen method. Considering this, the MDI-
D method could still be valuable in the research area of the Topology Optimization of turbulent flows. However, a user
must take into consideration if the stability or the accuracy of the model is more important. If the accuracy and a more
optimized model is the most important, then the MDI-D method could be beneficial.

7.2. Recommendations
Although the research shows promising results, there are still some improvements that can be made. Therefore in this
final section some recommendations for further research are proposed.

• Decrease flow leakage: One of the major remaining issues of the MDI-D method is the flow leakage through the
solid domains. Although it is already reduced compared to the Dilgen method it is still not completely solved.
Increasing the impermeability is limited since the simulation becomes unstable. Therefore, it is important to ac-
curately determine the maximum allowable impermeability so that the simulation can be pushed to its limit.

• Improve the stability of the MDI-D method: In the second TO case it is shown that the MDI-D method is
unstable for higher projection slopes and higher impermeabilities. However, in Section 5.3 is shown that the MDI-
D method did run for a projection slope 𝛽 = 80 for the specific dissipation rate only. At the moment the projection
slopes for all the turbulent fields was increased the MDI-D method became unstable as shown in Section 5.3.2.
Apparently, the high projection slopes for the Darcy- and k-penalization introduce more instabilities. Therefore,
it might be interesting to research different continuation schemes where the projection slopes for the velocity and
turbulent kinetic energy are limited to a certain value.

• Improve heat transfer accuracy: In Appendix B.3 a step towards the TO of turbulent flow cooling devices is
made. However, one of the main issues in the Topology Optimization cases is the accuracy of the heat transfer
in the density model when compared to the verification model. Both, the Dilgen method as the MDI-D method
showed significant errors in the density-based models after verification. A more elaborated research on a fixed
geometry has to be performed so that the weaknesses in the thermo-fluid case can be discovered. Since the MDI-
D method still showed some flow leakage through the solid domains the convective heat transport is likely to be
overestimated. Therefore, it might be interesting to research the possibilities for new penalty methods to reduce the
convective heat transfer. Penalty methods are already applied to the convective heat transfer part of the equation.
However, these are clearly not strong enough to stop the convective heat transfer in the solid domains.

• Extending theMDI-Dmethod to different turbulencemodels: In this work theMDI-Dmethod is only restricted
to the 𝑘−𝜔 model. However, a similar method might be used in other turbulence models as well, for example the
𝑘 − 𝜀 model. Other turbulence models might be even more powerful when combined with the developed MDI-D
method.

• Three-dimensional TopologyOptimization: The Topology Optimization of turbulent-flow in this work is limited
to two-dimensional flows only. Research focused on the development of three-dimensional cooling devices could
be interesting. However, the computation time is the restricting factor in optimizing three-dimensional models.
Therefore, the computation time must be reduced first before an extension to three-dimensional flows can be
performed.
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A
Previous performed research at Prodrive

Technologies
Unfortunately this appendix contains confidential information which belongs to Prodrive Technologies and can
therefore not be made public.
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B
Topology optimization of a turbulent-flow

cooling device
In this appendix the Topology Optimization of a turbulent-flow cooling device is discussed. In Section B.1 the required
background information for thermal convection-diffusion in TO is presented. Secondly, in Section B.2 the heat transfer
physics are applied to the fixed bent channel geometry. Finally, in Section B.3 a first step is made in direction of the
Topology Optimization of a turbulent-flow cooling device.

B.1. Thermal convection-diffusion for Topology optimization
The heat transfer in situations where fluids and solids are combined is known as conjugate heat transfer, which is de-
scribed by two different types of heat transfer. First the convective heat transfer, this type of heat transfer is due to the
transportation of heat by movement of the fluid. Secondly, conductive heat transfer which is the transfer of heat from
the hotter region to the colder region through the interaction of the molecules. In the solid region only conductive heat
transfer should be present since there is no movement of any fluid. In fluid domains both the convective heat transfer
and conductive heat transfer is active. Combining the convective and conductive heat transfer results in the conjugate
heat equation [42],

𝜌𝐶𝑝�⃗� ⋅ ∇𝑇
Convective heat transfer

− ∇ ⋅ 𝜅∇𝑇
Conductive heat transfer

= 𝑄, (B.1)

where 𝜌 is the density in kg/m3, 𝐶𝑝 is the thermal capacity of the material in J/(kgK), �⃗� the velocity field in m/s, 𝑇
the temperature in K, 𝜅 the thermal conductivity in W/(mK) and 𝑄 the heat source in W/m3. In a turbulent regime,
the flow properties are affected by the turbulence, this means that the thermal conductivity is different in the turbulent
regime. Therefore the thermal conductivity in the conductive heat transfer part of the conjugate heat transfer is replaced
by the effective thermal conductivity. The thermal conductivity is a combination of the material thermal conductivity (𝜅)
and the turbulent thermal conductivity (𝜅𝑇), as shown below,

𝜅eff = 𝜅 + 𝜅𝑇 , (B.2)

where the turbulent thermal conductivity 𝜅𝑇 is:

𝜅𝑇 =
𝜇𝑇𝐶𝑝
𝑃𝑟𝑇

, (B.3)

here 𝑃𝑟𝑇 is the turbulent Prandtl number which is dependent on the chosen heat transport turbulence model in COMSOL
Multiphysics [12]. If the default Kays-Crawford approximation is used the turbulent Prandtl number is defined as:

𝑃𝑟𝑇 =
1

2𝑃𝑟𝑇∞
+ 0.3

𝑃𝑟𝑇∞
𝐶𝑝𝜇𝑇
𝜆 − 0.3

𝐶𝑝𝜇𝑇
𝜆

2
1 − 𝑒−𝜆/ 0.3𝐶𝑝𝜇𝑇 𝑃𝑟𝑇∞

−1

, (B.4)

where 𝑃𝑟𝑇∞ = 0.85 is the turbulent Prandtl number at infinity and 𝜆 is the conductivity. The thermal conductivity thus
increases by the turbulent thermal conductivity, in that case the conductive heat transfer is increased as well resulting in a
higher cooling performance. Since the turbulent thermal conductivity 𝜅𝑇 is dependent on the turbulent dynamic viscosity
𝜇𝑇 the conductive heat transfer thus increases in regions where a lot of turbulent kinetic energy is present according to
Equation 3.11.
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Adapting the heat transfer model for the topology optimization of turbulent-flow cooling systems
As explained the density variable vary throughout the domain from 0 to 1 and thus the thermal material properties have
to be interpolated as well, so that the intermediate values have the corresponding material properties. The material
properties used in the heat transfer equations are interpolated using a SIMP interpolation [43]. The material properties
regarding the solid material are denoted by a subscript 𝑠 and the material properties of the fluid material are denoted with
a subscript 𝑓. The interpolations for the thermal conductivity 𝜅, the specific heat capacities 𝐶𝑝 and the density 𝜌 are:

𝜅(𝛾) = 𝜅𝑓 + (𝜅𝑠 − 𝜅𝑓)𝛾𝑛 , (B.5)
𝐶𝑝(𝛾) = 𝐶𝑓 + (𝐶𝑠 − 𝐶𝑓)𝛾𝑛 , (B.6)
𝜌(𝛾) = 𝜌𝑓 + (𝜌𝑠 − 𝜌𝑓)𝛾𝑛 , (B.7)

with 𝑛 as penalization factor with normally small integer values as 1, 2, 3 and 4. Again, the penalty factor can be used
to develop a sharper interpolation function as shown in Figure B.1.
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Figure B.1: SIMP interpolation with different penalization factors, where 𝑘𝑖𝑛𝑡(𝛾) represents the interpolated variable.

In the work by Dilgen et al. [10] it is noticed that the convective heat transfer remains large in the solid regions.
Therefore, they introduced an additional penalty on the convective heat transfer in the conjugate heat transfer equation.
The penalty is dependent on the design variable and pushes the convective heat transfer towards zero in the solid domain.
Combining all the related heat transfer aspects in TO leads to the final equation,

𝜒(𝛾)𝜌(𝛾)𝐶𝑝(𝛾)�⃗� ⋅ ∇𝑇
Convective heat transfer

− ∇ ⋅ 𝜅eff(𝛾)∇𝑇
Conductive heat transfer

= 𝑄, (B.8)

where 𝜒(𝛾) is the additional penalty for the convective heat transfer defined as,

𝜒(𝛾) = 𝛾(𝛾)𝑛 . (B.9)

B.2. Applying heat transfer on the bendchannel geometry with the MDI-
D method

In this section the bent channel problem is evaluated again, however in this case a heat source is introduced. In Figure
B.2 the geometry including the heat source 𝑄 can be seen. The heat source has a power of 1000W.

Figure B.2: Geometry bendchannel case with heat transfer
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The temperature difference RRMSE is defined as:

RRMSEΔ𝑇 =
1
𝑛 ∑

𝑛
𝑖=1((𝑇𝑖 − 𝑇𝑖𝑛) − (�̂�𝑖 − 𝑇𝑖𝑛))2

∑𝑛𝑖=1(�̂�𝑖 − 𝑇𝑖𝑛)2
⋅ 100 =

1
𝑛 ∑

𝑛
𝑖=1(𝑇𝑖 − �̂�𝑖)2

∑𝑛𝑖=1(�̂�𝑖 − 𝑇𝑖𝑛)2
⋅ 100 (B.10)

In Table B.1 the temperature difference RRMSE are shown. The MDI-D method showed overall the largest errors with
an error difference of around 20% compared to the Dilgen method. Only the Dilgen with reference ℎ10 case has a lower
error. The lower errors for the MDI-D case are a result of the higher impermeability in the MDI-D method. Due to
the higher impermeability the fluid velocity in the solid domain is reduced and thus also the convectional heat transfer.
However, the errors are still significant and thusmore research is required for obtaining accurate fluid flow in heat transfer
in the density-based method.

Table B.1: RRMSE of the average temperature distribution with the MDI-D method.

MDI-D method Dilgen method

w.r.t. ℎ𝑥 RRMSE Δ𝑇 RRMSE Δ𝑇

reference best case ℎ5 65.1 % 85.0 %
ℎ10 66.8 % 86.4 %

reference ℎ𝑥 case
ℎ5 49.0 % 77.3 %
ℎ10 66.5 % 35.8 %

B.3. Topology optimization of a turbulent-flow cooling systemwith heat
source

In this section the pressure drop minimization problem shown in Section 6.1 is updated to a model where heat transfer is
included. A square heat source (𝑄) is placed inside the optimization domain, which can be seen in Figure B.3. The heat
load of the heat source is 20000 W. The heat source has a fixed 𝛾 = 0, which means that it remains solid during the
optimization. Since we consider heat transfer in this case the inlet temperature is given as well which is 293.15K. All
outer walls are adiabatic, thus there is no heat transfer across the outer walls.

Figure B.3: Geometry topology optimization with heat transfer

The objective in this case is a combined objective with minimizing the temperature in the heat source while also main-
taining a low pressure drop. The optimization problem with the corresponding constraints is defined below,

minimize
𝛾(�⃗�)

𝐻 = 𝑤1𝐻𝑝𝑟𝑒𝑠 +𝑤2𝐻𝑇 = 𝑤1
𝑝𝑖𝑛 − 𝑝𝑜𝑢𝑡

𝑝𝑟𝑒𝑓
+𝑤2

𝑇ℎ𝑒𝑎𝑡𝑠𝑜𝑢𝑟𝑐𝑒 − 𝑇𝑖𝑛
𝑇𝑟𝑒𝑓

subject to 𝑅 (𝑢(�⃗�), 𝛾(�⃗�)) = 0, �⃗� ∈ Ω,
𝛾Ω ≤ 0.7,

(B.11)

The weight factors 𝑤1 and 𝑤2 can be used to prioritize one of the objectives. As we scale both objectives to be
around 1 using 𝑝𝑟𝑒𝑓 and 𝑇𝑟𝑒𝑓 and do not intend to favor one objective over the other we set both weight factors to
𝑤1 = 𝑤2 = 0.5. To determine the correct scale factors such that both objectives are scaled to 1 an initial simulation is
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run on the open domain and from there the reference pressure and temperature are calculated respectively as,

𝑝𝑟𝑒𝑓 = 𝑝𝑖𝑛 − 𝑝𝑜𝑢𝑡 , (B.12)

𝑇𝑟𝑒𝑓 = 𝑇ℎ𝑒𝑎𝑡𝑠𝑜𝑢𝑟𝑐𝑒 − 𝑇𝑖𝑛 . (B.13)

The Dilgen method and theMesh dependent impermeability with dilation method have different reference values. This is
due to the fact that the initial simulation does include the different maximum impermeabilities and the dilation. Although
there is no optimization in this initial simulation, the heat source and walls have a fixed density variable of zero which
are still influencing the results. The values for the reference pressure and temperature can be found in Table B.2.

Table B.2: Reference pressure and temperature for the Dilgen and MDI-D method

Parameter Dilgen method MDI-D method

𝑝𝑟𝑒𝑓 (Eq. B.12) 185.27 Pa 227.87 Pa

𝑇𝑟𝑒𝑓 (Eq. B.13) 34.42 K 57.55 K

B.3.1. Topology optimization results: Turbulent-flow cooling system
First, the obtained geometries for both approaches are discussed. The optimized designs can be found in Figure B.4 and
it can be seen that both approaches lead to distinct optimal geometries. The Dilgen method (Figure B.4a) has developed
smaller channels directly around the heat source so that the fluid can transport the heat away from the heat source. The
MDI-D method (Figure B.4b) creates large fluid basins near the heat source but also attaches a large solid block of
material to the heat source.

(a) Density distribution with the Dilgen method.
𝛽 = 14 and 𝐻 = 0.626.

(b) Density distribution with the MDI-D method.
𝛽 = 14 and 𝐻 = 0.538.

Figure B.4: Density distribution of the optimized designs for the Dilgen method and the MDI-D method.

The velocity magnitudes in the optimized domain are shown in Figures B.5a and B.5b for the Dilgen and MDI-D
method respectively. No large velocities are present in the solid domain, especially in the heat source the flow is reduced
to nearly zero. The turbulence in the domain is important to analyze since the turbulence should also increase the heat
transfer, therefore we look at the turbulence intensity. The relative turbulence intensity is described by the following
equation (Wilcox [44]),

𝐼 = 100
2
3𝑘
𝑉𝑖𝑛

(B.14)

where 𝑘 is the turbulent kinetic energy in m2/s2 and 𝑉𝑖𝑛 is the inlet velocity in m/s. The relative turbulence intensity 𝐼
is in percentages. According to [45], the turbulence intensity gives an indication about turbulence case in a flow. The
scaling can be categorized as follows,

1. High-turbulence case: The turbulence intensity is between 5% and 20%.

2. Medium-turbulence case: The turbulence intensity is between 1% and 5%.

3. Low-turbulence case: The turbulence intensity is below 1%.
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In Figures B.5c and B.5d the turbulence intensity with the Dilgen and Mesh dependent impermeability with dilation
method is plotted respectively. A white contour line is plotted at a turbulent intensity of 5% to highlight transition
between the Medium-turbulent and the High-turbulent region. Both methods shows a High-turbulent regime parallel to
the free stream. The Dilgen method created a higher turbulent area at the beginning of the branches. The MDI-D method
developed a high turbulent area in a part of the two circular flow basins.

(a) Velocity magnitude with the Dilgen method (b) Velocity magnitude with the MDI-D method

(c) Turbulence intensity with the Dilgen method.
Contour is plotted in white at 𝐼 = 5%

(d) Turbulence intensity with the MDI-D method.
Contour is plotted in white at 𝐼 = 5%

Figure B.5: Flow properties of the optimized designs

The temperature distribution of both models is presented in Figure B.6. Due to the identical temperature scale it can
be seen in Figure B.6a that the temperature in the heat source of the Dilgen design is lower compared to the temperature
in theMDI-D design as shown in Figure B.6b. Within the density-based framework, this indicates that the Dilgen method
generated a better geometry when considering the cooling performance. In Figures B.6c and B.6d the convective heat
flux:

𝑞𝑐𝑜𝑛𝑣(𝛾) = 𝜒(𝛾)𝜌(𝛾)𝐶𝑝(𝛾)�⃗�∇𝑇, (B.15)

for the Dilgen method and MDI-D method are shown respectively. It can be seen that some convective heat flux remains
in parts of the solid domain where the design variable is lower than 0.5. In the Dilgen method, convective heat flux in the
solid domain remains significant, especially in the solid parts between the small channels. The average of the convective
heat flux in the solid domain is 2351.7W2/m and 343.14W2/m for the Dilgen method and MDI-D method respectively.
The convective heat flux should be zero in these domains and this indicates that both models overestimate the conductive
heat flux in the solid domain. However, the Dilgen method overestimates the convective heat flux in the solid domain an
order higher than the MDI-D method, which could be an explanation for the lower temperature inside the heat source for
the Dilgen method. The lower overestimation of the convective heat flux in the MDI-D design could explain the solid
domain generated around the heat source which is used to increase conductive heat flux out of the heat source.
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(a) Temperature distribution with the Dilgen
method

(b) Temperature distribution with the MDI-D
method

(c) Convective heat flux with the Dilgen
method

(d) Convective heat flux with the MDI-D
method

Figure B.6: Heat transfer related variables in the optimized designs. A design variable contour is plotted in black at a value of 0.5 which is at the
fluid/solid interface.

Convergence study
Stability and convergence of the simulations is an important part of the optimization process. Indicators for this are the
computation times, number of iterations and the convergence of the objective values, all these parameters are given in
Table B.3. First of all, both methods had issues with converging and it can be seen that all 𝛽 steps needed the maximum
amount of 50 iterations. Secondly, the MDI-D method requires more time to solve for every 𝛽 step. The Dilgen method
had a total calculation time of 12ℎ31𝑚24𝑠 while the mesh dependent inverse impermeability method has a computation
time of 15ℎ02𝑚30𝑠 which is a few hours longer. Finally, evaluating the objective values it can be seen that the models
are probably not converged yet, since the objective values are still decreasing in the final step going from 𝛽 is 12 to 14.
However, to minimize the computation time we decided to limit the maximum amount of iterations to 50 and the last
step for the heaviside projection slope to be 14.

Table B.3: Convergence data of the Dilgen and MDI-D topology optimization study

Computation times (hh:mm:ss) Number of iterations Objective values

𝛽 Dilgen MDI-D Dilgen MDI-D Dilgen MDI-D
2 01:56:06 02:39:20 50 50 0.91164 0.84972

4 01:54:15 02:04:27 50 50 0.85536 0.71679

6 01:52:02 02:31:31 50 50 0.76340 0.62446

8 01:58:04 02:10:26 50 50 0.72202 0.60836

10 02:02:09 02:16:16 50 50 0.69768 0.58060

12 02:04:15 02:44:46 50 50 0.65039 0.55417

14 02:01:42 02:33:19 50 50 0.62621 0.53803
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B.3.2. Post processing of the optimization results: Turbulent-flow cooling system
To verify the results of the optimized designs, the geometries are post-processed and a CFD analysis is performed using
a body-fitted mesh. To obtain a final geometry for this verification, the fluid and solid interface is defined at a threshold
value of 𝛾 = 0.5. This means all elements with a density variable lower than 0.5 are solid and the elements with density
variables higher than the threshold are fluid. Furthermore, fluid regions which are not connected to the main stream are
removed. In Figures B.7a and B.7b the post-processed geometries can be found which are used in the CFD analyses.

(a) Geometry of the post-processed Topology
Optimization with the Dilgen method. Blue is

fluid, gray is solid

(b) Geometry of the post-processed Topology
Optimization with the MDI-D method. Blue is

fluid, gray is solid

Figure B.7: Geometry of the optimized designs post-processed using a threshold value of 𝛾 = 0.5

The velocity magnitudes for the Dilgen verification model are shown in Figure B.8a and for the MDI-D method in Figure
B.8b. The velocity magnitudes are showing the same behavior as in the density based model. However in the verification
model the velocities are slightly higher, which can be seen in the large circular basins in Figure B.8b. The turbulence
intensities in the verification models are plotted in Figures B.9a and B.9b for the Dilgen andMDI-D method respectively.
The High-turbulent regimes (with 𝐼 ≥ 5%) are more or less the same as in the Density based models, however for the
MDI-D method in the right basin the high turbulent intensity region is smaller. In the high-turbulent region, the turbulent
intensities are lower in the verification models compared to the density models. The overestimation of turbulence in the
density based models could be an explanation why the heat transfer in the density based models is higher. In turbulent
regimes, the heat transfer is increased due to the additional turbulent thermal conductivity which is created in these areas.
The total effective thermal conductivity in the flow is a combination of the turbulent thermal conductivity and the thermal
conductivity related to the material properties.

(a) Velocity magnitude with the Dilgen method (b) Velocity magnitude with the MDI-D method

Figure B.8: Velocity magnitudes of the optimized designs
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(a) Turbulence intensity with the Dilgen method.
Contour is plotted in white at 𝐼 = 5%

(b) Turbulence intensity with the MDI-D method.
Contour is plotted in white at 𝐼 = 5%

Figure B.9: Turbulent intensities of the optimized designs

Finally the temperature distribution is verified, the temperature distributions can be found in Figure B.10. In the
verification results of the Dilgen method (Figure B.10a) it can be seen that the temperature is sort of trapped inside
the heat source and the small solid domain around it. This means that the flow around the heat source is not capable
of cooling the heat source enough. Moreover, the temperature difference between the density based models and the
verification models is also large, which means that the density based models overestimate the amount of heat transfer,
this holds for the Dilgen design as well for the MDI-D design. The overestimation of heat transfer is likely caused by a
large amount of convective heat transfer in the solid domain and the overestimation of turbulence in the density based
model. The MDI-D method temperature distribution (Figure. B.10b) shows a similar behavior, as the verification model
still shows higher temperatures in the heat source. In the MDI-D method the heat transfer due to conduction is larger
compared to the Dilgen design. The heat transfer is increased by first spreading the heat over a larger solid area and after
that the fluid has a larger interface area with the solid where it is capable of absorbing the heat into the fluid. Finally, in
the circular basins the heat in the fluid is transfered by convective heat transfer towards the large main channel where
it is taken out of the domain. During optimization, the Dilgen approach resulted in a better optimum than the MDI-D
approach. The average heat source temperature was 311.62K for the Dilgen method while for the MDI-D method the
average heat source temperature was 325.16K using the density basedmodel. However, when comparing the verification
models, the temperature for the Dilgen method is 433.85K which is larger then the temperature for the MDI-D method
which is 415.13K. The average heat source temperatures minus the inlet temperature (Δ𝑇) are also shown in Table B.4.
First, it can thus be said that the MDI-D method is more accurate considering the temperature distribution, although the
density based model and verification model still deviate. Secondly, the MDI-D method also generated a design with a
higher cooling performance compared to the Dilgen method, according to the verification models.

(a) Temperature with the Dilgen method (b) Temperature with the MDI-D method

Figure B.10: Temperature distribution of the optimized designs
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Table B.4: Average Δ𝑇 in the heat source, with Δ𝑇𝐻𝑒𝑎𝑡𝑠𝑜𝑢𝑟𝑐𝑒 = 𝑇𝐻𝑒𝑎𝑡𝑠𝑜𝑢𝑟𝑐𝑒 − 𝑇𝑖𝑛

Dilgen method MDI-D method

Density model Δ𝑇𝐻𝑒𝑎𝑡𝑠𝑜𝑢𝑟𝑐𝑒 18.47 K 32.01 K

Verification model Δ𝑇𝐻𝑒𝑎𝑡𝑠𝑜𝑢𝑟𝑐𝑒 140.70 K 121.98 K

Error density model w.r.t. verification model 86.9% 73.8%

The objective values for each situation are given in Table B.5, the total objective (𝐻), the pressure objective (𝐻𝑝𝑟𝑒𝑠)
and the temperature objective (𝐻𝑇) are shown. The objective values are computed for the density based topology opti-
mization as well as the verification model, this can give more information about the accuracy of the model. It can be seen
that the error on the total objective for both, the Dilgen as the MDI-D method, is large. The Dilgen method has an error
of 73.9% of the total objective with respect to the verification model. The MDI-D method has a better performance with
an error of 59.1%. The large difference in the objective values between the density based model and the verification
model is mainly caused by the temperature objective since the pressure objectives are almost perfect for both models.
The temperature objectives have an error of 86.9% and 73.8% for the Dilgen and MDI-D method respectively. The
large error is probably caused by the intermediate density variables, here the convective heat flux is still quite high, while
some of these regions will be completely solid in the verification model and thus have no convective heat transfer at
these locations.

Table B.5: Objective values for both methods with the Topology optimization and verification case

Dilgen method MDI-D method

𝐻 𝐻𝑝𝑟𝑒𝑠 𝐻𝑇 𝐻 𝐻𝑝𝑟𝑒𝑠 𝐻𝑇
Density-based study 0.626 0.358 0.268 0.538 0.260 0.278
Verification study 2.403 0.359 2.044 1.316 0.256 1.060
Error 73.9% 0.3% 86.9% 59.1% 1.6% 73.8%

B.3.3. Conclusions on the heat transfer optimization problem
The MDI-D method shows promising results for Topology Optimization. It proves that the optimization results can be
improved compared to the Dilgen method. Probably the largest difference is due to the higher impermeability value in the
MDI-D method, this results in lower velocities through the solid domain. Therefore the convective heat flux through the
solid domain is reduced and the optimization accounts for this by increasing the solid domain and the conductive heat flux.
Although the Dilgen method uses a penalization on the convective heat flux this does not seem strong enough to limit the
convective heat flux in the solid domain. As said, the MDI-D method shows great results but it must be noted that this
method influences the stability of the models. The computation times are increased from 12ℎ31𝑚24𝑠 to 15ℎ02𝑚30𝑠
which is an increase of 20% computation time, which shows that the solver has more issues with converging and solving
the physics. Also in this test problem several time saving settings are implemented which influences the results of the
final solution. This was required since the computation times became too large otherwise.



C
Overview of the flow properties in the lower

channel
In this appendix the evaluated flow properties are given for the lower channel.

C.1. Dilgen method
In this section the flow properties in the lower channel are presented with the Dilgen method. In Figure C.1 the velocity
can be found, in Figure C.2 the specific dissipation rate and in Figure C.3 the turbulent kinetic energy.

(a) Velocity profiles in the Lower channel for the Dilgen method.

Figure C.1: Velocity in the lower channel for the Dilgen method
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(a) Specific dissipation rate for the Dilgen method.

(b) Specific dissipation rate cutoff in the Lower channel for the Dilgen method.

Figure C.2: Specific dissipation rate in the lower channel for the Dilgen method

(a) Turbulent kinetic energy for the Dilgen method.

Figure C.3: Turbulent kinetic energy in the lower channel for the Dilgen method
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C.2. Dilation method
In this section the flow properties in the lower channel are presented with the Dilation method. In Figure C.4 the velocity
can be found, in Figure C.5 the specific dissipation rate and in Figure C.6 the turbulent kinetic energy.

(a) Velocity for ℎ5

(b) Velocity for ℎ10

Figure C.4: Velocity in the lower channel for the Dilation method
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(a) Specific dissipation rate for ℎ5

(b) Specific dissipation rate for ℎ10

Figure C.5: Specific dissipation rate in the lower channel for the Dilation method
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(a) Turbulent kinetic energy for ℎ5

(b) Turbulent kinetic energy for ℎ10

Figure C.6: Turbulent kinetic energy in the lower channel for the Dilation method

C.3. Mesh dependent impermeability method
In this section the flow properties in the lower channel are presented with the MDI method. In Figure C.7 the velocity
can be found, in Figure C.8 the specific dissipation rate and in Figure C.9 the turbulent kinetic energy.
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(a) Velocity for ℎ5

(b) Velocity for ℎ10

Figure C.7: Velocity in the lower channel for the MDI method
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(a) Specific dissipation rate for ℎ5

(b) Specific dissipation rate for ℎ10

Figure C.8: Specific dissipation rate in the lower channel for the MDI method
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(a) Turbulent kinetic energy for ℎ5

(b) Turbulent kinetic energy for ℎ10

Figure C.9: Turbulent kinetic energy in the lower channel for the MDI method

C.4. Mesh dependent impermeability with dilation method
In this section the flow properties in the lower channel are presented with theMDI-Dmethod. In Figure C.10 the velocity
can be found, in Figure C.11 the specific dissipation rate and in Figure C.12 the turbulent kinetic energy.
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(a) Velocity for ℎ5

(b) Velocity for ℎ10

Figure C.10: Velocity in the lower channel for the MDI-D method
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(a) Specific dissipation rate for ℎ5

(b) Specific dissipation rate for ℎ10

Figure C.11: Specific dissipation rate in the lower channel for the MDI-D method
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(a) Turbulent kinetic energy for ℎ5

(b) Turbulent kinetic energy for ℎ10

Figure C.12: Turbulent kinetic energy in the lower channel for the MDI-D method



D
Full overview domain errors

In this appendix all the RRMSE on the full domain are presented including the errors on the larger ℎ𝑥 meshes which
were not given in their specific chapter.

Table D.1: Overview of all RRMSE of the published methods part 1

Method ℎ𝑥 RRMSE 𝑈 RRMSE 𝑝 RRMSE 𝑘 RRMSE 𝜔 RRMSE 𝜇𝑇 RRMSE Δ𝑇
Dilgen w.r.t.
reference best
case

5 10.39 % 23.41 % 48.22 % 99.24 % 26.27 % 84.69 %
10 13.26 % 42.36 % 75.91 % 98.78 % 39.91 % 86.14 %
50 26.51 % 108.93 % 103.98 % 89.83 % 51.05 % 86.22 %
100 34.26 % 217.11 % 62.41 % 89.38 % 32.24 % 87.14 %

Dilgen w.r.t.
reference ℎ𝑥
case

5 9.62 % 21.47 % 43.57 % 99.31 % 22.62 % 76.87 %
10 8.63 % 13.10 % 30.88 % 98.57 % 17.03 % 34.57 %
50 23.55 % 64.68 % 80.91 % 92.68 % 95.54 % 52.76 %
100 30.00 % 61.31 % 92.42 % 99.12 % 98.39 % 80.30 %

Dilgen WD
w.r.t.
reference best
case

5 9.50 % 18.25 % 39.89 % 98.96 % 21.26 % 83.22 %
10 8.54 % 8.78 % 26.22 % 96.56 % 15.91 % 81.20 %
50 28.67 % 65.07 % 56.59 % 150.46 % 53.82 % 82.32 %
100 33.27 % 124.25 % 87.59 % 399.63 % 88.64 % 89.97 %

Dilgen WD
w.r.t.
reference ℎ𝑥
case

5 8.68 % 16.42 % 34.94 % 99.03 % 17.49 % 74.67 %
10 6.11 % 19.60 % 28.12 % 95.90 % 17.13 % 16.29 %
50 30.31 % 78.15 % 94.66 % 223.33 % 98.48 % 97.93 %
100 27.48 % 75.95 % 98.96 % 939.98 % 99.75 % 57.00 %

Dilation w.r.t.
reference best
case

5 14.91 % 30.07 % 47.44 % 84.53 % 31.74 % 66.34 %
10 20.95 % 47.04 % 55.40 % 85.73 % 38.06 % 70.27 %
50 39.06 % 107.45 % 80.19 % 87.01 % 85.84 % 78.25 %
100 35.40 % 214.88 % 73.84 % 89.27 % 68.11 % 87.03 %

Dilation w.r.t.
reference ℎ𝑥
case

5 14.19 % 29.35 % 43.27 % 85.28 % 28.83 % 52.15 %
10 16.99 % 41.37 % 52.78 % 84.34 % 36.21 % 73.56 %
50 37.82 % 70.84 % 97.69 % 104.78 % 99.57 % 168.91 %
100 31.82 % 62.34 % 95.97 % 104.39 % 99.39 % 93.04 %
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Table D.2: Overview of all RRMSE of the published methods part 2

Method ℎ𝑥 RRMSE 𝑈 RRMSE 𝑝 RRMSE 𝑘 RRMSE 𝜔 RRMSE 𝜇𝑇 RRMSE Δ𝑇
MDI w.r.t.
reference best
case

5 9.14 % 30.80 % 54.87 % 98.46 % 26.34 % 83.35 %
10 12.90 % 49.62 % 84.57 % 98.17 % 39.32 % 85.20 %
50 26.41 % 118.53 % 112.99 % 89.81 % 55.81 % 86.30 %
100 34.08 % 149.12 % 50.93 % 89.41 % 32.90 % 86.86 %

MDI w.r.t.
reference ℎ𝑥
case

5 8.01 % 28.64 % 50.06 % 98.55 % 22.89 % 74.84 %
10 7.16 % 18.55 % 37.09 % 97.84 % 17.68 % 30.40 %
50 23.45 % 62.88 % 79.95 % 92.84 % 95.35 % 51.68 %
100 28.70 % 70.16 % 92.94 % 96.45 % 98.42 % 74.87 %

MDI-D w.r.t.
reference best
case

5 8.36 % 9.01 % 25.82 % 88.01 % 9.46 % 65.83 %
10 18.22 % 28.51 % 49.25 % 89.50 % 21.12 % 69.24 %
50 34.74 % 98.01 % 51.86 % 79.84 % 49.45 % 81.86 %
100 34.70 % 153.13 % 53.69 % 88.62 % 35.30 % 86.06 %

MDI-D w.r.t.
reference ℎ𝑥
case

5 7.34 % 9.31 % 21.33 % 87.94 % 6.34 % 49.91 %
10 14.09 % 30.46 % 45.76 % 90.30 % 22.94 % 55.48 %
50 33.24 % 72.17 % 90.38 % 88.25 % 98.14 % 109.03 %
100 28.89 % 69.66 % 93.40 % 96.41 % 98.59 % 89.08 %

Forchheimer
w.r.t.
reference best
case

5 15.03 % 15.24 % 33.48 % 98.44 % 24.81 % 80.99 %
10 24.28 % 24.53 % 45.75 % 98.02 % 38.22 % 81.87 %
50 43.27 % 50.33 % 67.16 % 90.89 % 62.72 % 80.21 %
100 49.56 % 61.67 % 80.56 % 91.54 % 72.87 % 80.80 %

Forchheimer
w.r.t.
reference ℎ𝑥
case

5 14.46 % 15.31 % 29.86 % 98.53 % 21.68 % 71.63 %
10 21.31 % 32.51 % 42.15 % 97.64 % 28.44 % 31.11 %
50 39.43 % 89.04 % 95.33 % 91.44 % 98.11 % 179.41 %
100 44.27 % 94.24 % 98.22 % 91.60 % 99.24 % 190.27 %

Forchheimer
dilated w.r.t.
reference best
case

5 23.88 % 29.05 % 55.95 % 95.28 % 36.79 % 65.35 %
10 31.05 % 34.12 % 55.49 % 94.7 % 41.46 % 72.63 %
50 46.13 % 51.43 % 95.51 % 85.75 % 93.23 % 78.94 %
100 50.64 % 61.50 % 96.25 % 88.87 % 95.59 % 78.67 %

Forchheimer
dilated w.r.t.
reference ℎ𝑥
case

5 23.29 % 28.55 % 52.63 % 94.68 % 34.11 % 53.07 %
10 27.64 % 36.23 % 64.79 % 97.17 % 44.68 % 107.51 %
50 42.88 % 87.57 % 99.52 % 101.45 % 99.85 % 278.34 %
100 45.71 % 93.87 % 99.73 % 99.67 % 99.92 % 254.63 %



E
Additional improved methods

E.1. Dilgen wall distance approach
The first method tested is an improvement on the Dilgen method as explained in Chapter 4 by using the actual wall
distance in the 𝜔 penalization (Eq. 3.28) instead of the mesh size (Eq. 3.29). This Dilgen wall distance approach will
henceforth be referred to as Dilgen WD. The wall distance is an important parameter in turbulent-flow simulations, since
the flow is evolving in the near wall region and the development of the flow is dependent on the wall distance. By using
the actual wall distance instead of an estimation, namely the mesh size, in the 𝜔𝑏 equation (Eq. 3.29) it is expected to
obtain more accurate results. The theory is that the wall distance could approach zero when reaching porous ‘solid’ areas
and thus creating a higher 𝜔𝑏 target. The equation for determining 𝜔𝑏 is now as follows,

𝜔𝑏 =
60𝜈
𝛽1𝑦21

= 60𝜈
𝛽1𝑙2𝑤

(E.1)

where 𝑙𝑤 is the wall distance in m and is determined using Equation 3.13.

E.1.1. Results of the Dilgen wall distance approach
In this section the velocity profiles, specific dissipation rates and the turbulent kinetic energies are investigated for the
Dilgen WD method where the dissipation rate at the solid fluid interface is computed using wall distance 𝑙𝑤 as shown in
Equation E.1.

Velocity (𝑈)
The velocity profiles for the Dilgen WD method are shown in Figure E.1. Each subfigure is focused on either the ℎ5
or ℎ10 model. In Figure E.1a the velocity profiles for the ℎ5 model are shown, which for the Dilgen WD shows similar
results as for the original Dilgen method. Near the wall it can be seen that the Dilgen WD performs slightly better (Fig.
E.1b) since it converges closer to zero. The ℎ10 model shows more difference between each result. The Dilgen WD is
more accurate near the wall and matches the reference best case, which can also be seen in Figure E.1d where the velocity
almost reach zero at the wall. However, in the free stream the Dilgen WD gives a similar result as the Dilgen method.
Table E.1 shows that the ℎ10 model has the lowest error with respect to the best case reference for the upper channel. In
the lower channel the errors are increasing, this might be caused by the turbulence in the lower channel which is hard to
simulate in these density simulations.
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(a) Velocity profile in the upper channel for ℎ5 (b) Velocity profile at the
wall for the Dilgen WD

method and ℎ5

(c) Velocity profile in the upper channel for ℎ10 (d) Velocity profile at the
wall for the Dilgen WD

method and ℎ10

Figure E.1: Velocity profiles in the upper channel of the Dilgen WD method for ℎ5 and ℎ10 meshes.

Table E.1: RRMSE of the velocity on the cut lines in the upper and lower channel using the Dilgen WD approach. The RRMSE of the Dilgen method
are included as well for comparison.

Dilgen WD method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 3.67 % 2.96 % 4.62 % 6.33 %

Reference ℎ𝑥 case 3.55 % 4.32 % 4.48 % 4.77 %

Lower channel Reference best case 10.26 % 9.06 % 11.13 % 14.34 %

Reference ℎ𝑥 case 9.25 % 7.46 % 10.12 % 9.50 %

Specific dissipation rate (𝜔)
Figure E.2 shows the results for the specific dissipation rates in the upper channel. To be able to visually inspect the figure
we do not display the extremely high dissipation rates at the wall computed using the reference best case. Therefore, the
reference simulations show values several orders lower than their actual value at the wall which is𝜔𝑏 = 1.0393𝐸16 1/𝑠.
The ℎ5 results for the DilgenWD approach shows similar results as the Dilgen method. Unfortunately the𝜔𝑏 target is not
increased and thus the actual specific dissipation rate at the wall is neither increased. However, the ℎ10 results show an
improvement on the specific dissipation rate in the near wall region compared to the Dilgen method. This means that the
𝜔𝑏 target at the wall as given in Eq. E.1 represents the specific dissipation rate better than the Dilgen method. However,
the specific dissipation rate at the wall is still several order lower than it should be according to the reference best case.
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Thus the introduction of the wall distance in Eq. E.1 did not solve this problem completely. It is still not clear why the
ℎ10 model shows better results since the 𝜔𝑏 target is 20637 1/s and 17289 1/s for the ℎ5 and ℎ10 models respectively.
This means that it would be logical if the ℎ5 model had a higher specific dissipation rate at the wall, however this is not
the case.

(a) Specific dissipation rate in the upper channel for ℎ5

(b) Specific dissipation rate in the upper channel for ℎ10

Figure E.2: Specific dissipation rate in the upper channel with the Dilgen WD method

In Table E.2 the errors regarding the specific dissipation rate are presented. The high errors are caused by the COMSOL
wall elements where the specific dissipation rate can reach values up to order 1016. Compared with the Dilgen WD
approach which reaches order 104 this causes these huge errors.

Table E.2: RRMSE of the specific dissipation rate on the cut lines in the upper and lower channel using the Dilgen WD approach. The RRMSE of the
Dilgen method are included as well for comparison.

Dilgen WD method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 98.64 % 98.36 % 98.99 % 99.39 %

Reference ℎ𝑥 case 98.00 % 97.63 % 98.51 % 99.11 %

Lower channel Reference best case 98.65 % 98.36 % 99.03 % 99.49 %

Reference ℎ𝑥 case 98.01 % 97.63 % 98.56 % 99.26 %

Turbulent kinetic energy (𝑘)
The turbulent kinetic energy is the last flow property which is evaluated for the Dilgen WD approach. In Figure E.3 the
results for the turbulent kinetic energy in the upper channel are shown. Where the Dilgen WD ℎ5 model again performs
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slightly better than the Dilgen method but still the turbulent kinetic energy overshoots the reference in the near wall
region. In contrast the Dilgen WD ℎ10 results are an improvement on the Dilgen method and almost reach the reference
best case simulation. This might be caused due to the increasing specific dissipation rate at the wall as explained in the
previous section. Due to the higher specific dissipation rate, the turbulent kinetic energy dampens out which counters
the overshoot on the turbulent kinetic energy.

(a) Turbulent kinetic energy in the upper channel for ℎ5

(b) Turbulent kinetic energy in the upper channel for ℎ10

Figure E.3: Turbulent kinetic energy in the upper channel with the Dilgen WD method for ℎ5 and ℎ10 meshes

The RRMSE of the turbulent kinetic energy can be found in Table E.3. First of all, a large difference between the
Dilgen WD ℎ5 and ℎ10 model can be observed. As said in the beginning of this section this might be due to the higher
specific dissipation rate in the DilgenWD ℎ10 model. Secondly, the DilgenWD ℎ10 model is greatly improved compared
to the Dilgen ℎ10 model, where we find an error of 13% in the upper channel compared to error of 112% for the Dilgen
method in Table 4.7.

Table E.3: RRMSE of the turbulent kinetic energy on the cut lines in the upper and lower channel using the Dilgen WD approach. The RRMSE of the
Dilgen method are included as well for comparison.

Dilgen WD method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 70.95 % 13.00 % 91.92 % 111.65 %

Reference ℎ𝑥 case 74.31 % 47.74 % 95.07 % 18.82 %

Lower channel Reference best case 37.47 % 25.10 % 43.89 % 67.11 %

Reference ℎ𝑥 case 30.08 % 27.95 % 36.40 % 22.32 %
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E.1.2. Discussion on the Dilgen wall distance approach
Unfortunately the Dilgen WD approach does not show great improvement on the U-bend channel test case. Just as in the
Dilgen original method the velocity profiles do approach the reference solution but the velocities are slightly lower than
in the reference solution due to flow leakage. The problem of not reaching the boundary condition (zero velocity at the
wall) is also not completely solved by this Dilgen WD approach. The same can be said of the specific dissipation rate
where the 𝜔𝑏 target is too low at the wall. This results in a turbulent kinetic energies which is too high in the near wall
region. Only for the ℎ10 model a slight improvement can be noticed but still some improvements can be made. This is
supported by the overall errors given in Table E.4 which shows similar errors to the Dilgen method. The reason why this
method is not improving much is due to the wall distance, which is coupled to the mesh size resolution.

Table E.4: RRMSE Dilgen WD with respect to reference best case and reference with corresponding ℎ𝑥 mesh

Dilgen WD Dilgen

w.r.t. ℎ𝑥 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔
reference
best case

ℎ5 9.50 % 39.89 % 98.96 % 10.39 % 48.22 % 99.24 %

ℎ10 8.54 % 26.22 % 96.56 % 13.26 % 75.91 % 98.78 %

reference
ℎ𝑦+ case

ℎ5 8.68 % 34.94 % 99.03 % 9.62 % 43.57 % 99.31 %

ℎ10 6.11 % 28.12 % 95.90 % 8.63 % 30.88 % 98.57 %

E.2. Forchheimer method
In this section a method is presented based on the research of Alonso and Silva [46], where they present an additional
penalty factor which accounts for the Forchheimer effect. The inertia of the particles in a porous medium also influences
the flow through the porous medium and thus should this be penalized as well. The representation of the Darcy effect
and Forchheimer effect can be found in Figure E.4. The Forchheimer term scales quadratically with the velocity in the
fluid and thus should the flow is penalized more in inertial areas.

Figure E.4: Darcy and Forchheimer effects in porous medium, from [46]

The Forchheimer effect only affects the RANS equation resulting in the following equation,

𝜌𝜕�⃗�𝜕𝑡 + 𝜌�⃗� ⋅ ∇�⃗� = −∇𝑃 + ∇ ⋅ (𝜇 + 𝜇𝑇) ∇�⃗� + ∇�⃗�
𝑇

− 𝛼1𝜌�⃗�
Darcy effect

− 𝛼2𝜌|�⃗�|�⃗�
Forchheimer effect

. (E.2)

where 𝛼1 and 𝛼2 are dependent on their respective maximum inverse impermeability given by,

𝛼1 = 10𝑞 𝜈
ℎ2 , (E.3)

and
𝛼2 = 10𝑞 1ℎ , (E.4)

where 𝑞 is a penalization factor generally of value 0, 1 or 2.

E.2.1. Results on the Forchheimer method
In this section the velocity, specific dissipation rate and the turbulent kinetic energy with the Forchheimer method will
be presented.
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Velocity (𝑈)
First the velocity profile for the ℎ5 case will be analyzed which is plotted in Figure E.5a. The Forchheimer method should
be improving on the areas where the inertial areas dominate since the added Forchheimer term scales with the quadratic
of the velocity. The inertial areas are normally not at the wall interface but rather at the freestream or loglaw regime.
However in the freestream the the second inverse impermeability (𝛼2) is not active since no gray areas are present here,
this means that the Forchheimer mainly contributes to loglaw regime a bit from the wall. When analyzing this area it can
be seen that the velocity profile follows the reference simulation quite accurately in this region. Unfortunately in the free
stream the Forchheimer method performs worse than the Dilgen method. Thus the Forchheimer method contributes in a
positive way in the inertial regime near the wall, however it has also negative influence on the velocity in the middle of
the channel.

(a) Velocity profile for ℎ5 (b) Velocity profile at the
wall for ℎ5

(c) Velocity profile for ℎ10 (d) Velocity profile for
ℎ10

Figure E.5: Velocity profile in the upper channel with the Forchheimer method

In Table E.5 the RRMSE regarding the Forchheimer method can be obtained. The errors in the upper channel are com-
pared to the Dilgen method and do not show a significant improvement. In the lower channel the errors for the Forch-
heimer method are increased, where it actually was expected to perform better in the lower channel since in the lower
channel more turbulence and thus more inertial forces are present.
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Table E.5: RRMSE of the velocity on the cut lines in the upper and lower channel

Forchheimer method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 4.31 % 6.24 % 4.62 % 6.33 %

Reference ℎ𝑥 case 4.30 % 7.37 % 4.48 % 4.77 %

Lower channel Reference best case 16.57 % 26.03 % 11.13 % 14.34 %

Reference ℎ𝑥 case 16.17 % 24.11 % 10.12 % 9.50 %

Specific dissipation rate (𝜔)
The specific dissipation rate in this method did not improve significantly on the Dilgen method. Figure E.6 showed that
the specific dissipation rate value at the wall for both ℎ𝑥 cases is slightly increased and it gets closer to the reference
simulation slightly of the wall.

(a) Specific dissipation rate ℎ5

(b) Specific dissipation rate ℎ10

Figure E.6: Specific dissipation rate in the upper channel with the Forchheimer method

The RRMSE shows that this method is not an improvement when compared to the Dilgen method as can be seen in Table
E.6.
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Table E.6: RRMSE of the specific dissipation rate on the cut lines in the upper and lower channel

Forchheimer method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 97.95 % 99.04 % 98.99 % 99.39 %

Reference ℎ𝑥 case 96.99 % 98.61 % 98.51 % 99.11 %

Lower channel Reference best case 98.00 % 99.20 % 99.03 % 99.49 %

Reference ℎ𝑥 case 97.07 % 98.84 % 98.56 % 99.26 %

Turbulent kinetic energy (𝑘)
The turbulent kinetic energy with the Forchheimer did improve on the Dilgen method. Especially in the region where
the inertial forces are present and where gray elements are present the turbulent kinetic energy is improved. This can be
seen in Figure E.7 where the Dilgen method has large peaks in this area.

(a) Turbulent kinetic energy for ℎ5

(b) Turbulent kinetic energy for ℎ10

Figure E.7: Turbulent kinetic energy in the upper channel with the Forchheimer method

Visually expecting the cut lines already showed that the turbulent kinetic energy was improved when compared to the
Dilgen method, which is verified by the RRMSE of the turbulent kinetic energy in Table E.7. The error for the ℎ5 case
is 18.08% with respect to the reference best case where in the Dilgen method this is 91.92%.
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Table E.7: RRMSE of the turbulent kinetic energy on the cut lines in the upper and lower channel

Forchheimer Dilgen

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 18.08 % 9.06 % 91.92 % 111.65 %

Reference ℎ𝑥 case 20.90 % 49.52 % 95.07 % 18.82 %

Lower channel Reference best case 34.89 % 48.04 % 43.89 % 67.11 %

Reference ℎ𝑥 case 30.31 % 35.73 % 36.40 % 22.32 %

E.2.2. Discussion on the Forchheimer method
The Forchheimer method showed various results, the velocity profiles and specific dissipation rates did not improve
significantly on the Dilgen method. On the contrary the turbulent kinetic energy improved impressively, where the peaks
in turbulent kinetic energy might be caused by inertial forces and this is exactly what the Forchheimer effect counters.
Unfortunately this method can not be concluded as a large improvement on the Dilgen method when considering the
overall results.

Table E.8: RRMSE Forchheimer method with respect to reference best case and reference with corresponding ℎ𝑥 mesh

Forchheimer Dilgen

w.r.t. ℎ𝑥 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔
reference
best case

ℎ5 15.03 % 33.48 % 98.44 % 10.39 % 48.22 % 99.24 %
ℎ10 24.28 % 45.75 % 98.02 % 13.26 % 75.91 % 98.78 %

reference
ℎ𝑥 case

ℎ5 14.46 % 29.86 % 98.53 % 9.62 % 43.57 % 99.31 %
ℎ10 21.31 % 42.15 % 97.64 % 8.63 % 30.88 % 98.57 %

E.3. Forchheimer combined with dilation method
The previous method showed that the Forchheimer method is capable of increasing the performance on the turbulent
kinetic energy but not on the specific dissipation rate. In this final method the Forchheimer method is combined with the
dilation method, from now on referred to as the F-D method. The dilation is applied to the 𝜔 penalization and has the
same conditions as presented in Section 5.1, thus the projection slope is 80 and the projection threshold is 0.9.

E.3.1. Results on the Forchheimer with dilation method
The results of the velocity, specific dissipation rate and turbulent kinetic energy for the F-D method will be discussed in
this section.

Velocity (𝑈)
The velocity profiles for this final method are shown in Figure E.8 where the velocity profile for both ℎ𝑥 cases did not
improve. It can be seen that the velocity in the middle of the channel is lower that the reference simulations and thus does
not match. Furthermore, directly after the dilation stops a undesired bend in the velocity profile can be noticed. Finally,
the velocity did not reach the boundary condition of zero velocity at the wall with this method.
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(a) Velocity profile for ℎ5 (b) Velocity profile at the
wall for ℎ5

(c) Velocity profile for ℎ10 (d) Velocity profile at the
wall for ℎ10

Figure E.8: Velocity profile in the upper channel with the F-D method

The RRMSE are presented in Table E.9 which shows that all errors are increased when compared to the Dilgen method.
Thus can be concluded that this method is not an improvement for the velocity profile.

Table E.9: RRMSE of the velocity on the cut lines in the upper and lower channel

F-D method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 5.53 % 7.20 % 4.62 % 6.33 %

Reference ℎ𝑥 case 5.53 % 8.81 % 4.48 % 4.77 %

Lower channel Reference best case 24.35 % 32.36 % 11.13 % 14.34 %

Reference ℎ𝑥 case 23.64 % 29.41 % 10.12 % 9.50 %

Specific dissipation rate (𝜔)
The specific dissipation rate in this method is capable of reaching higher values at the wall which is due to the dilation
filter. However, the Forchheimer penalization is active in the region shortly after the wall which results in a different
behavior than desired. It can be seen that the specific dissipation rate is to high in this region especially for the ℎ10 case
in Fig. E.9b.
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(a) Specific dissipation rate for ℎ5

(b) Specific dissipation rate for ℎ10

Figure E.9: Specific dissipation rate in the upper channel with the F-D method for ℎ5

The RRMSE for the specific dissipation rate can be obtained in Table E.10 which exceed the 100% for all ℎ5 cases.

Table E.10: RRMSE of the specific dissipation rate on the cut lines in the upper and lower channel

Location w.r.t. ℎ5 ℎ10

Upper channel Reference best case 113.83 % 95.97 %

Reference ℎ𝑥 case 142.63 % 98.79 %

Lower channel Reference best case 113.75 % 96.05 %

Reference ℎ𝑥 case 143.19 % 99.03 %

Turbulent kinetic energy (𝑘)
Finally, the turbulent kinetic energy for this method can be found in Figure E.10. Since the turbulent kinetic energy
performed already quite impressive with the normal Forchheimer method it is no surprise that in combination with the
dilation the turbulent kinetic energy dampens to much, this behavior is seen for both ℎ𝑥 cases. In the middle of the
channel the turbulent kinetic energy corresponds to the reference simulations.
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(a) Turbulent kinetic energy for ℎ5

(b) Turbulent kinetic energy for ℎ10

Figure E.10: Turbulent kinetic energy in the upper channel with the F-D method for ℎ5 and ℎ10

The RRMSE shows indeed that the turbulent kinetic energy is dampens to much now, where the errors increased again
after they decreased in the Forchheimer method, shown in Table E.11.

Table E.11: RRMSE of the turbulent kinetic energy on the cut lines in the upper and lower channel

F-D method Dilgen method

Location w.r.t. ℎ5 ℎ10 ℎ5 ℎ10

Upper channel Reference best case 47.67 % 60.63 % 91.92 % 111.65 %

Reference ℎ𝑥 case 46.62 % 83.63 % 95.07 % 18.82 %

Lower channel Reference best case 60.90 % 57.45 % 43.89 % 67.11 %

Reference ℎ𝑋 case 56.01 % 59.95 % 36.40 % 22.32 %

E.3.2. Discussion on the Forchheimer combined dilation method
The F-D method can not be noticed as an improvement, in fact the results became worse. Especially in the turbulent
kinetic energy case where the normal Forchheimer method did improve on the Dilgen method, the F-D method dampens
the turbulent kinetic energy to much. The overall RRMSE table for this method, which is shown in Table E.12, shows that
the errors did increase. It can thus be concluded that in this case the F-D method can not be assigned as an improvement
on the Dilgen method.
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Table E.12: RRMSE F-D method with respect to reference best case and reference with corresponding ℎ𝑥 mesh

F-D method Dilgen method

w.r.t. ℎ𝑥 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔 RRMSE 𝑈 RRMSE 𝑘 RRMSE 𝜔
reference
best case

ℎ5 23.88 % 55.95 % 95.28 % 10.39 % 48.22 % 99.24 %
ℎ10 31.05 % 55.49 % 94.70 % 13.26 % 75.91 % 98.78 %

reference
ℎ𝑥 case

ℎ5 23.29 % 52.63 % 94.68 % 9.62 % 43.57 % 99.31 %
ℎ10 27.64 % 64.79 % 97.17 % 8.63 % 30.88 % 98.57 %



F
Additional data of the pressure drop

minimization around an internal wall case
In this chapter additional information regarding the topology optimization case of the pressure drop minimization around
an internal wall is presented. First in Section F.1 the intermediate designs for each projection slope are presented. Sec-
ondly, in Section F.2 the convergence plots are shown.

F.1. Intermediate designs
In this section the intermediate designs of the TO case of the pressure drop minimization around an internal wall are
shown. In Figures F.1 and F.2 the intermediate designs of the Dilgen method are shown. In Figure F.3 the intermediate
designs of the MDI-D method are shown.

(a) Initial design. (b) Design 𝛽 = 2.

Figure F.1: Intermediate designs with the Dilgen method of the pressure drop minimization around internal wall case

98
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(a) Design 𝛽 = 4. (b) Design 𝛽 = 6.

(c) Design 𝛽 = 8. (d) Design 𝛽 = 10.

(e) Design 𝛽 = 12. (f) Design 𝛽 = 14.

Figure F.2: Intermediate designs with the Dilgen method of the pressure drop minimization around internal wall case



F.1. Intermediate designs 100

(a) Initial design. (b) Design 𝛽 = 2.

(c) Design 𝛽 = 4. (d) Design 𝛽 = 6.

(e) Design 𝛽 = 8. (f) Design 𝛽 = 10.

Figure F.3: Intermediate designs with the MDI-D method of the pressure drop minimization around internal wall case
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F.2. Convergence plots
In this section the convergence plots of the pressure drop minimization around an internal wall case are shown. First
the convergence plot with the Dilgen method is shown in Figure F.4. Secondly, the convergence plot with the MDI-D
method is shown in Figure F.5.

Figure F.4: Convergence plot of the Dilgen method in the TO pressure drop minimization around an internal wall case

Figure F.5: Convergence plot of the MDI-D method in the TO pressure drop minimization around an internal wall case
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