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Research paper

Nonlinear model predictive control for path following of autonomous 
inland vessels in confined waterways

Chengqian Zhang a , Abhishek Dhyani b,* , Jonas W. Ringsberg a , Fabian Thies a,  
Rudy R. Negenborn b , Vasso Reppa b

a Department of Mechanics and Maritime Sciences, Division of Marine Technology, Chalmers University of Technology, SE-412 96, Gothenburg, Sweden
b Department of Maritime and Transport Technology, Delft University of Technology, Mekelweg 2, 2628 CD, Delft, the Netherlands

A B S T R A C T

Autonomous inland shipping offers a safer and more efficient form of transportation over water with the potential to reduce maritime carbon emissions. However, the 
operation of autonomous vessels presents unique challenges due to complex dynamics, varying traffic conditions, and environmental disturbances. To ensure the safe 
navigation of these vessels in confined inland waterways, it is crucial to address manoeuvring prediction and motion control challenges. Research focusing on these 
challenges disregards or only partially incorporates inland waterway characteristics related to the vessel and its surroundings. This study provides a comprehensive 
analysis of these key factors. By modelling the vessel using a modified Manoeuvring Modelling Group (MMG) model specifically tailored for confined waterways, 
hydrodynamic effects due to shallow water, channel banks, and current are accounted for. A nonlinear model predictive controller (NMPC) is employed for the vessel 
path following control under various scenarios, including straight channels, confluences, and river bends. It is observed that the hydrodynamic effects from the 
channel banks significantly impact vessel steering. Compared to conventional proportional-integral-derivative (PID) controllers, NMPC effectively reduces course 
deviations and cross-track errors under varying water depth and ship-to-bank distance conditions, while also requiring fewer rudder deflections. Furthermore, key 
performance metrics related to the control of inland waterway vessels are proposed to evaluate the controller’s performance further. The NMPC control law 
demonstrates its effectiveness in capturing the hydrodynamic effects and improving navigation safety in confined waterways.

1. Introduction

The European inland waterways, which extend over 41,000 km of 
rivers and canals, form a complex transport network connecting 25 
countries, numerous cities, and vital industrial regions. Despite their 
extensive network, these waterways have been underutilised in the past 
decade, accounting only for 6 % of the continent’s inland freight 
transport, in contrast to the 77 % dominated by road transport 
(European Commission, 2023). Given the strict emission regulations and 
road congestion issues within the European Union, enhancing the use of 
inland waterways could be a reliable and effective solution.

Autonomous shipping has emerged as a popular research topic 
within the maritime community due to its potential to improve navi-
gational safety, enhance traffic flow with optimal energy efficiency and 
reduce operational costs. With the development of sophisticated sensors, 
algorithms, and intelligent navigation systems, autonomous vessels offer 
improved situational awareness. This is particularly interesting for 
inland shipping, where vessels navigate in complex environments and 
within narrow waterway boundaries. By using advanced automation 

systems onboard, autonomous inland waterway vessels (IWVs) can 
handle challenging scenarios such as path planning and collision 
avoidance, thereby contributing to a reliable and safe inland waterway 
transport network.

Given that inland waterways have distinct navigation environments 
as compared to open water, various technological and legislative chal-
lenges must be considered to support the development and deployment 
of autonomous IWVs in confined waters. This requires a thorough ex-
amination of the vessel’s design, perception, path planning, motion 
control, and potential socio-technical challenges (European Commis-
sion, 2020). Among these elements, providing an energy-efficient route, 
or voyage planning, stands out as a crucial challenge to ensure that these 
vessels meet environmental sustainability goals. To accomplish this, it is 
critical to establish a comprehensive system that can reflect and opti-
mise energy management throughout the dynamic operations of vessels. 
This system should include a ship energy performance model (Zhang 
et al., 2023), a manoeuvring model, control design, and routing algo-
rithms. This work aims to tackle the challenges associated with 
manoeuvring and effective control of IWVs, which are vital elements in 
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the operational analysis of dynamic inland waterways.
Operating IWVs in confined waters is challenging as they are con-

strained by factors such as canal width, infrastructure, dynamic water 
levels, river currents and riverbed variations. Water depth, especially 
the impact of shallow waters, significantly affects a vessel’s motion and 
manoeuvrability (Du et al., 2020; Kijima and Nakiri, 1990; Liu et al., 
2015; Mucha et al., 2019; Pompée, 2015; Yoshimura, 1986). Further-
more, IWVs must frequently sail close to one side of the bank to clear the 
way for other upcoming or passing vessels, making the vessel approach 
the channel wall. This can result in flow acceleration between the gap, 
generating additional hydrodynamic forces on the hull, which poses 
challenges to vessel steering and handling, the so-called bank effect (Lee 
and Lee, 2008; Vantorre et al., 2003). Shallow water and bank effects are 
suspected as factors responsible for several grounding accidents, 
including the infamous 2021 Suez Canal obstruction (BBC News, 2021). 
Therefore, a precise and robust mathematical model is critically 
important to ensure the operational safety of these full-scale autono-
mous vessels, as it helps predict the vessel’s motion response on confined 
water under these hydrodynamic effects. In addition, effective control 
techniques must be developed to safely and precisely follow the desired 
track while using the minimum effort from the propulsion and steering 
system. By reducing unnecessary manoeuvres and optimising the 
steering commands, the vessel can mitigate the wear and tear on the 
whole system and lead to less energy consumption, which is essential to, 
e.g., an electrified vessel for maintaining the vessel’s operational effi-
ciency over longer distances without frequent recharging.

1.1. Vessel manoeuvring modelling

Vessel manoeuvring is a critical research topic that has been 
continuously developed during the past decades. The existing studies on 
manoeuvring can be classified into two categories: (i) free running tests, 
by directly conducting model tests and full-scale trails with acting pro-
peller and rudder to analyse the vessel’s steering ability; (ii) mathe-
matical model-based methods, focusing on solving equations of vessel’s 
motion as rigid body dynamics to update its states based on the speed 
and rudder input. Due to the high cost of free-running experiments and 
difficulties in providing manoeuvring predictions of vessels under con-
struction, most research has been conducted based on mathematical 
manoeuvring models, which can generate fast and accurate movement 
predictions. Some typical manoeuvring models, such as the linear 
Nomoto model and those nonlinear models (Abkowitz, 1964; Nomoto 
et al., 1957; Ogawa and Kasai, 1978) have been widely used in maritime 
society based on various application demands and purposes. Neverthe-
less, these models are developed for open water applications by using 
the profile of classical commercial vessels, reducing their applicability to 
inland waterways where vessels must navigate in shallow and confined 
waterways most of the time. Research on the shallow water effect on 
manoeuvring has been conducted continuously for decades. Kijima and 
Nakiri (1990) proposed the famous MMG-based model for hydrody-
namic derivatives corrections in shallow water. These semi-empirical 
formulas were derived using model tests and lifting surface theory 
from classical seagoing vessels. Yoshimura (1986) used the MMG model 
for manoeuvring prediction of a car carrier under various water depth 
conditions. The simulation results show good agreement with the 
experimental data, but also emphasise the shortcomings of calculated 
hydrodynamic coefficients as they are vessel-specific, meaning that the 
application on IWVs reduces since the hull types might differ signifi-
cantly. In addition to model tests, several researchers (Kaidi et al., 2017; 
Kim et al., 2022; Mucha, 2017; Okuda et al., 2022) used computational 
fluid dynamics (CFD) to quantify the impact of shallow water on vessel 
manoeuvring, but the focus was still on an individual vessel type by 
correcting the hydrodynamic coefficients rather than proposing a 
generic manoeuvring model. Liu et al. (2017b) proposed a holistic 
manoeuvring model, especially for inland vessels on the Yangtze River 
in China. This model uses the well-known manoeuvring modelling group 

(MMG) model as the baseline with specific modifications for twin pro-
peller inland vessels, including a rudder modelling using 
two-dimensional CFD simulation. However, the study focused only on 
navigation on the Yangtze River, which has a larger water depth and 
wider channel width than European inland waterways, meaning that the 
water depth or other confinement effects were neglected.

From existing literature, it can be concluded that to enhance the 
accuracy of predictions concerning the dynamics of IWVs, a suitable 
manoeuvring model must be derived and applied to confined water 
scenarios. One of the related works was conducted by Yang and el 
Moctar (2024). By using massive captive model tests at varying water 
depths, a new Abkowitz-type model was developed, including the 
shallow water effect on manoeuvring forces and moments, and the re-
sults were successfully validated against experimental and full-scale 
trials of an inland vessel. In a different perspective, Zhang et al. 
(2024b) proposed a modified MMG model by incorporating additional 
terms of bank effect; the shallow water effect was modelled with hy-
drodynamic derivatives under various water depths. The model was 
validated using turning test data of a pusher-barge model (Koh and 
Yasukawa, 2012). A rudder control scheme was subsequently devel-
oped, followed by a course-keeping analysis that included these shallow 
water, bank, and current effects. However, the simulation was limited to 
straight waterways, and the heading control was relatively simplistic, 
suitable only for navigating straight courses.

1.2. Vessel path-following control

In addition to vessel manoeuvring modelling, research efforts to 
enhance vessel motion control have also been witnessed during the past 
decade, focusing on the vessel path-following problem. Path-following 
control system design can further be categorised into linear path- 
following or course-keeping, which involves controlling the vessel to 
maintain a straight-line trajectory, and curved path-following, involving 
intricate steering mechanisms to navigate the bends in the pathway. 
Curved path following is a comparatively complex task due to the need 
to counteract the vessel’s lateral drift, which primarily results from its 
inertia and hydrodynamic disturbances (Wang et al., 2019). To account 
for the modelling uncertainties and limited knowledge of the environ-
mental forces such as wind and currents, a robust control law must be 
designed to counteract their effect on the vessel; see, for example, (Chen 
et al., 2023; Paulig and Okhrin, 2024; Sun et al., 2017; Xu et al., 2023). 
Model-based robust control algorithms aim at estimating and elimi-
nating the impact of these disturbances on vessel navigation, applying 
techniques such as active disturbance-rejection (Sun et al., 2017), neural 
networks (Park et al., 2017; Wei et al., 2017), model-predictive control 
(Fu et al., 2023; Zheng et al., 2016), feedback linearisation (Chen et al., 
2023), reinforcement learning (Hart et al., 2023; Waltz et al., 2025), and 
sliding-mode control (Zhang et al., 2020a), to name a few. However, 
most of these proposed methods only focus on the environmental dis-
turbances dominating the open sea environment while maintaining 
sea-going vessel characteristics (single-propeller, single-rudder designs). 
This is because modelling the inland waterway characteristics (bank and 
shallow-water effects) using physical laws was lacking in the existing 
literature. As a result, these algorithms are inadequate in providing good 
control performance in inland waterway conditions. Motion control in 
restricted waterways such as rivers and port areas has recently been a 
focus in some works (Du et al., 2022a; Xu et al., 2023); but requires 
further research on control design.

Navigating in inland waterways introduces additional constraints, 
such as the bank effect and shallow-water effect, which can significantly 
impact the performance of traditional controllers (Chen et al., 2021; 
Sano et al., 2014), making the control synthesis problem more complex. 
Current maritime navigation systems, such as track pilots, are often 
based on a Proportional-Integral-Derivative (PID) control law or its 
variants due to their simplicity and ease of implementation (Alessandri 
et al., 2015; Zhang et al., 2020b). In a previous work by the authors 
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(Zhang et al., 2024a), a PID control algorithm was proposed for the 
modified MMG model proposed in (Zhang et al., 2024b) for the vessel 
path following under various course-keeping as well as steering sce-
narios. However, the performance and robustness of the proposed al-
gorithm in river confluences and under the presence of river currents 
were insufficient, as large cross-track errors were still observed. This was 
partly due to the nonlinear effects, which are more significant during 
complex manoeuvres and could not be counteracted by the model-free 
PID controller. Furthermore, the performance analysis of the control 
design was absent. Finally, the waterways were modelled to have a 
rectangular-shaped cross-section and a constant water depth, meaning 
that the impact of bank geometry was neglected and thus failed to fully 
represent a real inland waterway. It was concluded that these factors 
necessitate the development of sophisticated model-based control al-
gorithms to ensure safe navigation.

Model Predictive Control (MPC) has been a widely popular control 
technique for the path-following control design of ASVs (Fu et al., 2023; 
Li et al., 2020; Zheng et al., 2014). By employing a prediction model, 
MPC is capable of predicting and accommodating changes in the sys-
tem’s future behaviour. This makes it an attractive choice for vessel 
navigation applications, where proactive decision-making is crucial due 
to the vessel’s large inertia and limited manoeuvrability. Furthermore, 
MPC can explicitly take into account the constraints on the vessel inputs 
and states, facilitating the constrained control requirements of inland 
navigation. Since the performance of the MPC algorithm greatly relies 
on the model’s accuracy, a detailed manoeuvring model is a foremost 
requirement for control design. Many existing works have addressed the 
path-following control problem for autonomous vessels using linear 
MPC (Haseltalab and Negenborn, 2019; Zhang et al., 2017; Zheng et al., 
2014, 2016). These methods use models obtained by successive linear-
isation around the operation point, which may change significantly. 
However, a wide range of operating conditions (e.g., varying water 
depths, variable proximity to channel wall, sharp turns) cannot be 
effectively represented by a single linear manoeuvring model around a 
fixed point. As a result, for large prediction times, this will lead to a 
significant model mismatch and therefore, large tracking errors (Zheng 
et al., 2014). Unlike open-sea navigation, where ample space allows for 
gradual course corrections, the confined and dynamic nature of inland 
waterways demands high-fidelity modelling of the aforementioned ef-
fects to ensure safe navigation. Nonlinear MPC (NMPC) utilizes the 
complete model of the vessel, ensuring that various nonlinear effects, as 
well as the varying operating conditions in the inland waterways, can be 
accounted. However, NMPC is known to have a high computational 
burden, which may lead to implementation issues, as the underlying 
optimisation problem may not timely converge. Several methods have 
been proposed in the literature to address this issue, such as using 
explicit MPC (Tondel et al., 2003), direct multiple shooting (Kirches 
et al., 2012), real-time iteration (Gros et al., 2020), etc. The direct 
multiple-shooting method has also been employed for vessel 
path-tracking control applications, see (Abdelaal et al., 2018; Kayacan 
et al., 2019; Kosch et al., 2021).

1.3. Contributions of the paper

The main contribution of this work is two-fold. Firstly, we propose 
the design of an NMPC control law for the path following control of the 
IWV. The dynamics of the IWV are modelled using an improved 
manoeuvring simulation model, designed specifically for inland water-
ways based on physical laws to effectively capture the unique hydro-
dynamic effects. The vessel’s trajectories are modelled using a modified 
MMG model (Zhang et al., 2024b) and include environmental factors 
such as water depths, river currents, and bank effects. This further fa-
cilitates the simulation and analysis of a virtual autonomous vessel’s 
steering performance in confined waterways. To address the high 
computational time issue, the NMPC optimisation problem is imple-
mented using a direct multiple-shooting method. This method reduces 

the propagation of the nonlinearity within the optimal control problem 
(OCP) formulation, leading to a faster convergence of the NMPC opti-
misation problem. As a result, the computational time required is 
significantly reduced. Secondly, an extensive case study is performed 
considering a pusher-barge model to validate the performance of the 
proposed control design in diverse and complex inland waterway situ-
ations, such as navigating river bends and intersections. New key per-
formance metrics are proposed for evaluating the performance of the 
controlled operation on inland waterways. The vessel’s steering capa-
bilities are further compared against a standard model-free control 
technique based on a PID control law, as it represents an industry 
benchmark at present. The comparative analysis highlights the proposed 
control law’s superior performance and robustness to external 
disturbances.

2. Methodology

This section describes the major methods and assumptions used in 
the work. subsection 2.1 introduces the modified MMG model and 
highlights modified terms regarding the hydrodynamic effect of 
confined water, subsection 2.2 showcases the schematics of control 
design, and various control algorithms.

2.1. Manoeuvring model in inland waterway

The manoeuvring model follows the architecture in Zhang et al. 
(2024b), where the effect of shallow water was modelled by two parts: 
(i) increasing resistance, especially the viscous pressure coefficient, is 
predicted using the methods from Zhang et al. (2023), and (ii) surge 
force and moments during steering in shallow water were calculated 
straightforwardly using hydrodynamic derivatives from the experiment. 
In addition, the bank effect is a critical factor for navigation in narrow 
fairways, which is calculated using the method from Vantorre et al. 
(2003), where the lateral force and the yaw moment are modelled based 
on the vessel-bank distance, the water depth, and the bank geometry.

2.1.1. Equations of motion
IWVs typically operate at a steady, low speed and therefore do not 

frequently encounter high waves or strong winds. Consequently, the 
manoeuvring model in this study focuses on two-dimensional (2D) 
planar ship motion with three degrees of freedom (3-DoF), considering 
only surge, sway, and yaw motions, as illustrated in Fig. 1. The earth- 
fixed coordinate system is denoted by o0 − x0y0z0, while o − xyz rep-
resents the body-fixed coordinate system of the inland vessel, with the 
origin located at the midship. The midship position is defined at the 

Fig. 1. Coordinate system of an IWV.
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geometrical centre of the vessel. The vessel heading (ψ) is defined as the 
angle between the o0 − x0 axis and the o − x axis, and the rudder angle is 
represented by δ. The coordinates of the centre of gravity 

(
xG, yG

)
are 

expressed in the earth-fixed coordinate system as 
(
x0G,y0G

)
.

The equations of rigid body dynamics for IWVs operating in 
restricted water are represented as: 

(m + mx)u̇ −
(
m + my

)
vmr − xGmr2 = XH + XP + XR + XB

(m + mx)v̇m − (m + mx)ur + xGmṙ = YH + YR + YB
(
Iz + x2

Gm + JZ
)
ṙ + xGm(v̇m + ur) = NH + NR + NB

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(1) 

where, m is the mass of IWV, mx and my represent the added mass in 
longitudinal and transverse directions, u is the surge velocity, vm is the 
sway velocity at midship, r is the yaw velocity, xG is the location of the 
centre of gravity (CoG), Iz is the moment of inertia, and JZ is the added 
moment of inertia. The right-hand side is the summation of the surge 
force X, sway force Y, and yaw moment N, and the subscripts H, P, R, and 
B represent the individual effect from the hull, propeller, rudder, and 
bank effect, respectively.

2.1.2. Hydrodynamic force on vessel hull
Hydrodynamic forces on the vessel hull are dimensionless according 

to the following equation: 

XH
/(

0.5ρLTU2)=− Rʹ
0+Xʹ

βββ2
m+Xʹ

βrβmrʹ+Xʹ
rrr

ʹ2
+Xʹ

βββββ4
m

YH
/(

0.5ρLTU2)=Yʹ
ββm+Yʹ

r r
ʹ+Yʹ

ββββ3
m+Yʹ

ββrβ
2
mrʹ+Yʹ

βrrβmrʹ2
+Yʹ

rrrr
ʹ3

NH
/(

0.5ρL2TU2)=Nʹ
ββm+Nʹ

rr
ʹ+Nʹ

ββββ3
m+Nʹ

ββrβ
2
mrʹ+Nʹ

βrrβmrʹ2
+Nʹ

rrrr
ʹ3

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(2) 

where ρ is the freshwater density, L is the vessel length, T is the draught, 
and U is the vessel’s total speed, R0́ is the resistance coefficient in 
shallow water (Zhang et al., 2023), βm is the drift angle at midship, if 
there is no current, this is calculated by βm = − tan− 1(vm /u), Xβ́β, Xβ́r, 
…, Nŕrr are the so-called hydrodynamic derivatives by regression anal-
ysis from the captive model test, ŕ  is the non-dimensional yaw speed 
(ŕ = rL/U). It should be noted that u, vm must be modified based on the 
speed and direction of the water flow if the current effect is included.

2.1.3. Propeller thrust
IWVs are normally equipped with twin propellers. The total longi-

tudinal force delivered from a twin-propeller configuration can be 
expressed by: 

XP =(1 − t)
(
TP

P +TS
P
)

(3) 

where t is the thrust deduction factor, TP
P and TS

P represent the thrust 
generated from the portside and starboard propeller, which is computed 
as: 

TP
P = TS

P = ρn2
PD4

PKT(J) (4) 

In Eq. (4), nP is the propeller revolution speed, DP is the propeller 
diameter, and KT(J) is the function of the thrust coefficient derived from 
the open water test under various advanced ratios J: 

J= u(1 − wP)∕(nPDP) (5) 

In Eq. (5), u is the surge velocity, wP is wake fraction at the propeller in 
manoeuvring, computed as: 

wP
/

wP0 = exp
(
− 4β2

P
)

(6) 

where wP0 is the effective wake in a straight motion, βP is the inflow 
angle at the propeller, including the drift angle βm and yaw speed ŕ , 
given as: 

βP = βm − (xP/L)rʹ (7) 

In Eq. (7), xP is the position of a propeller in the longitudinal direction. 
The propulsive coefficients, such as thrust deduction t and wake fraction 
wP0 are regarded as identical for each propeller. This is because of the 
challenge of analysing the unsymmetrical inflow fields during motions 
in manoeuvring; the crossflow can alter the wake field, and oblique 
movement might result in more complicated interactions. To understand 
this requires sophisticated experimental measurements (Friedhoff et al., 
2019) such as Particle Image Velocimetry (PIV) or heavy CFD simula-
tions, which are beyond the scope of the present work.

2.1.4. Rudder steering force and moment
Rudder steering force is a crucial factor as it directly influences the 

vessel’s manoeuvrability. IWVs are normally equipped with twin or 
multiple rudders for better steering ability. In this work, the rudder 
forces are computed by: 

XR = − (1 − tR)
(
FP

N + FS
N
)
sin δ

YR = − (1 + αH)
(
FP

N + FS
N
)
cos δ

NR = − (xR + αHxH)
(
FP

N + FS
N
)
cos δ

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(8) 

where tR is the empirical correction factor to rudder surge force during 
steering (Yasukawa and Yoshimura, 2015); FP

N and FS
N denotes the rudder 

normal force on the port side and starboard, respectively; δ represents 
the rudder angle; αH is the rudder force increase factor; xR is the relative 
position of rudders in the longitudinal direction, and xH is the position 
where additional lateral force is acting. Like propeller force calculation, 
the interaction of multiple rudders was neglected in this work, meaning 
that the rudder normal force is assumed to be identical with the same 
inflow angle; the equation is given as: 

FN = 0.5ρARU2
R

(
6.13Λ

Λ + 2.25
sin αR

)

(9) 

where AR is the rudder area, UR is the resultant inflow velocity at the 

rudder (UR =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

u2
R + v2

R

√

), Λ is the rudder aspect ratio, and αR is the 
effective inflow angle at the rudder given by: 

αR = δ − tan− 1
(

vR

uR

)

(10) 

In Eq. (10), uR and vR represent the longitudinal rudder inflow velocity 
and the transverse rudder inflow velocity, respectively. These individual 
velocities are computed using the equation: 

vR = UγR
(
β − ĺRrʹ

)

uR =
εuP

1 − s

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 − 2(1 − ηκ)s + {1 − ηκ(2 − κ)}s2
√ (11) 

where γR is the flow straightening coefficient, ĺR is a constant derived 
from experiments which denotes the acting point of vR, s is the propeller 
slip ratio, η is a ratio of propeller diameter to rudder span (η = DP/BR), κ 
is a constant from the experiment, and ε is the ratio of wake at the rudder 
to the wake fraction at the propeller given as: 

ε = (1 − wR)/(1 − wP) (12) 

2.1.5. Bank-induced effect
The bank effect is another important factor that affects vessel 

handling in inland waterways. In this work, the hydrodynamic forces 
and bow-out moment are calculated through the methods from Vantorre 
et al. (2003). A key feature of their mathematical model is that it also 
decomposes bank-induced force and moment into individual compo-
nents, which can be easily incorporated into the MMG model: 
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(13) 

where Y represents lateral force, N is the yaw moment, the superscripts 
H, P, HP denote the individual effects of speed (hull), propulsion, and the 
coupled effect. The term VT is the reference velocity, Fr is the Froude 
number, αH

ik, βH
ik, αP

ik, βP
ik, αHP

ik , and βHP
ik are coefficients from regression 

analysis, yB and yB3 represent non-dimensional quantities of vessel-bank 
distance, given as: 

yB =
1
2

B

(
1
yp

+
1
ys

)

yB3 =
1
2

B

(
1

yp3
+

1
ys3

) (14) 

where yp and yp3 represent the vessel-bank distance from the portside to 
the midship, ys and ys3 are vessel-bank distance from starboard, as 
shown in Fig. 2.

2.1.6. River current
Current is a critical factor in the inland waterways that might affect 

vessel dynamics. Specifically in sharp river bends or narrow fairways, 
the presence of currents makes manoeuvring complex. The currents in 
this work follow a near parabolic distribution along the lateral direction, 
meaning that the flow has a higher speed near the waterway’s centre and 
close to zero speed near the banks. The equation is given as: 

ur = u − UC cos(βC − ψ)
vrm = vm − UC sin(βC − ψ) (15) 

where, βC is the incoming current angle in the earth-fixed coordinate 
system. Hence, the drift angle at midship, which accounts for the dif-
ference between the vessel’s course and heading, is given by βm = −

tan− 1(vrm /ur). Further, the total ship speed U is calculated by using U =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ur2 + vrm2

√
. Note that the equations of motion are updated using the 

vessel’s speed through water.

2.2. Guidance, navigation and control for inland waterway navigation

2.2.1. Navigation system
The guidance and control systems rely on the continuous availability 

of the vessel’s position, heading and velocities in three degrees of 
freedom (3-DOF). This is made possible by the multiple sensors that 
typically form a part of the navigation system and facilitate sensor 
fusion, redundancy and fault diagnosis. Typically, GPS/GNSS, gyro-
compass and accelerometers are employed for the same. The navigation 
system of an IWV can be differentiated from a seagoing vessel by the 
requirement of additional sensors measuring the water depth and cur-
rents that must be incorporated into a closed-loop control system for 
autonomous navigation. The vessel’s distance from the bank must also 
be available and can be measured using Electronic Chart Display and 
Information System (ECDIS) data (European Commission, 2020). 
Additionally, in major rivers and canals, bank infrastructure is increas-
ingly being installed to offer precise localisation with respect to fairway 
boundaries. Such infrastructure includes fixed beacons and transponders 
that communicate with the vessel’s systems to provide constant updates 
on its relative position. Advanced navigation systems may further inte-
grate Automatic Identification System (AIS) data and satellite-based 
augmentation system (SBAS) to improve positioning accuracy and 
situational awareness.

2.2.2. Guidance system
The IWV path following problem can be posed as a heading control 

problem by using an appropriate guidance law. This requires trans-
forming the desired position coordinates to the desired heading angles. 
This is a typical approach followed for vessel control, using steering laws 
such as Line-Of-Sight (LOS) (Breivik and Fossen, 2008), or its improved 
variants (Fossen and Lekkas, 2017; Xu et al., 2023). The primary 
objective of such guidance laws is to adjust the vessel’s heading angle to 
minimise the cross-track error, i.e., the lateral deviation from the desired 
path. As shown in the next section, focusing on heading control can 
greatly simplify the control design procedure without trading off the 
path-following performance.

The guidance system uses a path planning algorithm to compute the 
reference heading angles for a predetermined path created using a set of 
waypoints. In this work, a lookahead-based Line-of-Sight (LOS) algo-
rithm is employed (Breivik and Fossen, 2008), as visualised in Fig. 3. 
Firstly, the cross-track error XTE(t) is defined by 

XTE(t) =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
xp(t) − xcl(t)

)2
+
(

yp(t) − ycl(t)
)2

√

(16) 

where, xcl and ycl are the points at the closest distance from the vessel on 
the desired path. Similarly, signed XTE (SXTE(t)) can be defined as 

SXTE(t) =

{
XTE(t), |π̃| < 0

− XTE(t),Otherwise
(17) 

where, ̃π is the cross product between the waypoint vector and the ship’s 
position vector, and is equal to 

π̃ =
(
xwp,k+1 − xwp,k

)(
yp − ywp,k

)
−
(

ywp,k+1 − ywp,k

)(
xp − xwp,k

)
(18) 

Using the current position of the vessel and the positions of the 
waypoints, the reference heading is computed as 

ψ ref(t) = ψwp(t) − ψcross(t) (19) 

where, ψwp(t) represents the reference heading angle component cor-
responding to the slope of the line formed by two consecutive way-
points, i.e. 

ψwp(t) = atan2
(

ywp,k+1 − ywp,k, xwp,k+1 − xwp,k

)
(20) 

Fig. 2. Schematics of vessel-bank distances. The vessel’s cross-section is 
visualised in yellow and is surrounded by the waterway shown in blue.
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Further, ψcross(t) is the reference heading angle component that 
minimises the cross-track error XTE(t) and is given by: 

ψcross(t) = atan2(SXTE(t),XD ) (21) 

where, XD is a predefined lookahead distance value corresponding to the 
reaction distance of the IWV, which depends on the vessel type and its 
dimensions. In this work, it is selected as a constant positive value.

Since the path is approximated by straight-line segments connected 
by waypoints, a switching criterion is required to switch between these 
segments. In this work, the along-track distance-based waypoint 
switching criterion is employed, where a switch is made when the vessel 
reaches a predefined distance away from the upcoming waypoint 
(Breivik and Fossen, 2008). 

Remark. Path segment/waypoint switching using a constant distance 
or circle radius can lead to some sharp changes in the reference heading, 
resulting in rudder angle oscillations (Naeem et al., 2003). These oscil-
lations can be reduced by a careful selection of the lookahead and the 
along-track distances. Furthermore, a smoother LOS steering law or 
switching criteria can significantly decrease this effect (Bakaric et al., 
2004; Fossen et al., 2003; Saravanakumar and Asokan, 2011).

2.2.3. PID controller design
Fig. 4 shows a block diagram representation of the resulting closed- 

loop system with a PID controller for the IWV heading control. The PID 
reference tracking control law was designed to update δc at each time 
step, such that: 

δc(t) = Kp

(

ψ e(t) + Td(ψe(t) − ψe(t − 1)) +
1
Ti

(
∑t

l=0

ψel

))

(22) 

where, ψe(t) represents the error in the heading angle at the time step t, 

Kp is the controller’s proportional gain and Td and Ti are the derivative 
and integral time constants, respectively. To select an optimal value for 
these control gains, the Ziegler-Nichols method (Ziegler and Nichols, 
1942) was employed to ensure a minimal heading error and acceptable 
overshooting and settling times for the resulting path.

2.2.4. Nonlinear model-predictive control (NMPC): IWV model
To formulate the NMPC design problem, the IWV dynamics are 

presented in the state-space notation as: 

q̇(t) = f(q(t)) + g1(q(t),u(t)) + g2(q(t)) (23) 

where, q(t) denotes the vessel’s states and u(t) is the control input, given 
by: 

q(t) = [ q1(t) q2(t) q3(t) q4(t) q5(t) q6(t) ]T

=
[
xp(t) yp(t) ψ(t) u(t) vm(t) r(t)

]T

u(t) = δ(t)
(24) 

Further, the function of vessel states f(q(t)), g2(q(t)), and of the states 
and control input g1(q(t),u(t) ) are given by: 

f(q(t) ) =
[

R(q3(t) )ν(t)
− M− 1(D − τe)

]

g1(q(t),u(t) ) =
[

0
M− 1τc

]

, g2(q(t) ) =
[

0
M− 1τo

] (25) 

where: 

Fig. 3. Guidance law for the IWV heading control.

Fig. 4. Block diagram representation of the IWV heading control using the PID controller.
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M =

⎡

⎢
⎢
⎣

(m + mx) 0 0
0 (m + mx) xGm
0 xGm

(
Iz + x2

Gm + Jz
)

⎤

⎥
⎥
⎦

D =

⎡

⎣
−
(
m + my

)
q5(t)q6(t) − xGmq6(t)2

− (m + mx)q4(t)q6(t)
xGmq4(t)q6(t)

⎤

⎦

τe =

⎡

⎣
XH + XB
YH + YB
NH + NB

⎤

⎦, τc =

⎡

⎣
XR
YR
NR

⎤

⎦, τo =

⎡

⎣
XP
0
0

⎤

⎦

R(q3(t) ) =

⎡

⎣
cos(q3(t) ) − sin(q3(t) ) 0
sin(q3(t) ) cos(q3(t) ) 0

0 0 1

⎤

⎦

and η and ν represent the generalised position and generalised velocity 
vectors, given by: 

η(t) = [ q1(t) q2(t) q3(t) ]T =
[
xp(t) yp(t) ψ(t)

]T

ν(t) = [ q4(t) q5(t) q6(t) ]T = [ u(t) vm(t) r(t) ]T
(26) 

As shown, τe comprises the hull forces and bank effect forces, 
whereas τc comprises the controlled rudder forces. Further, note that to 
simplify the control design process, the propeller rotation speed nP is 
uncontrolled and assumed to remain constant during the heading con-
trol phase. This assumption is commonly used for path following in 

inland waterways, as overtaking is rare due to narrow channels, thereby 
minimising the speed variations. Instead, speed is often optimised as 
part of the voyage optimisation, see for example (Yan et al., 2018).

Equation (23) must be further discretised for a given sampling time 
to incorporate it as a prediction model within the finite time horizon of 
the NMPC OCP formulation. Therefore, upon discretisation, the IWV 
model is derived by the following discrete-time dynamics: 

qc(k + 1) = fc(qc(k) ) + g1c(qc(k),uc(k) ) + g2c(qc(k) ) (27) 

where the subscript (.)c is used to represent the variables used in the IWV 
prediction model, and k is the discrete time step. Notice that Equation 
(27) is highly nonlinear and non-affine in control. Next, the constraints 
on the state variables and the control inputs are presented through the 
following inequalities: 

ψmin ≤ q3c(k) ≤ ψmax
umin ≤ q4c(k) ≤ umax
vmin ≤ q5c(k) ≤ vmax
rmin ≤ q6c(k) ≤ rmax
δmin ≤ uc(k) ≤ δmax

(28) 

Furthermore, to avoid rudder damage due to excessive actuation, the 
rate of change of the rudder angle can be limited by enforcing the 
following inequality: 

|uc(k + 1) − uc(k)| ≤ Δmax (29) 

where, Δmax is the maximum allowed change in the rudder angle in one 
time step. Finally, the fairway constraints can also be better modelled by 
using polyhedrons in terms of the constraints on the x− and y− co-
ordinates of the vessel, which results in the following inequality 
constraint: 

Afw[ q1c(k) q2c(k) ]T ≤ bfw (30) 

where, Afw ∈ RNfw×2 and bfw ∈ RNfw represent the polyhedron in the H- 
representation.

2.2.5. NMPC optimal control problem (OCP) formulation
An MPC-based control system computes a finite sequence of optimal 

control actions online by solving a finite horizon optimisation problem. 
Out of the computed sequence, only the first control action is provided 
to the system, and this process is repeated at each time step. Fig. 5
represents the overall closed-loop system resulting from the imple-
mentation of the NMPC system.

The NMPC OCP is formulated as a nonlinear programming (NLP) 
problem using the multiple shooting method over a finite prediction 
horizon Nh, where at each time step k, the following optimisation 
problem is solved:  

Here, pm, qm, and rm are scalar values representing the controller 
weights. Further, h represents a time step over the prediction horizon, 
such that, 0 ≤ h ≤ Nh − 1. Therefore, h|k represents the prediction of the 
respective variable at the prediction step h, performed at the time step k. 
The objective function comprises a running cost and a terminal cost 
component that minimises the heading error. In addition, a running-cost 
component also minimises the required rudder movements. The solution 
of the NMPC OCP at the kth time step is the pair of optimal rudder angle 
sequence and the corresponding sequence of the vessel’s states, given 
by: 
(
u*

c , q
*
3c
)
= NMPC

(
q3c(k),ψ ref(k)

)
(32) 

Finally, the first input rudder angle in the sequence is applied to the 
vessel, such that: 

δ(k) = u*
c(0) (33) 

A unique feature of the multiple shooting method is that it divides 
the time horizon into smaller segments and generates the state trajectory 
at each time interval, by solving an independent initial value problem. 
This is unlike the single shooting method, which propagates the state 
trajectory from a single initial condition over the entire prediction ho-
rizon. This in turn improves the convergence speed of the solution, and 
makes the optimisation more robust to errors in the initial values 

NMPC
(
q3c(k),ψ ref (k)

)
=

argmin
q3c ,uc

(
q3c(Nh|k) − ψ ref (Nh|k)

)2pm +
∑Nh − 1

h=0

1
2
(
q3c(h|k) − ψ ref (h|k)

)2qm + uc
2(h|k)rm

s.t.∀h ∈ 0,…,Nh − 1

qc(0|k) = q(k),

Eq.(25) − (28)

(31) 
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(Abdelaal et al., 2018).

3. Key performance metrics

The IWV heading control involves the satisfaction of multiple ob-
jectives. Typically, the controller’s performance is evaluated by using 
the cross-track error and rudder angle error measures. (Du et al., 2022b). 
In this section, we propose some key performance metrics specifically 
focusing on evaluating the performance of path-following controllers for 
IWVs. While some of these metrics are based on commonly used metrics 
for control analysis, others are focused on evaluating the safety and 
robustness of inland navigation. 

• Maximum Absolute Cross-Track Error (MAXTE): The minimisation of 
cross-track error (XTE) is the primary objective of IWV heading 
control. The satisfaction of this objective can be evaluated by using 
the MAXTE metric, which is given by: 

MAXTE = max
k

XTE(k) = max
k

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
xp(k) − xcl(k)

)2
+
(

yp(k) − ycl(k)
)2

√

(34) 

Note that 
(
xcl, ycl

)
maybe different from the waypoints and corre-

spond to the closest point at a straight-line distance from the vessel. 
For a pusher connected to multiple barges, it is important to take into 
account the cumulative width when calculating the MAXTE, and the 

coordinates 
(

xp, yp

)
must be modified accordingly.

• Average Absolute Cross-Track Error (AAXTE): While MAXTE in-
dicates the maximum deviation from the desired path, AAXTE is 
concerned with the mean XTE accumulated over the time horizon 
until the vessel reaches its destination. This metric is also directly 
related to the running state cost of the NMPC OCP formulation. 

AAXTE =
1
Tf

∑Tf − 1

k=0

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
xp(k) − xcl(k)

)2
+
(

yp(k) − ycl(k)
)2

√

(35) 

• Safe inland navigation metric (SINM): Assuming two-way traffic on 
the waterway, it is desired to ensure that the vessel does not deviate 
too far in the port side direction. For a constant width of the river 
channel, this corresponds to the vessel not crossing the waterway 
centreline. At the same time, it must have a minimal XTE. These 
constraints can be simultaneously evaluated by using the SINM 
metric given as 

SINM =
1
Tf

∑Tf − 1

k=0

(

α max(0,XTE(k) − XTEmax )

XTEmax

+ β
max

(
0, dcl,min − dcl(k)

)

dcl,min

)

(36) 

where, XTE(k) is the cross-track error at the time step k, XTEmax is the 
maximum allowable cross-track error, dcl(k) is the distance of the 
vessel from the centreline at the kth time step, and dcl,min is the 
minimum allowable distance from the centreline. The terms α and β 
are scalars used to assign weights to the importance of XTE and dcl

• Average Absolute Control Effort (AACE): The AACE metric computes 
the average control effort expanded by the control system 
throughout the duration of the course. It is a crucial metric from the 
energy consumption point of view. Similar to AAXTE, AACE con-
siders the time-varying profile of the commanded rudder angles δ. 
This metric is expressed as: 

AACE =
1
Tf

∑Tf − 1

k=0
|δ(k)|2 (37) 

• Inland Waterway Robustness Index (IWRI): As river currents, 
shallow-water effect and bank effect are some of the most significant 
sources of external disturbances impacting the IWV manoeuvring, it 
is crucial to ensure that the designed controller is sufficiently robust 
against them. The IWRI is calculated by measuring the impact of 
these disturbances on performance metrics such as the cross-track 
error and the heading error, by comparing it to a nominal baseline 
scenario. It is calculated as: 

Fig. 5. Block diagram representation of the IWV heading control using NMPC.
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IWRI =
1
Tf

∑Tf − 1

k=0

(
XTEk − XTEbl

XTEbl
+

ψe,k − ψebl

ψebl

)

(38) 

where XTEk and ψe,k are the cross-track errors and the heading errors 
at the kth time-step, whereas XTEbl and ψebl are the corresponding 
baseline errors under nominal conditions. The baseline errors can be 
calculated by estimating the achievable errors under no water cur-
rent, shallow-water and bank effect conditions.

• Estimated Time of Arrival (ETA): The vessel’s ETA can vary signifi-
cantly despite it maintaining a constant propeller rpm due to envi-
ronmental factors such as currents, wind, and hydrodynamic 
disturbances. The controller’s ability to effectively predict and 
counteract these factors plays a crucial role in minimising the actual 
sailing time. For simplicity, the ETA is calculated while assuming no 
traffic congestion and the vessel being able to maintain a constant 
propeller speed throughout its journey. 

ETA =
D
v
+
∑n

i=1

(
Δdi

v − Δvi

)

(39) 

Here, n distance segments are considered where speed deviations are 
caused due to various factors. D and v denote the total distance to be 
covered and the constant nominal speed of the vessel, whereas Δdi, Δ 
vi denote the i− th distance segment with speed variation, and the 
variation in speed, respectively. The resulting ETA is therefore 
composed of the nominal arrival time and the additional time taken 
due to the n speed deviations. Note that the ETA defined here differs 
from the overall voyage time, which may include multiple port calls 
and disruptions.

Ideally, it is preferred that these performance metrics have the 
minimum possible values. For SINM, the ideal value is zero, whereas for 
IWRI, a negative value indicates the controller outperforming the 
nominal case. In the following subsections, various simulation scenarios 
are presented to further evaluate the proposed controller’s performance 
against these metrics.

4. Simulation results

This section shows the simulations of pusher-barge trajectories with 
designed controllers. The modified MMG model is utilised as the basis 
for predicting vessels’ dynamics under inland waterways with current 
effects. The simulation scenarios cover three typical operational modes 
of IWVs: (i) navigation along one side of the bank in the straight canal, 
(ii) turning in waterway interactions confluence, and (iii) track-pilot 
along river bends. The performance and robustness of the proposed 
control methods are evaluated by the deviation of course (cross-track 
error) and rudder efforts, as well as the proposed key performance 
metrics.

4.1. Vessel model

The vessel considered in this work is a pusher-barge convoy, where a 
rake barge connects to a pusher to formulate the 11BP system, as shown 
in Fig. 6. The geometry of the convoy is listed in Table 1. Note that the 
midship position for the vessel is defined at the longitudinal and lat-
itudinal coordinate representing the centre of the entire convoy, i.e., 
(50.48,0) m. The pusher has twin ducted propellers and four rudders to 
generate adequate manoeuvrability. The profile of the propeller and 
rudder is shown in Table 2. The hydrodynamic derivatives are selected 
based on experimental data from Koh and Yasukawa (2012), the model 
test was conducted on various water depth conditions, including 

Fig. 6. Geometry of pusher-barge convoy; dimensions in meters.

Table 1 
Dimensions of the pusher-barge convoy in full-scale.

Parameters Pusher Rake-barge Pusher-barge convoy

Length, L [m] 40.00 60.96 100.96
Ship Beam, B [m] 9.00 10.67 10.67
Draught, T [m] 2.20 2.74 2.74
Displacement, ∇ [m3] 494.7 1646.2 2140.9
Block coefficient, CB [-] 0.633 0.924 0.725

Table 2 
Profile of rudder and propeller equipped on the pusher.

Parameters Values

Propeller diameter, DP [m] 1.8
Revolution speed, nP [rpm] 300
Rudder span, BR [m] 2.0
Rudder chord length, CR [m] 2.0
Rudder area, AR [m2] 4.0

Table 3 
Hydrodynamic derivatives of the pusher-barge model in shallow water.

Symbol H/T = 1.5 H/T = 1.2 Symbol H/T = 1.5 H/T = 1.2

Xβ́β − 0.1749 − 0.3637 mx́ 0.0148 0.0195
Xŕr 0.0792 0.1055 mý 0.2325 0.3722
Xβ́r − 0.0888 − 0.248 t 0.249 0.326
Yβ́ 0.6354 1.2375 αH 0.089 0.418
Yŕ − 0.0227 − 0.113 xH́ − 0.249 − 0.189
Yβ́ββ 2.5353 4.2245 wPO 0.493 0.576
Yβ́βr 0.7413 3.6005 γR 0.357 0.293
Yβ́rr 0.286 0.7129 l ʹ

R − 0.538 − 1.113
Yŕrr − 0.0836 − 0.2003 ε 1.189 1.823
Nβ́ 0.1988 0.4435   
Nŕ − 0.0654 − 0.0861   
Nβ́ββ 0.5665 1.1277   
Nβ́βr − 0.6547 − 0.2249   
Nβ́rr − 0.0528 − 0.0561   
Nŕrr 0.0097 − 0.0522   
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depth-to-draught ratio (H/T) of 1.5 for medium shallow water and 1.2 
for shallow water conditions (see Table 3).

4.2. Control parameters

The simulation scenarios are implemented based on the controller 
parameters listed in Table 4. For the NMPC, the state constraints are 
derived from the practical physical limits of the IWV. A prediction ho-
rizon equal to 25 s is selected based on the full-scale vessel’s charac-
teristic time-scale and a computational requirement that enables for 
real-time application. Furthermore, the OCP is formulated using the 
Casadi toolbox (Andersson et al., 2019) and solved using IPOPT 
(Wachter and Biegler, 2006). The NLP formulation of the OCP is per-
formed using the multiple-shooting method in MATLAB to ensure 
improved efficiency and numerical stability.

4.3. Straight channel simulation

The straight channel is designed to have a width of WC = 100 m, and 
a rectangular cross-section with a constant water depth of H/ T = 1.2, 
representing extreme shallow water conditions that might pose chal-
lenges to steering handling. The currents are near parabolic and 
distributed along the canal with the maximum current speed at the 
waterway centre (UCMAX = 0.5 m/s). The vessel is desired to keep a 

constant lateral vessel-bank distance of ys = 25, which is a typical 
operational condition to ensure safety in confined canals to clear the 
way for upcoming or overtaking vessels. Under this circumstance, the 
heading controller is responsible for compensating the disturbances due 
to complex hydrodynamic effects from waterway, such as shallow water 
effect, bank effect and currents, to track and maintain the desired course 
with minimum error and control effort.

Fig. 7 showcases the vessel trajectory with PID controller and NMPC 
under the influence of water currents. For upstream sailing, it can be 
observed in Fig. 7 (a) that both controllers show good performance as 
the trajectories are fairly close to the reference path. Under downstream 
conditions in Fig. 7 (b), the heading controller can maintain the path 
effectively while a slight course deviation can be noticed. This is due to 
the decrease of rudder incoming flow speed at downstream navigation 
for lower steering force. This phenomenon can be clearly seen in Fig. 8, 
where the rudder effort is obviously lower in the upcoming current 
(Fig. 8 (a)) as compared to downstream sailing, as shown in Fig. 8 (b). 
The comparison of rudder effort also emphasises an important feature of 
NMPC: optimisation of the control effort. The controller can effectively 
utilise its predictions over the future horizon to adjust the rudder instead 
of correcting only based on the vessel’s states, as in the case of PID 
control. The cross-track error is shown in Fig. 8(c) and (d), and in gen-
eral, the time plot shows both controllers have good tracking perfor-
mance, with the NMPC having an even smaller cross-track error. 
Especially in upstream conditions, the lateral course deviation con-
verges to less than 0.5 m from the desired track. When navigating in 
narrow fairways, such as locks or small canals, precise motion control 
and track-keeping are critical for ensuring navigational safety.

4.4. T-junction simulation

Inland waterways have many intersections that connect river 
branches, canals, and ports to form complex transport networks. Navi-
gating a vessel through this waterway confluence faces unique chal-
lenges, such as tight manoeuvres or sharp turning. Unlike sea-going 
vessels, the operational spaces of IWVs are limited by such waterways. 
Therefore, advanced heading control is critically important when 
steering vessels in these intersections. To evaluate the tracking perfor-
mance of the designed controllers, a waterway intersection with a “T- 
junction” shape is established in this section. The main channel has a 
relatively higher current speed (UCMAX = 0.5 m/s), and the tributary has 
a lower current speed (UCMAX = 0.1 m/s). It should be noted that the 

Table 4 
Parameters of the controllers.

Controller Parameter Value

PID KP 5
TI 10
TD 25
Time interval [sec] 0.5

NMPC Prediction horizon Nh [sec] 25
Interval [sec] 0.5
Terminal cost weight pm 4500
Running cost weights qm, rm qm = 150,rm = 1× 10− 4

Rudder angle limits [degrees] − 45 ≤ uc(k) ≤ 45
Heading angle limits [degrees] − 90 ≤ q3c(k) ≤ 90
Surge velocity limits [m/s] 0 ≤ q4c(k) ≤ 5
Sway velocity limits [m/s] − 1.5 ≤ q5c(k) ≤ 1.5
Yaw velocity limits [degrees/s] − 5 ≤ q6c(k) ≤ 5
Rudder angle change rate Δmax [degrees/ 
sec]

7.2

Fig. 7. Trajectories in a straight channel under heading control.
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hydrodynamic behaviour of flow at the confluence point, such as 
vortices, is neglected in this work as it requires CFD simulation with 
accurate turbulence models. To execute a sharp turn in confined water, 
the vessel must initiate the manoeuvre well in advance. This implies that 
the waypoint generation should take the vessel’s turning behaviour into 
consideration. In this scenario, the starting point for turning was 
selected based on the vessel’s advance distance, which is equal to 2.5 
times the vessel’s length (Zhang et al., 2024b).

Fig. 9 illustrates the trajectories resulting from the turning simula-
tion under different current directions in the main channel, where at-
titudes of the vessel have been plotted in different colours to show its 
turning dynamics along the corresponding trajectory. To ensure turning 

safety, the vessel maintains a relatively low constant propulsion speed of 
100 rpm, meaning that the speed changes dynamically only according to 
the vessel’s location and current directions, as shown in Fig. 10. The 
trajectories indicate that the NMPC achieves a near-perfect tracking 
performance under both conditions. In the downstream current as 
depicted in Fig. 9 (a), the difference between the PID controller and 
NMPC is relatively minor, as the incoming current increases the rudder 
load and generates more manoeuvring force, although some course 
deviation from the PID controller is still observable. In contrast, when 
applied to the downstream current scenario (see Fig. 9 (b)), a clear 
difference between the two control methods can be seen. The PID 
controller exhibits a significantly higher tracking error compared to the 

Fig. 8. The rudder angles and signed cross-track errors (SXTE) (see Equation (20)) over time with PID controller and NMPC for the vessel sailing upstream and 
downstream, respectively.

Fig. 9. Comparison of trajectories in T-junction-shaped waterways with a consistent water depth condition of H/ T = 1.2. The vessel keeps a constant propulsion 
speed of 100 rpm.
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NMPC, with the maximum tracking error even exceeding 20 m during 
the turning simulation, as shown in Fig. 11. Another important factor 
that should be noted is that while the tracking performance of the PID 
controller is inferior to the more advanced NMPC, it still enables the 
system to generate fast responses to dynamic environmental impacts. As 
shown in Fig. 9 (b), when the vessel completes the turn and enters the 
tributary, the PID controller’s heading control can quickly steer the 
vessel back to the desired track, highlighting the controller’s ability to 
adapt swiftly to changing conditions.

The corresponding rudder control effort is summarised in Fig. 12. 
The rudder angle indicates a clear difference between the PID controller 
and NMPC. The NMPC’s objective function explicitly considers reducing 
control effort, resulting in smoother and more consistent rudder angles 
over time. As seen in the NMPC simulations, the rudder angle does not 

show sudden changes during most of the operational period. However, 
relatively large deflections are observed in a short period when the 
vessel enters the near-bank track in the tributary due to the need for the 
heading controller to compensate for newly encountered hydrodynamic 
disturbances and maintain the vessel’s course. On the contrary, the PID 
heading controller results in large deflections under both current di-
rections. This difference highlights the potential of the NMPC to reduce 
frequent changes in the steering system, which is crucial for energy 
conservation and the stability of autonomous systems, especially as 
future IWVs may be fully electrified.

Additionally, in this work, the vessel follows a constant rpm since 
vessels typically do not frequently change speed while navigating in a 
straight line. Implementing speed control within a certain range during 
sharp turns could potentially enhance the controller’s performance in 
course tracking. However, this approach would also increase the 
complexity of the control design. Both controllers would require more 
parameter tuning due to the introduction of additional control variables. 
Furthermore, the computational demand will be higher when solving 
the NMPC optimisation problem online, necessitating more advanced 
hardware to ensure real-time performance.

4.5. River bends simulation

The final simulation scenario is navigation over river bends, which is 
the most prevalent environment for natural rivers. In this section, a river 
with near-wave-shaped bends is defined. The channel has a constant 
width of 150 m and a uniform water depth (H/ T = 1.2), which corre-
sponds to the shallow water condition described in Section 4.4. The 
current flow follows the direction of the waterway, reaching its 
maximum speed in the centreline. Fig. 13 depicts the trajectories ob-
tained from the vessel’s closed-loop simulations in river bends. The 
vessel begins at an initial vessel-bank distance 

(
ys
)

of 55 m and 

Fig. 10. Comparison of the surge velocity u, v during vessel turning, for PID controller and NMPC.

Fig. 11. The signed cross-track errors with PID controller and NMPC for the 
vessel sailing upstream and downstream, respectively.

Fig. 12. The rudder angles over time with PID controller and NMPC for the vessel sailing upstream and downstream, respectively.
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maintains a constant propulsion speed of 100 rpm. The control objective 
is to steer the vessel towards a predefined route at a lateral distance of 
35 m from the bank. Overall, the results suggest that both control 
methods provide good tracking performance since the vessel can follow 
the course effectively. It is noteworthy to note that, in this scenario, the 
PID controller outperforms the NMPC at the start of the simulation since 
it can steer the vessel faster to approach the track. This aligned with the 
findings in Section 4.4, demonstrating the capability of the PID 

controller to react quickly. Because current fields grow more compli-
cated near river bends, the NMPC must account for these additional 
dynamic disturbances within the same prediction time. This can explain 
its initial struggle at optimisation, especially in the downstream case 
with reduced rudder capacity (see Fig. 13 (b)). Once the interaction 
increases, the NMPC follows the course while providing a good tracking 
performance. This can be seen in the time plot of the cross-track error, 
where the comparison showcases that NMPC can effectively reduce 
course deviation (see Fig. 14). At the second river bend, where x spans 
from 800 to 1200 m, the XTE from NMPC remained steady at less than 5 
m, whereas the PID controller had nearly twice the value. Similarly, the 
rudder angle oscillations are also significantly larger for the PID 
controller for both upstream and downstream sailing cases (Fig. 15), 
even reaching its maximum angle limit of 45◦.

4.5.1. Impact of ship-bank distances
IWVs frequently need to sail close to riverbanks to facilitate the 

passage of other vessels. However, vessels may experience significant 
hydrodynamic effects when navigating very close to the banks. The 
impact of bank effects is investigated under different ship-bank distances 
to evaluate the performance of the control design. Fig. 16 showcases the 
trajectories under two ship-bank distance conditions. The vessel is ex-
pected to follow the designated path with heading control to maintain its 
course, under disturbances caused by increasing levels of bank effects. 
The NMPC can effectively control the heading deviation at a medium 
ship-bank distance (ys = 30). However, it is important to note that the 
closer the vessel is to the bank, the more pronounced the bow-out 
moment acting on it becomes, see Fig. 16 (b). When the route is 
extremely close to the bank, both controllers face difficulties in steering 
the vessel back to the desired track. It can be observed from the rudder 
angle plots (Fig. 17) that the PID controller expends higher control effort 
in the form of large rudder deviations to maintain the reference 

Fig. 13. Trajectories of control simulations on river bends.

Fig. 14. Comparison of signed cross-track errors with PID controller and NMPC for the vessel sailing upstream and downstream, respectively.

Fig. 15. Rudder angle plots for river bend navigation for the vessel sailing upstream and downstream, respectively.
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trajectory, whereas the NMPC makes smaller but more frequent rudder 
deviations.

Considering the vessel’s response time, such scenarios of navigating 
very close to riverbanks are particularly challenging. Future research 
should focus on developing more refined control designs, such as 
reducing speed while ensuring sufficient rudder steering force.

4.5.2. Impact of propulsion speeds
In this subsection, the impact of shaft speed on control performance 

is analysed for three different RPMs: 100, 125 and 150. The initial 
simulation setup was kept consistent with the aforementioned condi-
tions. The cross-track errors of the two algorithms at different speeds are 
presented in Fig. 18. The results indicate that increasing speed can 
reduce the tracking error by utilising higher rudder force, as shown in 
Fig. 18 (a). However, in the case of the PID controller, increasing speed 
does not improve the vessel’s tracking performance; instead, it in-
troduces higher deviations. This may be attributed to the characteristics 
of the NMPC, which incorporates a prediction model. This is crucial for 
allocating the control inputs appropriately based on anticipated vessel 
behaviour in future steps. In contrast, the increased rudder load does not 
yield the expected benefits with the PID controller, as the rudder may 
oversteer due to shorter reaction times at higher speeds. Additionally, it 
is noteworthy that the NMPC can align the vessel with the reference 
trajectories with minimal track error, significantly reducing the sailing 
time while ensuring minor course deviations. For instance, the blue line 
(100 rpm) indicates that the NMPC saves almost 200 s of operation time 
as compared to the PID controller. This is crucial for reducing the ETA 
and saving energy, especially during long-term operations.

4.5.3. Impact of river cross-section shapes
In previous sections, the channel has a rectangular-shaped cross- 

section. In natural inland waterways, the fairway has different bank 
geometry with varying slopes. A common cross-section shape is trape-
zoidal, with a constant slope from the bottom up to the free surface. In 
this section, the impact of the cross-section shape is analysed and 
quantified with three bank slopes. The channel’s top width is 150 m, and 
the bottom width varies from 120 m to 80 m. The maximum water depth 
is 1.5 times the vessel’s draught (H/ T = 1.5) to represent medium 
shallow water, and it decreases near both sides of the banks. The cross- 

Fig. 16. Trajectories under different ship-bank distances.

Fig. 17. Rudder angle plots under different ship-bank distances.

Fig. 18. The impact of propulsion speeds on the signed cross-track error with PID controller and NMPC. The vessel is sailing upstream in these scenarios.
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sectional shape and waterway generated from the top view are illus-
trated in Fig. 19. The control objective for the vessel is to keep a constant 
distance of 40 m from the bank 

(
ys = 40

)
. This suggests that the nar-

rower the bottom width, the more confined the waterways are and the 
stronger the hydrodynamic force (bank-effect) acting on the vessel. 
Under this scenario, the initial rpm is set to 100 according to the speed’s 
impact on the performance of both controllers in section 4.5.2.

In the case of a relatively wider bottom, as shown in Fig. 20, some 
deviations between the two controllers have been noticed. The PID 
controller shows higher course deviations at the beginning, and the error 

gradually converges with good tracking performance over time (blue 
line). It is clear that the PID controller shows difficulties in course 
tracking due to the bank effect. For NMPC simulation, as illustrated in 
the blue line, the vessel is also subject to a bow-out effect at the 
beginning, but proactive heading control effectively mitigates the course 
deviation, and the trajectory does not show much oscillation behaviour. 
When the waterway becomes more constrained, the channel wall poses a 
stronger hydrodynamic force and moment on the vessel, making the 
tracking performance in the case of the PID controller worse, as obvious 
deviations can be observed. The NMPC is affected by such stronger bank 
effects as well, but the trajectory is more stable and still follows the 
desired track, as shown in Figs. 21 and 22. A quantitative analysis of the 
signed cross-track error and the rudder angles is presented in Figs. 23 
and 24, respectively, which compares the performance of each 
controller for the considered cases. The NMPC demonstrates excellent 
tracking ability with lower rudder efforts under a variety of waterway 
constraints. The increasing bank effect results in slightly increased 
tracking error, but the heading control can limit deviations to a very 
promising range (below 5 m) in all instances. In contrast, the PID 
controller has a considerable steady cross-track error at the second bend, 
which is almost twice that of the MPC. Such a value is considered a large 

Fig. 19. Waterway generation with different cross-section shapes.

Fig. 20. Trajectories in river bends with a bottom width of WCB = 120m.

Fig. 21. Trajectories in river bends with bottom width of WCB = 100m.

Fig. 22. Trajectories in river bends with bottom width of WCB = 80m.
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course deviation, as the vessel may risk a loss of manoeuvrability when 
approximating channel banks.

4.6. Comparison of key performance metrics

In this subsection, the performance of the proposed NMPC is further 
analysed and compared with the traditional PID controller by using the 
key performance metrics proposed in subsection 2.3. For the SINM 
metric, the parameters α and β are selected to be equal to 0.5. Further, 
XTEmax and dcl,min are selected as 1.7, 10 m for the straight channel and 
2.5, 5 m for the T-junction and river bends scenario, respectively. For the 
IWRI metric, the XTEbl and ψebl are selected as 0.15 m, 0.01 radians for 
the straight channel, and 1.5 m, 0.07 radians for the T-junction and river 
bends scenarios, respectively.

As seen in Table 5, the values obtained for NMPC are significantly 
lower than the ones for the PID controller for most metrics in both up-
stream and downstream cases. The PID controller outperforms NMPC 
only in the AACE metric in the straight channel and river bends simu-
lation, and in the MAXTE metric in the river bends case. However, the 
higher MAXTE value for NMPC is due to a sharper initial heading 
computed by it for steering the vessel. This ultimately leads to a smaller 
average XTE, as indicated by the AAXTE metric. Interestingly, the IWRI 
metric has a negative value in the T-junction scenario for downstream 
sailing with NMPC, highlighting its robustness as compared to the 

baseline values. The NMPC also takes significantly less time to reach the 
destination in all three scenarios, as captured by the ETA metric.

4.7. Discussion on the impact of static obstacles

In addition to its path-following capabilities, the NMPC can also aid 
in improving the vessel’s collision-avoidance capabilities. Consider 
static obstacles such as buoys, a standstill vessel, or a permanent fixture. 
These obstacles can be incorporated into the planned path or detected in 
real-time, allowing the guidance system to update the vessel’s trajectory 
dynamically. The following simulations consider manually modifying 
the waypoints without employing a collision avoidance algorithm. 

Fig. 23. Signed cross-track error comparison with PID controller and NMPC under varying width of the river bottom.

Fig. 24. Rudder angles for the PID controller and NMPC under varying width of channel bottom.

Table 5 
The values of the key performance metrics for the considered simulation scenarios. For each scenario, the minimum values obtained are highlighted in bold.

Scenario Current stream PID NMPC

MAXTE AAXTE SINM AACE IWRI ETA (s) MAXTE AAXTE SINM AACE IWRI ETA (s)

Straight channel Up 1.393 1.244 0 161.242 8.097 600 0.854 0.292 0 9.53 × 104 0.515 586
Down 3.609 3.019 0.424 920.526 21.268 600 3.494 2.438 0.312 4.85 × 105 17.132 578.5

T-junction Up 13.634 5.455 0.736 2.30 × 105 2.255 630 9.319 3.112 0.335 1.24x105 0.607 529.5
Down 22.031 9.497 1.539 2.28 × 105 5.251 497 7.148 1.731 0.056 1.40x105 ¡0.039 470.5

River bend Up 24.747 4.873 0.670 63.795 1.625 1396 25.162 3.737 0.461 8.25 × 104 0.747 1332.5
Down 25.358 7.278 1.140 124.01 3.294 900.5 26.407 5.160 0.794 2.38 × 105 1.884 857

Fig. 25. Trajectories in the river bend with a static obstacle (x = 1000 m).
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Preliminary results, as shown in Fig. 25 visualize the resulting path 
followed by the IWV with a static obstacle along its route. The obstacle is 
located at the coordinates (1000,435), having a length and width equal 
to 30 m and 15 m, respectively. The NMPC is capable of handling the 
sharp change in the reference trajectory by effectively mitigating cross- 
track errors without leading to instability. On the other hand, the PID 
controller takes a longer time to steer the vessel back towards the 
reference trajectory. Furthermore, it avoids the static obstacle with only 
a small margin. This again emphasises the advantage of employing 
predictive control, which is crucial for scenarios involving sharp turns. 
To further enhance the tracking performance, a variable speed control 
may be employed in this case.

4.8. Comparison of NMPC’s performance against a linearised MPC

On a reviewer’s suggestion, in this subsection, we provide further 
justification for using NMPC instead of a Linearised MPC (LMPC). 
Firstly, the LMPC implementation is carried out using a Nomoto (KT) 
manoeuvring model (Nomoto et al., 1957). This model simplifies the 
vessel’s motions into its turning and course-keeping capability, repre-
sented by second-order linear dynamics and is a popular choice for 
vessel heading control (He et al., 2023). The linearisation is performed 
by using a multi-equilibrium point approach, where the vessel’s 
nonlinear equations of motion are locally linearised around a sequence 
of equilibrium/reference heading angles (ψ ref), yaw rates (rref) and 
rudder angles (δref). Since the model is re-linearised at each time step, it 
is more accurate as compared to a single global linearisation approach. 
The resulting model can be expressed as 

δq(k + 1) = A(k)δq(k) + B(k)δp(k) (40) 

where, δq = q − qref , δp = p − pref represent small deviations of the 
vessel states and control inputs from the reference values, with qref =
[

ψ ref rref ṙref ]T and pref =
[

δref δ̇ref ]T . A(k) and B(k) are the state and 
input matrices, respectively, derived from the Jacobian of the original 
nonlinear system at the current reference point. The resulting LMPC 
then solves a quadratic OCP at each time interval, using the updated 
linear model and reference values.

The river bends scenario, as previously described in Section 4.5 is 

simulated for a canal with a bottom width of WCB = 120m. The control 
objective is to steer the vessel towards a predefined route at a lateral 
distance of 35 m from the bank and follow the path. The vessel’s 
resulting trajectories for upstream and downstream sailing are shown in 
Fig. 26(a) and (b), respectively. Further, the signed cross-track errors are 
visualised in Fig. 27(a) and (b), compared against the PID controller and 
NMPC. It can be observed that LMPC has inferior tracking performance 
to both controllers as the overall XTE is significantly higher. This rela-
tively inferior performance of LMPC can be attributed to the widely 
varying operating conditions due to bank forces and current direction in 
the bends. As described in Equations (2) and (13), the forces acting on 
the vessel hull and the bank-induced forces are highly nonlinear in the 
vessel’s states. Even with the multi-equilibrium linearisation approach, 
significant model mismatch is observed, which increases with the in-
crease in prediction horizon, leading to higher tracking errors. On the 
other hand, the PID controller does not face this limitation.

On the key performance metrics (see Table 6), LMPC has a compa-
rable performance with the PID controller and NMPC for the MAXTE and 
ETA metrics. However, it performs poorly on the AAXTE, SINM and 
IWRI metrics. On the AACE metric, it performs significantly better than 
NMPC but is not as effective as the PID controller. Overall, it is evident 
that the current implementation of LMPC can be further improved for 
effective path planning control under different conditions. Various 
modifications have been proposed in the literature to improve its per-
formance, such as disturbance estimation (Abdelaal et al., 2018; Zhang 
et al., 2017), state-compensated extended state observers (Liu et al., 
2017a), etc.

5. Conclusions

This paper focuses on the modelling, design and analysis of an 
improved model-predictive heading control method for the path 
following of inland waterway vessels. The rigid body dynamics of the 
vessel are calculated based on a modified MMG model incorporating 
specific hydrodynamic impacts of inland water, including shallow 
water, river current and bank effects. The performance of the proposed 
NMPC is firstly evaluated against the standard PID controller based on 
the cross-track error and control efforts metrics under various inland 
waterway scenarios. Additionally, key performance metrics are pro-
posed for evaluating the control performance based on navigation re-
quirements specific to inland waterways.

The simulation was first conducted in straight channel conditions, 
with the objective of maintaining the vessel’s path at a specific vessel- 
bank distance. The simulation shows that both PID and NMPC have 
good tracking performance under both current directions, with NMPC 
exhibiting smaller tracking errors and fewer rudder efforts, particularly 
during the downstream sailing condition.

Unlike straight-channel sailing, vessel path control in confluences is 
significantly more complex due to the difficulties in handling the vessel 
during tight manoeuvres under limited turning space. To validate the 
control performance and feasibility under these conditions, a sharp 
turning at a waterway confluence was simulated. The proposed NMPC 
demonstrates superior results under this challenging scenario, where the 
tracking error can be reduced within 5 m. On the other hand, the PID 
controller has a much larger course deviation, and the error exceeds 
more than 20 m during turning. The simulation results conclude that the 
NMPC can effectively optimise the rudder control actions based on the 
vessel’s future behaviour to prevent frequent turning or large 
deflections.

Lastly, the simulation was conducted considering river bends, and 
the impact of propulsion speeds and bank geometries at different bank 
slopes was evaluated. Interestingly, increasing the vessel’s speed re-
duces the tracking error in the NMPC case, yet leads to the opposite 
behaviour in the PID controller’s case. This is because increasing speed 
shortens the vessel’s reaction time for the PID controller, even though 
the rudder steering force increases at higher propulsion speeds. In Fig. 26. Trajectories of control simulations on river bends with LMPC.
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contrast, NMPC can anticipate the vessel’s future behaviour and opti-
mally allocate control input.

The decreasing waterway bottom width significantly impacts the PID 
controller’s performance since the vessel is subject to a stronger bank 
effect due to higher constraint levels. On the contrary, NMPC showed 
minor disturbances and demonstrated good tracking performance. The 
performance of NMPC was also found to be significantly better than the 
PID controller on the proposed key performance metrics. A smaller value 
of MAXTE, AAXTE and SINM metrics indicates a superior control per-
formance of the NMPC, whereas a small IWRI indicates its higher 
robustness in comparison to the PID controller. In addition, it achieves a 
comparatively smaller ETA, which further establishes its applicability 
for inland navigation. A sharp changing reference trajectory resulting 
from a collision avoidance scenario is also simulated, where, unlike the 
PID controller, the NMPC can maintain an acceptable error margin and 
avoid unstable manoeuvres. Finally, a comparison is made between the 
NMPC and its linear counterpart, LMPC. While LMPC is preferred for its 
simplicity and faster computation, simpler linear models do not provide 
sufficient robustness against environmental disturbances. LMPC in 
conjunction with state estimation and disturbance mitigation-based 
methods may improve control performance.

Future research will focus on improving the robustness of the MPC in 
the presence of parameter uncertainties and unmodelled dynamics. 
Here, incorporating data-driven techniques can be particularly useful. 
Furthermore, variable speed control could further enhance the con-
troller’s performance, allowing for more responsive adjustments to 
changing navigation conditions.
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