
Surf zone surface retention on a rip-channeled beach

A. J. H. M. Reniers,1,2 J. H. MacMahan,3 E. B. Thornton,3 T. P. Stanton,3 M. Henriquez,2

J. W. Brown,4 J. A. Brown,4,5 and E. Gallagher6

Received 15 October 2008; revised 3 April 2009; accepted 13 July 2009; published 10 October 2009.

[1] The retention of floating matter within the surf zone on a rip-channeled beach is
examined with a combination of detailed field observations obtained during the Rip
Current Experiment and a three-dimensional (3-D) wave and flow model. The acoustic
Doppler current profiler–observed hourly vertical cross-shore velocity structure variability
over a period of 3 days with normally incident swell is well reproduced by the
computations, although the strong vertical attenuation of the subsurface rip current
velocities at the most offshore location outside the surf zone in 4 m water depth is not well
predicted. Corresponding mean alongshore velocities are less well predicted with errors on
the order of 10 cm/s for the most offshore sensors. Model calculations of very low
frequency motions (VLFs) with O(10) min timescales typically explain over 60% of the
observed variability, both inside and outside of the surf zone. The model calculations also
match the mean rip-current surface flow field inferred from GPS-equipped drifter
trajectories. Seeding the surf zone with a large number of equally spaced virtual drifters,
the computed instantaneous surface velocity fields are used to calculate the hourly drifter
trajectories. Collecting the hourly drifter exits, good agreement with the observed surf
zone retention is obtained provided that both Stokes drift and VLF motions are accounted
for in the modeling of the computed drifter trajectories. Without Stokes drift, the estimated
number of virtual drifter exits is O(80)%, almost an order of magnitude larger than the
O(20)% of observed exits during the drifter deployments. Conversely, when excluding the
VLF motions instead, the number of calculated drifter exits is less than 5%, thus
significantly underestimating the number of observed exits.
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1. Introduction

[2] The surf zone is an important conduit for the transport
of sediment [e.g., Komar, 1976], pollutants [Grant et al.,
2005], and other suspended matter (diatoms, algae, bubbles,
and larvae). In the case of obliquely incident waves, a
longshore current develops transporting suspended matter
in the down-wave direction. Under these conditions, field
observations suggest that initially present suspended matter
is mostly confined to the surf zone and the cross-shore
exchange with the inner shelf is minimal [Inman et al.,

1971; Johnson and Pattiaratchi, 2004; Clarke et al., 2007].
However, on beaches with persistent shore-normal wave
conditions the longshore current is mostly absent and
instead rip currents develop. The prevailing idea in this
case is that suspended matter is transported onshore by the
breaking waves over the shallow shoals feeding into a rip
channel where offshore directed rip currents subsequently
deposit the material well outside the surf zone [Inman and
Brush, 1973]. Starting with an initial concentration of
suspended matter, it would therefore be expected that the
surf zone purges itself much more rapidly in the case of
persistent shore-normal waves compared with the case of a
steady longshore current.
[3] There are several processes that contribute to the

transport of suspended and floating matter within the
nearshore. The advection and dispersion associated with
the mean flow mentioned earlier is accompanied by trans-
port because of vortical motions at shorter time scales,
O(10) min, such as shear instabilities [e.g., Dodd et al.,
2000; Özkan-Haller and Kirby, 1999;Haller and Dalrymple,
2001] and wave group induced very low frequency
motions (VLFs) [MacMahan et al., 2004; Reniers et al.,
2007]. Both infragravity waves, at the timescale of wave
groups O(50) s, and incident short waves with O(10) s wave
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periods, can contribute to the transport if the concentration
of suspended matter is a nonlinear function of the orbital
velocity and/or fall velocity, for example, sand stirred up
from the bed by the wave-induced shear stress. In the case
of infragravity waves, this leads to predominantly offshore
transport, whereas nonlinear short waves generally result in
net onshore transport [Roelvink and Stive, 1989]. In addi-
tion, short wave–averaged orbital fluid particle paths of
finite amplitude short waves are not fully closed resulting in
a net drift in the down-wave direction, known as Stokes drift
[Stokes, 1847; Phillips, 1977]. Stokes drift has its maximum
at the surface and is therefore expected to be important for
the transport of surface floating material [Monismith and
Fong, 2004]. Finally, mixing by wave breaking induced
turbulence strongly contributes to the local diffusion of
suspended matter [Battjes, 1975; Feddersen, 2007; Brown
et al., 2008].
[4] To examine the retention of surf zone material on a

rip-channeled beach a combination of detailed measure-
ments obtained during the 2007 Rip Current Experiment
(RCEX) (J. MacMahan et al., Mean Lagrangian observa-
tions on open coast rip-channeled beaches, submitted to
Marine Geology, 2009) and a 3-D wave and flow model is
used (Delft3D) [Lesser et al., 2004]. The field measure-
ments are obtained with both GPS-equipped surface drifters
and in situ pressure and colocated current velocity meters.
Given the complexity of following a large number of
individual suspended particles within the surf zone, the
behavior of the surface drifters is examined instead. The
drifters are designed to mitigate the effects associated with
wave-breaking-induced surface rollers and were shown to
closely follow the dispersion of a dye patch, thus
corresponding to a Lagrangian measurement including
Stokes drift [MacMahan et al., 2008]. Note that surface
floating material is not subject to fall velocity and, as such,

is minimally affected by infragravity waves [Spydell et al.,
2007] and skewed incident waves. Given the expected
presence of vertical variation within the rip current velocity
field [MacMahan et al., 2005], it is important to utilize a
3-D flow model to calculate the surface flow velocities.
[5] Three-dimensional modeling of the nearshore flow

field is often restricted to cases where the alongshore
variation is absent, for example, in a wave flume, essentially
resulting in 2DV computations [Walstra et al., 2000;
Nobuoka et al., 2004]. Alternatively the model equations
are solved in a quasi-3-D (Q3D) approach, i.e., solving for
the depth-averaged shallow water equations and applying a
vertical flow model a posteriori [van Dongeren et al., 2003;
Haas et al., 2003]. A recent application of a Q3D [Putrevu
and Svendsen, 1999] and full 3-D [Mellor, 2003] model
description to calculate mean nearshore flows gave compa-
rable results both showing good agreement compared with
laboratory observations [Haas and Warner, 2009]. Here full
3-D model computations are used to predict the 3-D
structure of the rip-current circulation present during
RCEX. The flow model is driven by wave momentum
and pressure gradients varying on the wave groupscale
[Reniers et al., 2004, 2006, 2007], thus resolving the mean,
VLF, and infragravity motions. Solving for the Generalized
Lagrangian Mean (GLM) velocities accounts for the
wave-induced Stokes drift [Andrews and McIntyre, 1978;
Groeneweg and Klopman, 1998; Walstra et al., 2000].
[6] The model is verified by comparing with the RCEX

observations. This includes the mean surface flow circula-
tion obtained with the surface drifters, the vertical structure
of the nearshore flow, VLF motions, and the wave trans-
formation within the surf zone. Next the model is used to
examine the fate and retention of surface floating material,
represented by surf zone drifters, during persistent normally
incident swell with specific attention for the effects related
to Stokes drift and rip-related VLFs.

2. Observations

[7] During the Rip Current Experiment (RCEX), in the
spring of 2007 a combination of fixed in situ instruments
and surface drifter deployments were used to map rip
current circulations (MacMahan et al., submitted manu-
script, 2009). The environmental conditions chosen for the
3 days of model-data comparisons discussed below corre-
spond to moderate, normally incident wave conditions
(Figure 1) that includes two drifter deployments. On year-
day 124 the root mean square incident wave height, Hrms,
was 0.7 m, the mean wave period, Tm01, was 10 s, and the
tidal elevation with respect to mean sea level (MSL), h,
ranged from �0.8 m at the start (around 9 am) to 0 m at the
end of the deployment (around 12 pm local time) (Figure 1).
The tidal range during the drifter deployment on yearday
125 was similar, but with a more energetic Hrms of 1.0 m
and a Tm01 of 8 s.
[8] Bathymetric surveys were performed using a kine-

matic, global positioning system (KGPS) mounted on a
sonar-equipped personal watercraft (PWC) [MacMahan,
2001]. At high tides and low wave energy conditions, the
PWC traversed from offshore to the outer edge of the
transverse bars and within the rip channels (Figure 2). At
low tides, the transverse bars and feeder channels were

Figure 1. Environmental conditions used in the model-
RCEX data comparisons. (a) Root mean square incident
wave height, (b) mean wave period and (c) mean wave
direction at 12.8 m water depth. (d) Wind speed and (e) wind
direction at Del Monte (2 km south of the field site). (f) Tidal
elevation at NOAA tidal station in Monterey harbor (4 km
south of the experimental site). Time of drifter deployments
on yeardays 124 and 125 indicated in cyan.
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surveyed by a walking person carrying the KGPS housed in
a watertight backpack. The beachface and foredune were
surveyed with the KGPS mounted on an all-terrain vehicle.
The bathymetry surveyed on yearday 121, used in the
model calculations discussed below, shows that the along-
shore separation of the quasi-steady rip channels is
O(125) m and the channels extend approximately O(125) m
offshore relative to the shore line (Figure 2).
[9] The GPS-derived drifter locations sampled at 0.5 Hz

for the approximate 3 h duration of the drifter deployment
are used to infer the mean surface flow velocity field
(Figure 2). Given the fact that the drifters provide a
Lagrangian measurement, the estimated velocities include
Stokes drift. In addition to the drifter deployments, a
combined alongshore and cross-shore array of colocated
pressure and current velocity meters (either digital electro-
magnetic flowmeters (PDEMs) or acoustic Doppler current
profilers (ADCPs)) were deployed (Figure 2). The PDEMs
and ADCPs were continuously sampled at 15 Hz and 1 Hz,
respectively. More details about the drifter deployments are
given by MacMahan et al. (submitted manuscript, 2009).

3. Modeling Approach

[10] The wave and flow modeling is similar to the method
by Reniers et al. [2004, 2006], in which the precomputed

wave refraction obtained with SWAN [Booij et al., 1999]
is used to solve for the wave and roller energy balance on
the wave group timescale (see Appendix A). The SWAN
wave refraction computations include both bathymetric
and depth-averaged current refraction at the VLF time-
scale. The offshore boundary of the model domain starts at
12.8 m depth. The alongshore domain follows the coast
for 1 km, where the lateral boundaries are located 600 m
upcoast and 400 m downcoast of the cross-shore array. A
cross-shore varying grid is used to compute the wave
group transformation from offshore to the shoreline with
the smallest grid spacing around the 1 m depth contour,
where wave breaking is generally the most intense. The
vertical grid spacing is with 10 percent increments of the
total water depth (including the tidal elevation, mean
setdown/setup, and infragravity elevations). The offshore
boundary conditions for the wave energy balance are
obtained from the hourly frequency-directional wave spec-
tra calculated from the offshore ADCP using a single
summation random phase model [van Dongeren et al.,
2003]. The spatial and temporal variations in the wave and
roller energy are used to calculate the wave forcing. This
wave forcing is introduced into the nonlinear shallow
water flow model to calculate the wave group induced
flow motions. The time step in the calculations is set at 3 s,
thereby resolving wave group motions of 25 s and longer.
Model coefficients for bottom friction, n (Manning coef-
ficient), wave breaking, g, and roller dissipation, b, are set
at 0.02, 0.45, and 0.1, respectively, established from the
calibrations by Reniers et al. [2006].
[11] In the following, a brief synopsis of the 3-D GLM

flow model equations is presented. A detailed description of
the 3-D flow modeling is given by Lesser et al. [2004, and
references therein]. The 3-D flow field is calculated with the
nonlinear shallow water equations. The corresponding
cross-shore momentum equation is given by
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where u represents the cross-shore GLM velocity (x
direction), v is the alongshore GLM velocity (y direction),
w is the vertical velocity (z direction), z is the instantaneous
surface elevation, f is the Coriolis parameter, FB

x is the wave
forcing (where the superscript denotes direction), Hx are the
cross-shore turbulentmixing terms, nv is the vertical turbulent
eddy viscosity, and g is the gravitational acceleration. A
similar expression is used for the alongshore momentum
equation. The Eulerian velocities are calculated by subtract-
ing the Stokes drift, us, from the GLM flow velocities
[Andrews and McIntyre, 1978]:

ue ¼ u� us ð2Þ

where u represents the GLM velocity vector (u, v) and the
Stokes drift is a combination of the depth-varying wave-

Figure 2. Surface velocity vectors (velocity scale in lower
left corner) for yearday 124 obtained from the surface
drifters averaged over the duration of the drifter deploy-
ment. Position of instruments indicated by the red circles
(PDEMS) and squares (ADCPs). Bathymetry surveyed on
yearday 121 with bottom contours (white lines) in meters
with respect to MSL given as a reference.
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related Stokes drift [Phillips, 1977] and a roller contribution
[Svendsen, 1984] given by

us ¼ wkwH2cos h 2kw hþ zð Þð Þ
8sin h2 kwhð Þ

kw

kw
þ ur ð3Þ

where ur represents the roller-related Stokes drift
(equation (A3) in Appendix A), h represents the total water
depth, and kw represents the wave number vector of the
incident waves with magnitude kw. The wave vector field is
obtained from the SWAN precomputed wave refraction, and
the instantaneous wave height, H, is obtained from the wave
group energy balance (see equation (6) below). A k-�model is
used to calculate nv, where the wave breaking induced
turbulence is introduced as a source term linearly distributed
from minus Hrms,hi to the water surface elevation (twice the
distance used by Walstra et al. [2000]).
[12] The wave forcing, F, is implemented by considering

both the rotational and irrotational wave motions [Dingemans
et al., 1987]. The rotational contribution is represented by a
shear stress at the sea surface, ts, related to wave breaking
[Deigaard, 1993]:

ts ¼
DR

c

kw

kw
ð4Þ

whereDR represents the roller energy dissipation (equation (A2)
in Appendix A) and c is the wave phase speed. The irrota-
tional part is obtained by subtracting the rotational contri-
bution from the total wave forcing represented by the spatial
gradients in radiation stress Sij:

Fx
B ¼

1

rh
@Sxx
@x
þ @Sxy

@y

� �
� txs ð5Þ

and is applied as a depth-invariant wave force in equation (1).
The total surface stress is given by the combined surface
wave and wind stress, where the latter is computed with a
quadratic friction law using the locally measured wind speed
(Figure 1). Details on the boundary conditions and numerical
solution procedures are given by Lesser et al. [2004] and
Walstra et al. [2000].

4. Wave Transformation

[13] The wave and flow response at the wave group
timescale is calculated for 3 days from yearday 124 to
yearday 127, taking into account the temporal changes in
the offshore wave conditions, wind forcing, and concurrent
tidal elevation (Figure 1). The model results for the duration
of the drifter deployment on yearday 124 are discussed next.
A snapshot of the computed wave energy, Ew, for yearday
124 at 11.00 hr shows spatial variation in both the along-
shore and cross-shore directions (Figure 3). The alongshore
variation outside the surf zone, x > 170 m, is associated with
the directional spreading of the short waves [Reniers et al.,
2004]. Within the surf zone, the effect of the alongshore
variation in the rip-channeled bathymetry becomes domi-
nant with wave breaking on the shallow shoals and contin-
uous wave propagation within the deeper rip channels. The
corresponding snapshot of the instantaneous surface veloc-
ities show that wave breaking on the shoals and concurrent
shear stresses result in an onshore flow (Figure 3). As this
flow approaches the waterline, it is laterally diverted thereby
feeding the offshore directed rip currents resulting in strong
vortical circulations coupled with the underlying morphol-
ogy (Figure 3). The offshore extent of the rip currents at this
time is mostly limited to the outer edge of the surf zone,
although occasionally they extend well beyond the surf
zone, as observed around y = 0, where a VLF eddy has
propagated offshore.
[14] The cross-shore transformation of Hrms obtained

from the balance of wave energy, Ew:

Hrms x; tið Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

thour

Z tiþthour

ti

8Ew x; tð Þ
rg

� �
dt

s
ð6Þ

is used to assess the wave forcing, where thour represents a
duration of 1 h and i refers to the hourly interval. A
quantitative comparison of the measurements and computa-
tions is expressed as model skill [Gallagher et al., 1998]:

skill ¼ 1�

Xi¼N
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Qc;i � Qm;i

� �2q
X ffiffiffiffiffiffiffiffi

Q2
m;i

q ð7Þ

where the subscripts c and m refer to computed and
measured quantities, which are evaluated at all observed
instances i. Computed Hrms values are compared with
observations at the cross-shore array locations by replacing
Q with Hrms in equation (7) resulting in a array-averaged
skill of O(0.8) similar to previous comparisons at this site
[Reniers et al., 2006] using the modeling approach outlined
above. Note that a correct wave transformation prediction
is essential to the computed flow response as it affects
the wave forcing (equations (4) and (5)), Stokes drift

Figure 3. Snapshot of computed wave energy (denoted by
colors) in KJ/m2 and corresponding GLM surface velocity
(velocity scale in lower left corner) for yearday 124 at 11.00 h
(equivalent to yearday 124.46). Bottom contours (white
lines) in meters given as a reference.
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(equation (3)), the turbulent eddy viscosity, and associated
mixing terms (equation (1)).

5. Surface Flows

[15] Averaging the wave group resolving surface veloc-
ities over the 3 h duration of the drifter deployment on
yearday 124 yields the mean surface velocity field that is
compared with the GPS drifter-inferred mean velocities
(Figure 4). The computations show similar flow circula-
tions as the observations with onshore velocities over the
shallow shoals feeding into the rip currents. Details on the
flow divergence and convergence of the asymmetric flow
circulations within the surf zone are also well represented
(Figure 5 (left)). The offshore extent of the rips are limited
because of the fact that the offshore flow quickly diverges
resulting in mean vortical circulations. Note that the GLM
and Eulerian mean flow circulations are significantly less
at the outer edge of the surf zone (X � 170 m) than in the
instantaneous flow field depicted in Figure 3. This illus-
trates the potential transport of surface material leaving the
surf zone by means of VLF motions, where pulsations not
captured by the mean flow are important for transport. The
model skill, equation (7), for the mean surface velocity
magnitude and direction is 0.6 and 0.65. In view of the
potential effects of small bathymetric errors [Plant et al.,
2009] this is considered a good match. The GLM and
Eulerian mean flow velocities are very similar with near
identical skill (compare Figures 5 (left) and 5 (middle)).
However, a detailed look at the flow velocities at the outer
surf zone shows that the Eulerian flow field generally has
stronger offshore directed velocities (Figure 5 (right)). The
alongshore velocities are only moderately affected, and as
a result, the GLM velocities exhibit a stronger rotation
(i.e., smaller radius) and at times opposite flow directions
compared with the Eulerian velocities. Similar results are

Figure 4. Mean (3 h) surface velocity vectors (velocity
scale in lower left corner) for drifter deployment on yearday
124 obtained from the surface drifters (black arrows),
Eulerian model computations (white arrows), and GLM
computations (yellow arrows). Position of instruments
indicated by the red circles (PDEMS) and squares (ADCPs).
Bathymetry with bottom contours (white lines) in meters
given as a reference.

Figure 5. Details of Figure 4 with mean GLM (yellow arrows), mean Eulerian (white arrows), and GPS
drifter-inferred (black arrows) surface velocity vectors. (left) Mean GLM surface circulation within the
surf zone (velocity scale similar to Figure 4). (middle) Mean Eulerian surface circulation within the surf
zone (velocity scale similar to Figure 4). (right) Mean surface circulation at the outer surf zone and
beyond (velocity scale in upper left corner). Position of ADCPs (red squares) and PDEMS (circles) and
bottom contours (white lines) in meters given as a reference.
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obtained for the drifter deployment on yearday 125 (not
shown).

6. Vertical Structure

[16] The computed vertical distribution of the horizontal
velocities at the 1 h mean timescale are compared with the
ADCP observations. A typical example of the computed
vertical structure of a mean rip current flow shows that the
strongest offshore velocities are located well within the surf
zone, x < 125 m (Figure 6), with nearly depth-uniform
offshore directed velocities of O(0.5) m/s. At the outer surf
zone (x > 125 m), maximum velocities occur just beneath
the mean water surface with smaller velocities below
resulting in significant vertical structure (similar to the
results of Haas and Warner [2009]). The corresponding
alongshore velocities are significantly smaller (O(0.1) m/s)
with little vertical variation both inside and outside the surf
zone.
[17] Comparison with the observed hourly mean veloci-

ties shows qualitative agreement, both at ADCP4 (Figure 7)
and ADCP6 (Figure 8). At ADCP4, both observed and
modeled cross-shore velocities display strong temporal
variation over a 3 day period with maximum offshore
directed velocities coinciding with low water (Figure 7
(left)). The increased Hrms,hi from the end of yearday 124
until the beginning of yearday 126 (Figure 1) is reflected in
the increased rip current velocities for higher tidal eleva-
tions. Computed longshore current velocities generally
underestimate the observed velocities, but they do exhibit
similar but significantly weaker temporal variation (right

panels of Figure 7). Further offshore at ADCP6, the
observations show a clear dominance of the cross-shore
surface flow compared with the interior flow, which is not
matched by the computations (Figure 8 (left)). This suggests
that the combined wave forcing and turbulent eddy viscosity
distribution (equation (1)) is not complete. Aside from the
vertical distribution, the cross-shore velocity magnitude and
temporal variability are well represented and do show the
strong decay of the rip current flow velocity with increasing
distance from the shore (compare cross-shore velocities in
Figures 7 and 8). Model skill for the cross-shore near-
surface flow is 0.56, 0.46, and 0.47 with corresponding
RMS errors of 16 cm/s, 6 cm/s, and 4 cm/s for ADCPs 4, 5,
and 6. The longshore current velocity at ADCP6 has
negligible vertical variation in both model predictions and
observations, with model predictions generally being sig-
nificantly smaller than the observations (Figure 8 (right)).
Model skill for the alongshore mean flow is 0.23, 0.16,
and 0.1 with corresponding errors of 9 cm/s, 13 cm/s, and
12 cm/s for ADCPs 4, 5, and 6. The presence of stronger
alongshore velocities with increasing depth, compare
ACDP6 with ACDP4, suggests an ambient flow which is
not included in the modeling.
[18] In summary, the mean surf zone surface flow is well

represented by the model with similar spatial flow patterns
as obtained from the drifter observations explaining 60% of
the observed variability. Surface flow divergence and con-
vergence as well as the offshore extent are well matched by
both the GLM and Eulerian velocities. The Eulerian flows
show a fair match compared with the ADCP measurements.
This holds for cross-shore velocity magnitude, temporal

Figure 6. Computed hourly mean (top) cross-shore and (bottom) alongshore Eulerian flow velocity
(positive offshore and downcoast) at cross-shore transect for yearday 124.46. Locations of ADCP4
(x = 145 m), ADCP5 (x = 169 m), and ADCP6 (x = 197 m) indicated by the white vertical dashed
lines. Measured (red dots) and computed (solid line) Hrms given. MSL (dotted line) given as a
reference.
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variation and offshore attenuation of the rip current flow
velocities. The vertical structure of the Eulerian mean is less
well represented, especially further offshore where the
strong vertical attenuation of the observed subsurface
cross-shore flow velocity is not present in the model results
(Figure 8 (left)). Alongshore current velocities at the off-
shore ADCPs are not well predicted and may be related to

small ambient forcing with RMS errors on the order of
10 cm/s.

7. VLF Modeling

[19] The model-calculated and measured near-surface
Eulerian velocities for the duration of the drifter experiment

Figure 8. Hourly mean flow velocity at ADCP6. (top) Computed (left) cross-shore and (right)
alongshore Eulerian velocity (positive offshore and downcoast). (bottom) Similar for observed velocities.

Figure 7. Hourly mean flow velocity at ADCP4. (top) Computed (left) cross-shore and (right)
alongshore Eulerian velocity (positive offshore and downcoast). (bottom) Similar for observed velocities.
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on yearday 124 are linearly detrended and low-pass filtered
with a frequency cutoff of 0.004 Hz. The 0.004 Hz cutoff is
based on earlier observations and calculations of VLF
motions at this site [MacMahan et al., 2004; Reniers et
al., 2007]. Model predictions of the resulting Eulerian VLF
velocity response at ADCP5 are comparable to the obser-
vations with similar timescales and intensity in the cross-
shore velocity (Figure 9). Vertical variation in the VLF
velocities is relatively weak in both the model and obser-
vations. Note that the correspondence is not expected to be
deterministic given the stochastic wave group forcing
obtained from the frequency-directional incident spectra
[Reniers et al., 2007].
[20] The intensity of the VLF motions is defined by the

RMS VLF speed, Urms,vlf:

Urms;vlf ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ 0:004Hz

df
Suu fð Þ þ Svv fð Þdf

s
ð8Þ

where the frequency resolution, df, equals 0.000278 Hz and
Suu(f) and Svv(f) represent the variance density spectra of the
cross-shore and alongshore velocities based on 3 h long
time series. This definition holds for both measurements and
model computations.
[21] Comparing the calculated and observed RMS VLF

velocities at ADCP5 for the 3 day duration shows that 76%
of the observed variability is explained (Table 1). Similar
results are obtained at the other ADCPs, explaining 55%
and 81% of the variability at ADCP4 and ADCP6, respec-
tively. The skill for the PDEM sensors located within the
surf zone, evaluated near the bed, show similar performance
(Table 1) which is consistent with previous model efforts at
this site explaining O(60)% of the observed VLF velocity

variability [Reniers et al., 2007]. This suggests that the
model successfully predicts the VLF motions.
[22] This concludes the model verification for the wave

transformation, mean Eulerian and Lagrangian surface
flows and concurrent VLF motions. The next step is to
examine the retention of surface floating material.

8. Surf Zone Exits

[23] In each hourly computation for yeardays 124 through
126, the surf zone area extending approximately 50 m from
the shore line (consistent with the field drifter deployments
(MacMahan et al., submitted manuscript, 2009)), is seeded
with an initially uniform distribution of drifters at 10 m
spacing (Figure 10). Drifter trajectories are then calculated
at each 3 s time step on the basis of the instantaneous
velocity field with subgrid accuracy. Using the GLM
velocities to compute the trajectories results in persistent
circular paths with the occasional drifter exiting the surf
zone (Figure 10 (left)). The outer edge of the surf zone is

Figure 9. VLF conditions during drifter deployment on yearday 124. (top) Observed VLF cross-shore
velocity at ADCP5. (bottom) Concurrent model prediction at ADCP5.

Table 1. RMS-VLF Model Skill for the 3 Day Duration From

Yeardays 124–127

Sensor Model Skill

PDEM1 0.62
PDEM2 0.43
ADCP4 0.55
ADCP5 0.76
ADCP6 0.81
PDEM7 0.78
PDEM8 0.75
PDEM9 0.60
PDEM10 0.49
PDEM11 0.74
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defined as the location where the alongshore-averaged
cross-shore roller energy, a proxy for wave breaking in-
duced intensity [Aarninkhof, 2003], exceeds 10% of its
cross-shore maximum (Figure 10). Note that a significant
number of drifters that do exit the surf zone re-enter at a
later time. In contrast, using the Eulerian velocity to
calculate the drifter trajectories results in a significant
increase in the number of drifter exits and re-entry of
drifters is sporadic (Figure 10 (right)). At the end of the
hour the number of drifters that have exited the surf zone
within the interior domain, �250 m < Y < 450 m, is
collected and expressed as a percentage of the total number
of active drifters initially present during that hour.
[24] Next, the hourly results over the 3 day period from

yearday 124 through 126 are analyzed. The computed
percentage of drifter exits were related to a number of
physical variables, including tidal elevation, offshore wave
height, wave period, depth at breaking, mass flux, etc. The
optimal correlation is obtained with what is defined as the
exit parameter:

E ¼ Xw

Hrms;oTm01
ð9Þ

with the surf zone width, Xw, the RMS wave height at the
offshore boundary, Hrms,o, and Tm01 as the mean wave
period (Figure 11). The observed drifter exits obtained from
the GPS drifters on days of near normal wave incidence,
where Xw is obtained from video time exposures (MacMa-
han et al., submitted manuscript, 2009), support the
computational results. The number of GLM-calculated
drifter exits increases for increasing surf zone width and
decreasing wave height (Figure 11), indicating a relation

between the beach slope and drifter exits, which suggests
more drifter exits for dissipative beaches (mild slope)
compared with reflective beaches (steeper slope). The linear
correlation coefficient, r, for Xw/Hrms,o is 0.65 with a 95%
confidence interval of (0.54, 0.80). The inclusion of the
wave period accounts for shoaling and wave steepness
effects thereby increasing the correlation to r = 0.75 with a
95% confidence interval of (0.62,0.84) (Figure 11). Note
that the present results are not only a function of the
hydrodynamics, as expressed by the drifter exit parameter
E, but also the underlying rip-channeled bathymetry. Hence
the general validity of the exit parameter still needs to be
established.
[25] Using the Eulerian velocities to calculate the drifter

trajectories, typically 80% of the active drifters exit the surf
zone within the hour (Figure 11). This percentage of drifter
exits is almost an order of magnitude larger than the
observed O(20)% exits. The large difference between the
calculated Eulerian and GLM drifter exits and the fact that
the latter are much closer to the observations strongly
supports the inclusion of the Stokes drift to calculate the
fate of floating surf zone material. This result seems
surprising at first given the fact that the velocity differences
for the GLM and Eulerian flow patterns are relatively small
(Figure 4). However, the net transport direction is a delicate
balance between the onshore-directed Stokes drift and
offshore-directed Eulerian velocities at the outer surf zone.
The fact that Stokes drift reduces the offshore Eulerian
velocity, thus increasing the relative importance of the

Figure 10. Initial drifter locations (black circles) and
calculated trajectories (yellow dots) for yearday 124 h 10.00
using (left) GLM velocities and (right) Eulerian velocities.
Position of the outer surf zone edge indicated by red dashed
line. Bathymetry with depth contours in meters given as a
reference. Instrument locations indicated by red dots.

Figure 11. Model-estimated percentage of the hourly exits
versus the drifter exit parameter E. Exits calculated with
GLM (solid red line), Eulerian (solid blue line), and hourly
mean (without VLFs) (solid black line) velocities ±1
standard deviation (denoted by the vertical bars) for
yeardays 124 through 126. Observations of percentage
drifter exits indicated by green dots on yeardays 117, 124,
125, 127, 130, and 135 corresponding to times of normally
incident waves during RCEX.
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alongshore velocities, results in a stronger lateral transport
of the drifters to the outer edge of the shoal (Figure 5 (left)).
At this location the GLM velocities generally have a small
net onshore velocity (Figure 5 (right)) pushing the drifters
back thereby retaining the majority of the surface drifters
(Figure 10 (left)). In contrast, without Stokes drift there is
little time for the drifters to travel sideways, thus rarely
reaching an area with onshore flow (Figure 5 (middle)),
resulting in a near complete exit of the drifters within 1 h
(Figure 11).
[26] The GLM velocity snapshot (Figure 3) suggests that

VLFs may be important in transporting surface flow mate-
rial offshore. To assess the effect of excluding the VLF
motions on the drifter trajectories, the VLF motions are
filtered out by applying an hourly running mean on the
computed GLM velocities. In that case, almost all of the
drifters are retained within the surf zone corresponding to an
hourly exit percentage of less than 5% (Figure 11), which is
significantly less that the observed exit percentages. These
results suggest that the VLF motions are indeed an impor-
tant factor in the exchange of surface floating material
between the surf zone and inner shelf and should be
included in modeling their fate within the nearshore.

9. Conclusions

[27] A 3-D wave and flow model was used to compute
the wave and velocity field at the wave group timescale.
Comparison with in situ ADCP measurements show that the
hourly mean velocity variation is qualitatively well repre-
sented. Important differences do occur, most notably in the
prediction of the vertical structure of the rip current flow at
the outer surf zone, where the observed strong vertical
attenuation is not present in the computations and the
intensity of the alongshore current is under predicted.
Model predictions typically explain 60% of the VLF vari-
ance at both ADCPs (near-surface flows) and PDEMs (near
bed flows). The GPS drifter-inferred velocity patterns are
also well predicted in both velocity magnitude and orienta-
tion (skill of O(0.6)).
[28] The calculated surface velocity fields, at the wave

group timescale, are used to predict the trajectories of
virtual surface drifters. This is done for GLM velocities
(including Stokes drift) and Eulerian velocities (without
Stokes drift). The latter generally results in a near complete
exodus of the drifters within the hour. A detailed examina-
tion of the computed flow velocities at the outer surf zone
shows that the mean Eulerian flow field generally has
smaller onshore velocities and stronger offshore-directed
velocities, occasionally resulting in predicted flows moving
in opposite directions when the Stokes drift dominates the
offshore-directed Eulerian flow. The majority of the GLM
calculated drifter velocities are still within the surf zone
after 1 h. This is a result of the fact that the GLM velocities
include the Stokes drift, which reduces the offshore flows
allowing more rotation at the outer edge of the surf zone
(Figure 5). The GLM derived results are consistent with the
field observations, whereas the Eulerian results overpredict
the number of drifter exits by almost an order of magnitude.
This stresses the importance of including Stokes drift in
calculating the transport of surface floating material. In
addition, model calculation with the VLF motions averaged

out of the GLM velocity field result in fewer than 5%
hourly drifter exits, i.e., significantly less than the observa-
tions, suggesting that the VLF motions are also important in
the transport of surface floating material. Only the combi-
nation of Stokes drift and VLF motions results in drifter exit
percentages comparable to the observations of O(20)%.
[29] The resulting hourly retention rates, based on the

fraction of drifters retained in the surf zone within 1 h, are
80% for the GLM velocities and 20% for the Eulerian
velocities. Assuming retention decays exponentially with
time this results in a relaxation timescale of O(5) h for the
GLM velocities and less than 1 h for the Eulerian velocities.
As a result, the retention time of floating surf zone material
on a rip-channeled beach can be significantly longer than
originally anticipated. This likely also holds for other
suspended material such as sediment fines, algae, bubbles,
larvae, and other organic matter that track the fluid motions
and are therefore subject to Stokes drift. However, their
retention also depends on the vertical advection given the
fact these agents are not necessarily confined to the water
surface only and the GLM velocities vary with depth.

Appendix A

[30] The wave and flow computations operate on the
wave group timescale. To that end, the measured hourly
frequency-directional wave spectra at 13 m water depth are
used to generate a time series of wave energy at the offshore
boundary using the method outlined by van Dongeren et al.
[2003]. The wave energy is subsequently propagated in the
model domain with the wave energy balance:

@Ew

@t
þ @Ewcg cos qð Þ

@x
þ @Ewcg sin qð Þ

@y
¼ �Dw ðA1Þ

where Ew represents the wave energy, Dw is the dissipation
of wave energy due to breaking modeled with the
dissipation formulation of Roelvink [1993], and x, y are
the cross-shore (positive onshore) and alongshore coordi-
nates following the Cartesian convention. The wave
direction, q, has been obtained from a SWAN computation
(Figure A1). The local phase, c, and group, cg, speeds
within the model domain are calculated with linear wave
theory using the mean wave period, Tm01, also obtained
from the SWAN calculation (Figure A1). Wave energy
dissipation due to wave breaking acts as a source term in the
roller energy balance [Nairn et al., 1990; Stive and de
Vriend, 1994]:

@Er

@t
þ @2Erc cos qð Þ

@x
þ @2Erc sin qð Þ

@y
¼ Dw � Dr ðA2Þ

where Dr represents the roller energy dissipation. The roller-
related Stokes drift is calculated with [Svendsen, 1984]:

ur ¼ 2Er

rch
kw

kw
ðA3Þ

and kw represents the wave number vector of the incident
waves with magnitude kw.
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[31] Wave and roller energy are used to calculate the
radiation stresses using linear wave theory and the roller
energy dissipation is used to calculate the shear stress at the
surface [Dingemans et al., 1987; Deigaard, 1993]:

ts ¼
DR

c

kw

kw
ðA4Þ

The total wave forcing is given by the radiation stress
gradients (including the roller contribution [Reniers et al.,
2004]):

Fx ¼ 1

rh
@Sxx
@x
þ @Sxy

@y

� �

Fy ¼ 1

rh
@Syx
@x
þ @Syy

@y

� �
ðA5Þ

and subtracting the wave breaking related surface shear
stress from the total wave forcing yields the (irrotational)
body force:

Fx
B ¼

1

rh
@Sxx
@x
þ @Sxy

@y

� �
� txs

F
y
B ¼

1

rh
@Syx
@x
þ @Syy

@y

� �
� tys ðA6Þ

which is applied as a depth invariant forcing term in the
nonlinear shallow water momentum balance (equation (4)).
Next the 3-D flow response is calculated as outlined by
Lesser et al. [2004]. Both wave and roller energy balances
and the nonlinear shallow water equations are numerically
solved with finite difference equations with a time step Dt
of 3 s. After 5 min, corresponding to Dt, a new SWAN
computation is performed which includes the effects of the
slowly varying current on the calculations of the mean

period and the mean wave angle by using a 5 min average
of the depth-averaged GLM velocity field obtained from
the flow computations (denoted by overbarred quantities in
Figure A1). The 5 min averaging eliminates most of the
infragravity motions but still resolves the VLF motions.
Using a 2 min Dt interval and averaging resulted in
negligible differences in computed mean and VLF
motions.
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Özkan-Haller, H. T., and J. T. Kirby (1999), Nonlinear evolution of shear
instabilities of the longshore current: A comparison of observations and
computations, J. Geophys. Res., 104, 25,953–25,984.

Phillips, O. M. (1977), The Dynamics of the Upper Ocean, Cambridge
Univ. Press, Cambridge, U. K.

Plant, N. G., K. L. Edwards, J. M. Kaihatu, J. Veeramony, L. Hsu, and
T. Holland (2009), The effect of bathymtric filtering on nearshore
process model results, Coastal Eng., 56, 484–493.

Putrevu, U., and I. A. Svendsen (1999), Three-dimensional dispersion of
momentum in wave-induced nearshore currents, Eur. J. Mech. B, 18,
409–427.

Reniers, A. J. H. M., J. A. Roelvink, and E. B. Thornton (2004), Morpho-
dynamic modeling of an embayed beach under wave group forcing,
J. Geophys. Res., 109, C01030, doi:10.1029/2002JC001586.

Reniers, A. J. H. M., J. MacMahan, E. B. Thornton, and T. Stanton (2006),
Modeling infragravity motions on a rip-channel beach, Coastal Eng., 53,
209–222.

Reniers, A., J. MacMahan, E. B. Thornton, and T. P. Stanton (2007),
Modeling of very low frequency motions during RIPEX, J. Geophys.
Res., 112, C07013, doi:10.1029/2005JC003122.

Roelvink, J. A. (1993), Dissipation in random wave groups incident on a
beach, Coastal Eng., 19, 127–150.

Roelvink, J. A., and M. J. F. Stive (1989), Bar generating cross-shore flow
mechanisms on a beach, J. Geophys. Res., 94, 4785–4800.

Spydell, M., F. Feddersen, R. Guza, and W. Schmidt (2007), Observing
surfzone dispersion with drifters, J. Phys. Oceanogr., 37, 2920–2939.

Stive, M. J. F., and H. J. de Vriend (1994), Shear stresses and mean flow in
shoaling and breaking waves, in Coastal Engineering (1994), edited by
B. L. Edge, pp. 594–608, Am. Soc. of Civ. Eng., New York.

Stokes, C. G. (1847), On the theory of oscillatory waves, Trans. Cambridge
Philos. Soc., 8, 441–455.

Svendsen, I. A. (1984), Mass flux and undertow in a surf zone, Coastal
Eng., 8, 347–365.

van Dongeren, A. R., A. J. H. M. Reniers, J. A. Battjes, and I. A. Svendsen
(2003), Numerical modelling of infragravity wave response during
Delilah, J. Geophys. Res., 108(C9), 3288, doi:10.1029/2002JC001332.

Walstra, D. J. R., J. A. Roelvink, and J. Groeneweg (2000), Calculation of
wave-driven currents in a mean flow model, in Coastal Engineering
(2000), edited by B. L. Edge, pp. 1050–1063, Am. Soc. of Civ. Eng.,
Reston, Va.

�����������������������
J. A. Brown, J. H. MacMahan, T. P. Stanton, and E. B. Thornton,

Department of Oceanography, Naval Postgraduate School, Monterey, CA
93943, USA.
J. W. Brown, Center for Applied Coastal Research, University of

Delaware, Newark, DE 19716, USA.
E. Gallagher, Department of Biology, Franklin and Marshall College,

Lancaster, PA 17604–3003, USA.
M. Henriquez, Department of Hydraulic Engineering, Delft University of

Technology, NL-2600 AA Delft, Netherlands.
A. J. H. M. Reniers, Applied Marine Physics Department, Rosenstiel

School of Marine and Atmospheric Science, University of Miami, Miami,
FL 33149, USA. (areniers@rsmas.miami.edu)

C10010 RENIERS ET AL.: SURF ZONE RETENTION

12 of 12

C10010



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


