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Summary 

Since the early 1990s, climate change has been a major human concern. The legislative fight 

against global warming started in 1992 with the UN Framework Convention on Climate Change, 

which the Kyoto Protocol and the Paris Agreement later followed. After more than 30 years of 

legislation and restrictions, the climate crisis continues to be a social and technological problem. 

In the last decade, renewable energies have made an incursion into the energy sector. Even so, 

much work remains to be done to reach the limit set by the Paris Agreement, which limits the 

average temperature rise to less than two degrees Celsius compared to pre-industrial levels. 

However, clean technologies inclusion has not been as efficient in sectors such as transport, 

where total emissions have only increased since the 1990s. This increment is even more 

remarkable in maritime transport. The main aims of this project focus on the design of the 

propulsion alternatives currently available to minimise emissions in the maritime sector, 

especially in the long-distance niche; modelling and validation of one of the most promising 

energy storage systems, solid hydrogen; comparison with its potential competitors; and 

definition of the conditions that these systems must meet to be a better solution than its 

competitors.   In order to achieve this, it is necessary to know the current state of emissions in 

this sector, present and future applicable legislation, define which niche within this sector 

requires the most urgent intervention, and describe the state of the art of the different 

technologies that could be part of the solution to this problem to meet the Climate agreements. 

Therefore, these points are explored in Chapter one of this report. 

Chapter two of this report delves into the operation of solid hydrogen storage. This section 

describes the variables that significantly impact this system's performance, such as the shape of 

the tank, the geometric and intrinsic properties of the material used to store the hydrogen, and 

the heat management of the system. Additionally, it analyses the different modelling 

alternatives developed in literature for this system. Finally, this chapter defines and justifies the 

design boundary conditions for the solution proposed in this project. 

Chapter three describes the methodology involved in the coding of the model, the strategy 

followed for its validation, and the alternative designs studied for the choice of the solution 

proposed in this project. This section includes the physical and mathematical basis for the 

modelling and the simulation configuration used in COMSOL®. 

Furthermore, Chapter four presents the solutions obtained in the validation process of the 

reconstructed model. Additionally, it exposes the results of the alternative designs defined in 

Chapter Three. Moreover, this chapter justifies the selected geometry and compares its 

performance with its potential competitors. 

Chapter five introduces one of the most commonly assumed simplifications in the literature 

regarding solid hydrogen modelling, considering hydrogen an ideal gas. The methodology used 

to analyze the impact of this simplification on simulation results is described, and the obtained 

results are presented. The section concludes by interpreting these results, discussing the 

relationship between the variables studied and inferring the final impact of assuming hydrogen 

as an ideal gas under solid hydrogen storage working conditions. 

Finally, Chapter six discusses the main findings of this project, summarising and bringing 

together the results obtained in sections four and five of this report. Moreover, this section 

describes the limitations found in this project and introduces future lines of research that can 

complete the present project.  
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Nomenclature 
 

Abbreviations 

AR Aspect ratio 

EOS  Equation Of State 

EU  European Union 

GHG Greenhouse Gas 

ISO International Organization for Standardization 

LBG Liquefied Biogas 

LNG Liquefied Natural Gas 

LOHC Liquid Organic Hydrogen Carriers 

PM Particulate Matter 

PR Peng-Robison 

Wt% Weight percentage 

 

Symbols 

𝑎: Peng-Robinson value [kg m4s-2mol-2]. 

𝐴𝑂𝑟𝑖𝑓: Inlet orifice area [m2]. 

𝛼𝑖: heat transfer coefficient [W m-2 K-1]. 

𝑏: Peng-Robinson parameter [ m3s-1mol-1]. 

𝐶: fluid temperature [K]. 

𝐶𝑎: Adsorption rate [s-1]. 

𝐶𝑑: Orifice discharge coefficient. 

𝐶𝑓: local skin friction coefficient [-]. 

𝐶𝑝: specific heat capacity at constant pressure [J kg-1 K-1]. 

𝑐𝑣𝐻2
: Specific heat at constant volume [J kg-1 K-1]. 

𝑐0: stagnation velocity [m s-1]. 

𝑑: characteristic length where the convection is calculated [m]. 

𝑑𝑖: inlet diameter [m]. 

𝐸𝑎: Adsorption activation energy [J mol-1]. 

𝜀: material porosity [-]. 
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𝜉: hydrogen concentration in the adsorbent. 

𝑔𝑟: heat production value per unit of volume [W m-3]. 

𝛥𝐻: reaction enthalpy [J mol-1]. 

ℎ+: characteristic roughness height [-]. 

ℎ𝑅: Reservoir specific enthalpy [J kg-1]. 

𝛾: Isentropic exponent [-]. 

𝐾: Thermal conductivity coefficient of the material [W m-1 K-1]. 

𝑘: Peng-Robinson constant characteristic, 

𝑘𝑠: grain size [m]. 

𝑀: molar mass [kg mol-1]. 

𝑀𝑎: Mach number [-]. 

𝑚𝑐: hydrogen mass inside the tank [m]. 

𝑚̇𝑖: hydrogen inlet mass flow [m s-1]. 

𝑚̇𝑅𝐴: mass flow rate inlet ratio [-]. 

𝑚̇𝑜: outlet mass flow [kg s-1]. 

n1:  Stacked torus elements for L=1.8m. 

n2:  Stacked torus elements for L=10.8m 

𝑃𝐶: Hydrogen tank pressure [Pa]. 

𝑃𝑐𝑟𝑖𝑡: hydrogen critical pressure [Pa]. 

𝑃eq,ads: Equilibrium pressure given by the Van’t Hoff equation [Pa]. 

𝑃𝑅: Reservoir pressure [Pa]. 

𝑃𝑟: Prandt number [-]. 

𝑃ref: reference pressure [Pa]. 

𝑄̇𝑚𝑎𝑡: Heat flux balance in the adsorbent material [W]. 

𝑄̇𝑝𝑖𝑝𝑒: Heat flux balance in the pipe [W]. 

𝑄̇𝑡𝑎𝑛𝑘: Heat flux balance in the tank’s shell [W]. 

𝑅: Universal gas constant [J K-1 mol-1]. 

Re: Reynolds number [-]. 

𝜌𝐶 : Hydrogen inside the tank density [kg m-3]. 

𝜌𝑚𝑎𝑡: material density [kg m-3]. 

𝜌𝑛: hydrogen density at the nozzle [kg m-3]. 
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𝜌𝑅: Hydrogen reservoir density [kg m-3]. 

∆𝑆: reaction entropy [J mol-1 K-1]. 

𝑆𝑡: Stanton number [-]. 

𝑡: time [s]. 

𝑇𝐶: Gas temperature [K]. 

𝑇𝑐𝑟𝑖𝑡: hydrogen critical temperature [K]. 

𝑇𝑚𝑎𝑡: Material temperature [K]. 

𝑢: Internal energy [J kg-1]. 

𝑢0: Reference state internal energy [J kg-1]. 

𝑈𝐻2
: Hydrogen internal energy [J]. 

𝑈̇𝐻2
: Hydrogen internal energy time derivative [W]. 

𝑣: fluid velocity [m s-1]. 

𝜈: hydrogen viscosity [kg m-1s-1]. 

𝑣𝑒𝑖
: hydrogen inlet velocity [m s-1]. 

𝑣𝑒𝑜
: hydrogen outlet velocity [m s-1]. 

𝑣𝑚𝑜𝑐: molecular volume [m3 mol-1]. 

𝑣𝑛: hydrogen velocity at the nozzle [m s-1]. 

𝑤𝑡: maximum weight percentage of hydrogen into material [%]. 

𝑥: plate length [m]. 

ω: Acentric factor. 

𝑍: compressibility factor [-]. 
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Chapter 1: Introduction 
In its fifth report, the Intergovernmental Panel on Climate Change (IPCC) stated that human 

activities are almost entirely responsible for global warming after the pre-industrial era [1]. The 

increment in the average temperature of the planet, the melting of the poles, and acid rain are 

some of the devastating consequences for the Earth that this emission increment has caused 

[1]. That is why regulators and governments have increased restrictions on emissions, with 

regulations such as the UN Framework Convention on Climate Change, the Kyoto Protocol, and 

the Paris Agreement limiting the rise in global average temperature to below 2°C compared to 

pre-industrial levels [2]. The IPCC’s sixth report states that temperatures rising more than 1.5°C 

compared to pre-industrial values could have catastrophic consequences for humans and nature 

[1]. Hence, multiple regulations are being applied to reduce greenhouse gas emissions [1]. 

Despite the stagnation in human growth in recent years, GHG (Greenhouse Gases) emissions 

have continued to rise [3]. Furthermore, the IPCC report mentions hydrogen as one of the tools 

to be implemented in a renewable future to address the dramatic consequences of pollution [1]. 

1.1. Maritime emissions context and regulation 
Maritime shipping was responsible for 3-4% of the total CO2 emissions in the EU (European 

Union), with around 144 million tonnes of CO2 in 2021 [4], being the second largest emitter after 

road transport [5].  Moreover, those emissions are projected to increase by 40% to 2050 in most 

of the long-term energy and economic scenarios in the EU [4]. Therefore, due to the 

contamination of this sector and future projections, several regulations and concrete targets are 

being implemented. These restrictive policies can be categorized as zero-emission policies and 

emission limitation policies. 

The Norwegian parliament and the Maritime and Port Authority of Singapore have launched 

zero-emission policies for the near future. First, The Norwegian parliament has dictated the 

resolution of zero emissions requirements for tourist boats, cruise ships, and ferries in the World 

Heritage fjords by 2026 [6]. The fjords would be the world’s first zero-emission zone at sea [6]. 

The Norwegian Maritime Authority is creating the regulation's requirements [7]. Second, the 

Maritime and Port Authority of Singapore launched a directive which obligates ship owners to 

ensure that at least 50% of their fleet registered in the Singapore Registry of Ships (SRS) are 

neutral emissions by 2050 [8]. 

The International Convention for the Prevention of Pollution from Ships (MARPOL) and Fuel EU 

Maritime aim to restrict greenhouse gas emissions. MARPOL published the revision of Annex IV 

adopted on 15 July 2011 [9]. This regulation sights to reduce the carbon intensity of international 

shipping by at least 40% by 2030 and 70% by 2050 compared to 2008 [9]. Additionally, this Annex 

states that the CO2 emission must be reduced by at least 50% by 2050, compared to 2008 [9]. 

The Fuel EU Maritime through The European Commission introduced a proposal which focuses 

on reducing the annual average GHG intensity by 2% by 2025 compared with the 2020 baseline, 

6% by 2030, 13% by 2035, 26% by 2040, 59% by 2045, and 75% by 2050 [10]. Moreover, the 

European Parliament proposes to harden these restrictions, looking for a reduction of 20% by 

2035, 38% by 2040, 64% by 2045, and 80% by 2050 [10]. 

Then, considering the coming regulations, zero emissions solutions are needed. Recently, 

interest in using hydrogen for maritime propulsion has increased significantly [11]. The number 

of papers published in Scopus on this topic increased by almost 50 % each year since 2016 [12]. 

It seems that hydrogen could be a viable alternative to traditional propulsion methods [13]. 
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1.2. Immediate market implementation 
After understanding the regulatory context and the needs of the maritime transport sector, this 

section argues which maritime subsector hurries zero-emission solutions. 

Firstly, considering the order of relevance, long-distance maritime transport is the most relevant 

[14]. Due to its impact on international trade, the economic dependence of many countries and 

its efficiency [14]. Maritime transport mobilises three-quarters of all shipping and is responsible 

for one-fifth of the transport sector's emissions [14]. Although, it is the lowest energy-

consuming transport mode considering its market share, it has a significant impact on the 

emissions, as previously shown [14]. These are the main arguments why the Energy Technology 

Perspective report published by the International Energy Agency stated that long-distance 

maritime shipping needs zero-emission propulsion systems due to their importance and the 

difficulties in finding an alternative zero emission transport [14]. 

Secondly, nine of the largest companies in the world have announced their intention to 

transition to zero-emission shipping by 2040. These companies include Amazon, Inditex, Ikea 

and Michelin. The latter has announced a $2 trillion investment to achieve zero-emission long-

distance shipping by 2040 [15]. 

Finally, as shown in the following subsection 1.3, companies such as Fleetzero, Future Proof 

Shipping, UECC (United European Car Carriers), and Soya Group are working on solutions for this 

problem. 

Therefore, long-distance maritime transport has been chosen as the target implementation of 

this project, as there is a technical urgency to comply with the applicable legislation in the 

medium term, interest in the market to use these solutions and interest from companies to 

develop them. 

1.3. Solutions for the maritime shipping emissions problem 
This sub-section covers most of the low pollution alternatives to traditional propulsion systems 

that have been researched and developed. This segment describes the different solutions, 

technology, advantages, and disadvantages and TRL (Technology Readiness Levels) of each. 

These solutions are categorized into low and zero-emissions technologies. 

1.3.1. Low emissions alternatives 
In the case of low-emission propulsion systems, there are two main approaches, alternative low 

emissions fuels, and hybrid systems, which mix traditional propulsion systems with greener 

solutions. The technologies listed are transitional, as they cannot achieve the zero-emissions 

required by the different emission regulations. 

1.3.1.1. Alternatives fuels 

This segment includes the most extensive and implemented alternative fuels in the maritime 

shipping sector. These are: 

• Ammonia has been proven a viable solution for cargo ships [16]. This fuel is exploited 

through the combustion in an engine or the injection in a fuel cell for its subsequent 

conversion to electrical energy [17]. The reduction of CO2 emissions can be significant 

compared to traditional fuels. However, the combustion of ammonia produces more 

nitrous oxide, whose greenhouse gas potential is two hundred and seventy times higher 

than carbon dioxide [18]. Therefore, its combustion implementation may mitigate CO2 
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emissions but still contribute to the greenhouse effect. The first ammonia-fuelled cargo 

using a reformer and fuel cell called Viridis Bulk Carrier was launched in 2023 [19]. 

• Methanol is an alternative fuel with a long history in the shipping industry. Currently, 

methanol is supplied to the 125 biggest ports in the world [20]. This fuel can reduce up 

to 15% of the carbon dioxide emissions, SOx (Sulfur Oxides) and PM (Particulate Matter) 

emissions by more than 95% and NOx (Nitrogen Oxides) emissions by more than 80% 

compared to traditional fuels [20]. In 2019, the first dozen ships using methanol as the 

primary combustible were launched, making it is a tested technology available for 

deployment [21].  

1.3.1.2. Propulsion hybrid systems 

This section introduces a new concept in maritime transport called hybridization. The goal is to 

reduce greenhouse gas emissions by creating hybrid ships that combine various propulsion 

methods. This allows ships to adjust their energy use according to specific needs, resulting in 

lower emissions. The mentioned projects are currently in the prototype phase and have a lower 

technology readiness level (TRL) compared to the previously discussed low-emission solutions. 

• Fuel plus batteries: Two projects have successfully implemented this concept. First, LNG 

(Liquefied Natural Gas) plus batteries created by UECC, where the energy stored in the 

batteries is limited to propelling the cargo in port and supplying part of the energy when 

it is docked [22]. The second concept designed by the Soya Group is called a multi-fuel 

vessel. It combines LNG or LBG (Liquefied Biogas) propulsion with batteries. This 

prototype only uses batteries for occasional peak demand [23]. 

• Fuel plus hydrogen: Lloyd's Register's 2023 zero-emission report proposes a propulsion 

system which combines hydrogen or ammonia as the principal fuel with an HFO (Heavy 

Fuel Oil) that is combusted in case of emergency. This hybridization drastically 

decreases the overall emissions as hydrogen is the predominant fuel [24]. A similar 

concept is employed by the Norwegian MF Hydra prototype. This vessel is powered by 

liquid hydrogen and two diesel engines, along with batteries to store surplus energy 

generated during its propulsion. It is the first ferry in the world fuelled by liquid 

hydrogen driven fuel cell [25].  

1.3.2. Zero-emissions solutions for maritime propelling 
This section distinguishes between zero-emission and neutral emissions propulsion systems. The 

roadmaps proposed by Zero-Emission Shipping [17], Lloyd's Register Foundation [24], and Steen 

et al., 2019 [26] are used for the elaboration of this subsection. These reports describe the 

potential technologies that could be implemented in the future of maritime transport, their 

advantages, disadvantages, and economic viability. Although there are differences between 

these reports, they consider hydrogen, alternative fuels, and biofuels as alternatives for a 

neutral zero-emission future. The main difference is that the Zero-Emission Shipping report does 

not consider batteries as a solution. It only considers electricity to generate alternative fuels or 

biofuels, but not as a propulsion system. 

1.3.2.1. Zero-emissions systems 

In this category, we find two forms of energy storage, batteries, and hydrogen. Then, the 

following propulsion systems are possible: 

• Electric: This proposal uses batteries that store energy and an electrical motor to propels 

the vehicle [24]. Projects using this propulsion system are in the prototyping and 

validation phase. The first all-electric ship was presented in 2021 [27]. This autonomous 
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cargo launched by Yara has a 6.8MWh battery capacity [27]. A similar prototype is being 

developed by the company Fleetzero [28]. This cargo uses a modular battery system 

where the batteries are located in the transported containers. 

• Hydrogen-electricity hybridization: This propulsion alternative combines energy storage 

as hydrogen and batteries. Propulsion is powered by an electric motor that uses the 

electricity from the batteries or the fuel cell that transforms hydrogen into electricity 

[24]. The Dutch prototype H2 Barge 1, launched on May 25 in Rotterdam, is also worth 

mentioning. This cargo has 800 kW of electric motor, three fuel cells, 900 kg of 

compressed hydrogen and 1037 kWh of lithium-ion batteries [29]. In addition, two other 

projects have been found in the early stages of development that combine liquid 

hydrogen and batteries to propel the cargo [30], [31]. 

• Hydrogen with fuel cell: This system stores hydrogen, which is then transformed into 

electrical energy and consumed by an electric motor to propel the ship [24]. No projects 

have been found, although this system is considered a potential solution. 

1.3.2.2. Net zero-emissions systems 

This section includes systems with GHG emissions. However, the total cargo propulsion is 

neutral. These are alternative fuels and biofuels. 

The alternative fuels included in the reports are ammonia and methanol.  

• Green ammonia: This fuel has to be synthesized with neutral carbon emissions hydrogen 

and captured carbon dioxide [32]. The technology installed to propel the ships is the 

same as that used by non-green ammonia. The carbon neutral process of obtaining the 

fuel is a way of value addition. 

• E-methanol: This alternative methanol propels the cargo with a synthetic mix of neutral 

carbon hydrogen and captured carbon dioxide [32]. E-methanol can reduce overall 

carbon dioxide emissions, SOx and PM emissions by more than 95% and NOx emissions 

by more than 80% compared to traditional fuels [20]. Similar to ammonia, the added 

value of this solution lies in obtaining the fuel process despite the propulsion system.   

• Biofuels are defined as any fuel produced or derived from organic matter that can 

replace other petroleum-derived fuels [33], [34]. They are currently available fuels, but 

biofuels have a scalability problem as these indirectly impact the environment [35]. The 

report by the European Maritime Safety Agency lists Hydrotreated Vegetable Oil (HVO) 

from fats, oils, and grease feedstocks (FOGs), together with biomethane manufactured 

from the digestion of waste and residues, as biofuels with the best availability, 

sustainability, TRL and cost trends [36]. Last 2019 the Dutch company Royal Boskalis 

Westminster N.V. (Boskalis) launched a pilot project of the first dredging vessel running 

on 100% bio-fuel oil, reducing its carbon emissions by 90% [37]. 

As this section has shown, there are several alternatives for a zero-emission future. However, 

hydrogen is a vital component in many of them, either as a fuel or as an element used in other 

synthetic fuels. Hydrogen is listed in the reports analysed for the elaboration of this chapter as 

one of the major allies for maritime transport to achieve zero emissions, that is why this project 

focuses on its storage. 

1.4. Hydrogen as an energy storage solution 
Considering the environmental problems mentioned at the beginning of this section and the 

urgency of a future led by renewable energies, there is also a need to store this energy without 

polluting it due to the nature of renewable energies [38]. In the last decade, interest in hydrogen 
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has increased considerably as an energetic vector and carrier, mainly due to the following 

factors. 

• Hydrogen’s molecule properties. It is the most abundant molecule in the universe, 

accounting for approximately 90% of the visible universe [39]. Being the lightest 

molecule, hydrogen has the highest energy density per unit weight. However, storage is 

one of the biggest obstacles to its implementation [40]. 

The versatility of the use of the hydrogen molecule increases its relevance and attractiveness 

for a renewable future, whether as a transport fuel, energy vector, synthesis of other fuels, or 

industry feedstock to sustainably manufacture of other products such as iron or steel [41], [42]. 

• It is possible to generate hydrogen through a renewable, simple, and reversible process 

by splitting water [41]. 

• The decreasing price of renewable energy production has increased the interest in 

hydrogen [41]. Expectations for the hydrogen price are very favourable, as it is 

estimated that by excluding taxes on competitors by 2030, green hydrogen could have 

an equal production cost as natural gas. Additionally, by 2050, the production cost of 

green hydrogen is expected to be lower than that of blue hydrogen due to the added 

cost of carbon capture [43]. 

1.4.1. Hydrogen storage 
This section covers how hydrogen is stored. It describes the storage process and relevant or 

limiting factors. Finally, a table highlights the advantages and disadvantages of each method. 

1.4.1.1. Compressed hydrogen 

This method compresses hydrogen in a gaseous state by one or multiple compressor's cascade 

between 20-800 bar[44]. However, 60-95 bar is the most common for static applications, with 

no space restriction or minimal energy density conditions. This system using low pressure 

minimize the drawbacks of high-pressure systems as cost and risks. However, for mobile 

applications which require higher energy density, the pressure increases between 350 and 700 

bar [45]. In 2020 the average cost of compressed hydrogen was 2.3-3.2$ kg-1 [46]. 

1.4.1.2. Liquid hydrogen  

This mechanism of storing hydrogen consists of saturated gaseous hydrogen at 1 bar and a 

cryogenic temperature of around 20K to increase its energy density [47]. The main drawbacks 

of this process are its 40% efficiency in producing liquified hydrogen and its boiling-off [47]. 

However, new technologies can increase the efficiency of this process by up to 50%, but these 

technologies are still under research [48], [49]. Nevertheless, the boiling-off was reduced to zero 

for 12 days by implementing thermal insulation, optimizing the tank shape and dimensions, and 

implementing cooling technologies [50]. Its market price is around 14.24 $ kg-1 [51]. 

1.4.1.3. Slush hydrogen 

Slush hydrogen is a cryogenic solid-liquid two-phase fluid. This hydrogen form has solid 

hydrogen particles (several diameter mm) in the liquid phase [52]. This hydrogen form also 

suffers boil-off during transport and storage. It requires a lower temperature (13.8K), and it has 

a greater density (15%) than liquid hydrogen [52]. This form of stored hydrogen is still under 

research. Several theoretical models have not been implemented yet as they are inefficient [52]. 

1.4.1.4. Liquid organic hydrogen carriers 

LOHCs (Liquid Organic Hydrogen Carriers) are systems composed of aromatic and alicyclic 

compounds. The aromatic compound has a lower hydrogen concentration than the alicyclic 
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compound [53]–[55]. The final LOHC is a liquid that can adsorb hydrogen. The loading process is 

an exothermic reaction, occurring at pressures of 1-5MPa and temperatures of 373-523K [56], 

[57]. While the unloading process is an endothermic reaction that occurs between 0.5-1MPa 

and temperatures around 423-673K [58], [59]. 

1.4.1.5. Liquid hydrogen carriers 

Liquid hydrogen carriers combine the hydrogen molecule with other elements to facilitate 

storage [60]. This section includes the most relevant hydrogen carriers. These are ammonia, 

methanol and toluene.  

Ammonia for hydrogen storage serves as a hydrogen host [61]. One of the main advantages is 

the know-how on the treatment, production and safety measures needed to treat ammonia, as 

it is a widespread compound in today's industry [61]. The efficiency of this process is close to 

15% [61]. This carrier can be used directly in high-temperature solid oxide fuel cells [62], [63] or 

decomposed to obtain hydrogen, this is the most complicated part of the process [61]. 

The methanol production process has two steps regardless of the hydrogen and carbon 

monoxide origin. First, the reaction of these two components to form methanol, and second, its 

subsequent purification [64], [65]. This reaction is exothermic and in the presence of a catalyst 

(commonly Cu/ZnO/Al2O3 [66]) at low temperatures and high pressures. 

The toluene production process has four stages storage, hydrogenation, cooling and recycle 

compression [67]. The primary reaction that converts hydrogen to toluene occurs most 

optimally at 10 bar and 240°C [60]. 

Papadias et al.[60] conclude in their review of these three hydrogen carriers that toluene is the 

most energy efficient in its production, ammonia has the lowest final carbon dioxide emissions, 

and methanol has the lowest production cost. 

1.4.1.6. Solid hydrogen storage 
This method bonds the hydrogen to a material [68]. The created bond between hydrogen and 

the adsorbent determines the adsorption process. It can be physisorption, chemisorption, or a 

combination of both [68]. Hydrogen could be stored both within the host material and as 

compressed hydrogen in the free volume of adsorbent. A physical bond links the hydrogen 

molecule and the storing material in physisorption. The H-H bond in the H2 molecule is elongated 

but not broken. However, in chemisorption, a chemical bond is created between hydrogen and 

the storing material, the hydrogen molecule is dissociated [69], [70]. The round-trip efficiency 

of this storage process is around 41.5-43% [71]. This value highly depends on the inlet pressure 

in the tank and the adsorbent material properties [71]. 

Van der Waals force dominates the physisorption process. The strength of this link is weak (the 

enthalpy of adsorption is between 4-10 KJ/mol). The physisorption is characterized by a low-

medium storage capacity and high kinetics [72]. This storage mechanism is an area process, so 

high-surface materials, such as carbon structures, zeolites, metal-organic frameworks, and 

polymers, of intrinsic porosity have been researched [72]. 

Chemisorption establishes a more stable link between the adsorbent and the hydrogen than 

physisorption. This stability implies a superior hydrogen storage capacity and slower kinetics 

[72]–[75]. 

The most widely used and studied materials for hydrogen storage were magnesium hydride and 

lanthanum nickel alloy [76]. First, the main qualities of MgH2 are its capacity (7.7%wt (weight 
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percentage)) and its low price due to the large availability of magnesium. The main drawback of 

this material is that it requires high temperatures for hydrogen desorption (300° at 1 bar), which 

makes its implementation difficult due to the system’s working conditions. Second, LaNi5 has 

faster kinetics than MgH2, but its capacity is significantly lower, about 1.5 %wt [76]. Due to the 

deep study of these materials in the past, most of the experiments found in the literature use 

them, even though they are not the best materials for this purpose.  

1.4.2. Hydrogen storage solutions comparison 
This segment summarizes the working conditions and capacity of the hydrogen storage methods 
described in the present subsection and argues the hydrogen storage technique on which this 
project focuses. 

Table 1: Summary table of the working conditions and capacity of the various hydrogen storage methods. 

Method Gravimetric density [wt%] Volumetric density [MJ L-1] Temperature [K] Pressure [MPa] Reference 

Compressed 5.7 4.9 293 70  [44] 

Liquid 7.5 6.4 20 0.1   [44] 

MOF 4.5 7.2 78 2-10   [77], [78]  

Carbon structures 2 5 298 10   [79]-[80]  

Metal hydrides 1.5-18.5 2.9-23.6 77-673 1.5-18.5 [76], [81], [82]   

LOHC 8.5 7 293 0.1  [56], [57] 

Liquid Carriers 15.5 11.5 298 1  [64], [65] 

 

Analysing the above table shows that solid storage has theoretical qualities that are 

advantageous over its competitors. Solid storage has higher gravimetric and volumetric density 

than currently used methods. It also has lower operating pressures than compressed hydrogen 

and higher operating temperatures than liquid hydrogen. Moreover, reviewing how the shipping 

industry is inclined to work with pure forms of hydrogen, solid storage has a competitive 

advantage over liquid carriers. 

Furthermore, considering the different alternatives for hydrogen storage, compressed and liquid 

hydrogen have been researched and implemented in other industries. Solid-state storage 

systems have been a less developed alternative, which could be attractive due to their higher 

energy density and storage stability [76]. For this reason, this project focuses on investigating 

the feasibility of implementing these systems as a solution for emissions in the maritime sector. 

Moreover, slush hydrogen has not been chosen as it is a non-developed technology. 

Additionally, LOHC and liquid hydrogen carriers have not been studied either, as the added value 

of carrying out a project with these hydrogen carriers lies in different links of their production 

and use chain to those dealt with in this project. 

1.4.3. Solid hydrogen implementation in the Maritime sector 
Only two papers linking solid hydrogen storage and maritime transport were found in the 

literature. First, Bevan et al. reported the hydrogen-powered transformation of a diesel ship 

using solid storage [83]. This paper focuses on the boat modification process instead of the 

science behind the installed elements. Second, Fiori et al. developed a study comparing the 

behaviour of different materials under restricted boundary conditions in a submarine [84].  

Moreover, as seen in the following section, the literature provides enough information to 

reconstruct accurate, validated, and improvable models. Most of the models found in the 

literature assume the same simplifications, focusing mainly on the simulation of the adsorption 
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process and not considering other variables such as working conditions, optimization, design, 

energy balances, hydrogen desorption, etc. These aspects are fundamental to studying the 

application viability of these systems. Furthermore, the possibility of simplifying the physics 

behind these modelling methods to diminish the computational costs is a valuable point. 

The proposal of this project is significantly different from what has been done so far in the 

literature by linking the implementation in the maritime sector and solid storage, as it 

complementary adds value to the hydrogen storage simulation knowledge and employment 

field. 

1.5. Solid hydrogen storage models in the literature 
This section describes the models in the literature that simulate solid hydrogen storage, how 

they work, what they are used for and the assumptions made. 

The models found in the literature can be split into three categories: mathematical, Multiphysics 

and equivalent electric models. These methods solve the physics involved in the hydrogen 

adsorption process by resolving differential equations. Mathematical and Multiphysics models 

solve the physical equations governing this process by applying numerical methods. However, 

the model created with the equivalence of hydrogen adsorption to an electrical circuit solves 

the current differential equation obtained to simulate this hydrogen storage method. Literature 

models commonly compute the mass flow, temperature, pressure and hydrogen adsorption. 

Most models make the same assumptions for the resolution of this process [85]–[91]. These are:  

1) The pressure gradient effect is negligible [91]. 

2) Hydrogen and adsorbent thermo-physical properties are constant during adsorption 

and desorption. 

3) Local thermal equilibrium is assumed between the adsorbent and the gas. 

4) Hydrogen is assumed to be an ideal gas. 

5) The radiative heat flux of the metal hydride to the gas is neglected. 

6) The storage tank is insulated, and no heat radiation is considered. 

7) The adsorbent has isotropic properties. 

8) Van’t Hoff equation computes the equilibrium gas pressure [92].  

1.5.1. Modelling limitations in the literature 
This sub-section discusses the limitations of the models found in the literature to apply them to 

this project. Commonly, these models focus on the parameters related to hydrogen absorption. 

However, the energy balance and the operating conditions have not been considered. 

Therefore, the viability of implementing these systems cannot be analyzed, as their working 

conditions are not taken into account for model analysis. 

In the literature, the tanks are considered adiabatic. As seen in section 2.1., metal hydrides can 

reach operating temperatures close to 700K, so their heat radiation to the outside should be 

evaluated before implementing this system, as it can be a relevant limitation in its final 

installation. 

The above-described models are expensive to compute due to the Navier-Stokes equation for 

solving the hydrogen flow. There is evidence that the error of simplifying this to a no-flow 

condition in other parts of the tank is low [91], [93], but how this simplification to the hydrogen 
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inlet would affect the simulation results has not been explored. Therefore, studying the impact 

of this simplification and how it affects the results could lead to less expensive and faster 

simulations. 

1.6. Research aim 
The main objectives of this project are divided into four different yet synergistic fields: model 

reconstruction and validation, solution design, feasibility analysis of the proposed solution and 

comparison with existing models. 

To begin with, the base model is reconstructed and validated based on literature models. In this 

phase, a low computational cost model is created, due to the simplification of the hydrogen flow 

inside the tank, as it does not model the Navier-Stokes equation. At this point, the effect of the 

simplification on the result can be studied and its impact on the project in regards to the 

relationship between the complexity and computational cost of the model to the overall 

profitability of the project.  

Followed by which the analysed model is used to design an optimal solution for the selected 

implementation. For this purpose, two different tank aspect ratios, refrigeration methods, 

adsorbent shapes and materials are combined. The included materials differ in the adsorption 

mechanisms. LaNi5 mainly adsorbs by physisorption and MgH2 by chemisorption. The described 

approach allows us to analyse the most convenient design and if this is related to the adsorption 

mechanism. 

Further, the implementation feasibility of the proposed solution is assessed, mainly by 

examining the operating conditions of the system and its energy efficiency. 

Finally, the proposed solution is compared with hydrogen-fuelled solutions available on the 

market. In this comparison, the hydrogen storage capacity and the system efficiency are 

considered. 

1.7. Thesis Structure 
This report is composed of six chapters. The first chapter contextualizes the maritime shipping 

emissions problem. Moreover, it describes the possible solutions, the current state of the art of 

these solutions, and the development state of the technology researched in this project. Chapter 

2 describes the theoretical background of the project. Chapter 3 explains the methodology 

followed to create and validate the model and the design of the solution. In Chapter 4, the 

obtained results are discussed. Then, Chapter 5 analyses the influence of the simplification of 

hydrogen as an ideal gas, studying the impact of this assumption on the variables that form part 

of the model that is the subject of this project. Finally, Chapter 6 develops in depth and connects 

the results obtained in sections 4 and 5, adding the limitations and future lines of research that 

could complete this project. 

  



 

10 
 

Chapter 2: Theoretical background 
This chapter describes the technical background required to understand how solid hydrogen 

storage works, how its performance can be enhanced, how it is modelled, and the 

implementation design restrictions. 

2.1. Solid hydrogen storage 
This section focuses on elements that compose a solid hydrogen storage system and their effect 

on performance. The current segment is based on literature, and it deals with the tank shape, 

adsorbent material and its configuration, and heat management. 

2.1.1. Fuel tank shape 
This subsection discusses the variables that influence the shape of the tank and the different 

configurations that have been mainly researched in the literature. Generally, there are two 

different configurations: 

• Cylindrical tank: Practically, this shape commonly integers two semi-spheres at each 

extreme to reduce the stress concentration in the joint between the body and extremes 

of the tank under pressure [94]. However, this geometry is simplified in most of the 

models to a cylinder shape tank. This tank is the chosen option in most of the papers. 

• Spherical tank: Theoretically, this shape is the most optimal shape regarding the 

tensions in the tank, as it has the lowest stress concentration [95]. These characteristics 

increase the storage system’s performance as the filling pressure can increase, implying 

higher and faster gas adsorption [96]. Mellouli et al. also stated that spherical tanks have 

a better filling time due to the enhanced heat management of the device due to its 

shape [97]. 

2.1.2. Adsorbent material 
This segment explains how hydrogen adsorbent materials are categorized in the literature, their 

properties, working conditions and the possible configuration alternatives in the tank.  

2.1.2.1. Adsorbent material families 

The most widely accepted literature differentiation for adsorbent materials relates to the 

predominant adsorption process. As stated previously in segment 1.4.1.6., the two main 

mechanisms by which material stores hydrogen are physisorption and chemisorption, or a 

combination of both, although one is predominant. 

Physisorption materials 

As explained in Chapter 1, these materials are characterised by the physical bonding between 

hydrogen and adsorbent. Therefore, one of the main limitations of these materials is their high 

surface area. These materials have a medium-low capacity and high kinetics [72]. The most 

studied families of physisorption materials are carbon structures, zeolites, metal-organic 

frameworks, and polymers of intrinsic porosity [72]. 

First, most of the studied carbon structures in the literature have a capacity ranging from 2-8.25 

%wt and require hydrogen adsorption conditions ranging from 77-298K and 20-80 bar pressure 

[79]. Structures operating at low temperatures and high pressures are at the upper end of the 

capacity range and vice versa [79]. Second, literature has shown that zeolites have a maximum 

theoretical gravimetric capacity of 2.86 wt% [98]. This family has a hydrogen capacity of 1.81-

2.86 wt % and working temperatures around 77K and 15 bar [81],[99]. Third, Metal-Organic 

Frameworks (MOFs) materials such as MOF-17 or MOF-NbO have a weight capacity between 
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6.5-7.5 wt%. They adsorb hydrogen at low temperatures (77K) and high pressures (70 bar) [77], 

[78]. Finally, organic polymers have a broad range of variability in their capacity and working 

conditions. Their hydrogen capacity is between 0.5-3 wt % [100], [101], their adsorption 

temperature is 77-298K, and their working pressure is 10-94 bar. For example, Polyaline is at the 

lower end of the capacity range but adsorbs hydrogen at room temperature, while PIM has a 

capacity of 2.7 wt% and adsorbs at 77K [100], [101]. 

Chemisorption materials 

This store mechanism establishes a more stable link between the adsorbent and the gas than 

the physisorption. This strong bond implies a superior hydrogen storage capacity and slower 

kinetics [73]. The chemisorption materials families are classified into simple or complex metal 

hydrides and amides, imides and mixtures. 

Metal hydrides have a capacity ranging from 1.5-13.5%wt [82], and they can reach up to 18.5%wt 

[102]. Hydrogen absorption occurs between room temperature and 600K, desorption is at 320-

700K, and absorption pressures can be between 2-290 bar [82]. Several references are attached 

if you wish to read more about this topic [82], [103]–[111]. 

Moreover, beyond the capacity and material working conditions for the consideration of an 

adsorbent for this project, extra parameters related to its adsorption kinetics and thermal 

properties are required to model the system. For this reason, the following table shows the only 

two materials found in the literature for which all the necessary parameters for modelling 

hydrogen adsorption are available. 

Table 2: Lanthanum nickel and magnesium hydride adsorption modelling parameters. 

Material LaNi5 MgH2 

Capacity [wt%] 1.5 7.6 
Enthalpy of formation [J mole-1] -30000 -750000 

The entropy of formation [J mole-1] -108 -135 
Activation energy ads. [J mole-1] 21170 130000 
Activation energy des. [J mole-1] 16420 41000 

Activation ads. rate [s-1] 59.187 9.8 ·109 
Activation des. rate [s-1] 9.57 9.8·1010 

Porosity [-] 0.5 0.74 
Density [kg m-3] 8300 1800 
Effective thermal conductivity [W m-1 K-1] 2.4 4 
Specific heat capacity [J kg-1K-1] 419 1545 
References [103], [112] [91], [97], [113] 
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2.1.2.2. Material adsorbent shape 

The present segment covers the different designs proposed in the literature for the material 

adsorbent. Most of the literature focuses on the four layouts shown in this subsection. 

Cylindrical reactor with peripheral hydrogen supply 

This configuration has a hydrogen inlet parallel to the adsorbent bed. This form of adsorbent 

can give two slightly different proposals depending on the percentage of volume the material 

occupies inside the tank. The design on the left in Figure 1 completes a high volume percentage 

with the metal hydride, and the non-completed one is filled with compressed hydrogen. 

Hydrogen is in contact with the first adsorbent layer and diffuses through it [114]. This 

configuration commonly installs an external cooling jacket to improve the kinetics of the 

adsorption process [115]. This reactor configuration results in non-uniform adsorption as only 

one adsorbent surface is in contact with the hydrogen. Therefore, it is mainly implemented in 

short cylinders for lab purposes as this is a simple design, and it has fast enough kinetics for 

these small dimensions [116]. 

However, in the configuration shown on the right of the sketch, the adsorbent occupies a smaller 

percentage of the total tank volume, allowing the hydrogen to have a larger surface area in 

contact with the material. This design improves the adsorption kinetics and homogeneity due to 

the larger available surface. 

 

Figure 1: Sketch of the layout of a cylindrical reactor with a peripheral hydrogen inlet. This figure represents the two 
most common configurations within this category. The schematic on the left shows a tank in which the volume majority 
is occupied by the material that hosts the hydrogen. Only the upper surface is in contact with the gas. In contrast, in 
the diagram on the right, the volume available to be occupied by the hydrogen is greater, and the gas is in contact 
with all the external surfaces of the adsorbent. 

Perforated cylindrical reactor 

This configuration has an axial hydrogen inlet which crosses the tank and the adsorbent material. 

Commonly, the inlet diameter is smaller than 2μm and includes non-pressure drop filters to 

avoid orifice blockage [114].  

The literature agrees that this configuration facilitates the application of external heat transfer 

techniques and allows the introduction of internal heat transfer techniques. These elements 

increase the dynamic kinetics of the reaction [117]–[119].  

The perforated cylindrical reactors can lead to two possible alternative implementations, 

depending on the application and limitations: 
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• The external layer of the adsorbent cylinder is in contact with the internal of the tank, , 

as shown in the left configuration of Figure 2. Hydrogen fills the free volume in the 

centre of the tank during the charging process. Then, it is adsorbed by the material. This 

configuration commonly implements external refrigeration systems as Wu et al.  [120], 

Wang and Brikerhoff [87], and Chibani et al. [103] installed. 

• The adsorbent material is crossed-wise by refrigeration pipes, and the external layer of 

the cylinder contacts the pressured hydrogen inside the tank, as illustrated in the right 

part of Figure 2. This approach is extensively used in the literature [86], [121]. 

 

Figure 2: Sketch of the layout of a perforated cylindrical reactor. This configuration is characterized because the 
adsorbent is perforated. The illustration represents the two most common configurations within this category. The 
layout on the left shows a tank in which the majority is occupied by the material that hosts the hydrogen. It is in contact 
with the tank shell, and the hydrogen domain is the empty volume in the adsorbent. Only the internal adsorbent 
surface is exposed to the gas. In contrast, in the sketch on the right, the available volume to be occupied by the 
hydrogen is greater, and the gas is in contact with all the external surfaces of the adsorbent. The free space in the 
adsorbent installs a refrigeration system. 

Rectangular reactor 

This approach installs a rectangular reactor. Its main advantage is the adsorbent material 

capacity [114]. The hydrogen is inserted through internal arteries into the material. The 

combination of its shape and the method of introducing the hydrogen through internal conduits 

makes this configuration unsuitable for materials adsorbed at high pressure, as stress build-up 

would lead to premature system failure [114]. Further, as Nam et al. stated in their publication, 

the high ratio between the external surface and the volume makes internal heat management 

essential to store hydrogen in the adsorbent [122].  

 

Figure 3: Sketch of the layout of a rectangular reactor. This configuration is characterised by the fact that the entire 
tank is occupied by the material that hosts the hydrogen. The hydrogen arteries (blue domains) are the only spaces 
not filled by the adsorbent, and these arteries act as hydrogen inlet pipes. These tanks are not recommended for 
pressurised systems [115]. 
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Torus reactor 

This configuration was used by Yartis et al. [121], Bao et al.[86] , and Delhomme et al.[123]. This 

design consists of a stack of torus adsorbent materials, where the internal gap of the torus 

inserts the refrigeration pipe. Theoretically, this solution would lead to a faster kinetics reaction 

as more area is in contact with the pressured hydrogen [121]. 

 

Figure 4: Sketch of a torus reactor geometry. This configuration combines an adsorbents stack and a borehole in the 
tank that hosts an internal cooling system. The total volume occupied by the adsorbent depends on the system 
configuration. 

2.1.3. Heat management 
This subsection includes the most researched heat transfer techniques installed for hydrogen 

storage in metal hydrides. Heat transfer management is a critical component of solid hydrogen 

storage to allow adsorption and desorption [124]. Additionally, heat transfer techniques 

increase the system's endurance, as higher-than-expected temperatures can lead to material 

degradation [124].  

Afzal et al. state that there are four main alternatives to improve the heat management of a 

metal hydrid [125] e. 

• The first option is improving the thermal conductivity of the adsorbent material. This 

technique is not included in this subsection as it is a material property and relies on its 

selection. 

• The second one is the reduction in the bed radius. Regarding the Fourier law for heat 

conduction, a reduction in the adsorbent radius decreases the thermal resistance of the 

system [125]. However, further research evidenced that the radius of the bed will not 

have a relevant impact on the heat management of the system [126].  

• The third alternative is the implementation of systems that increase the heat transfer 

area. They include the addition of fins in the adsorbent bed, external jackets, and cooling 

tubes.  

• The fourth mechanism is the installation of Phase Changing Material (PCM). 

This section only delves into mechanisms that increase the heat transfer area and the 

implementation of PCMs, as point one is a material property, and the evidence suggests that 

the influence of point two is minimal. 

2.1.3.1. Fins 

The principle behind the addition of fins is the increment of the transfer area in the adsorbent 

material [125]. The literature states that internal horizontal or longitudinal fins improve the heat 

transfer in the system[127]–[131]. However, this technique induces more failures in the system 

due to the concentration stresses at the corners of the fins [125]. 
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Additionally, several studies focused on external fins in the tank. MacDonald and Rowe 

concluded that for small-diameter tanks, fins substantially increased the material adsorption 

performance (they analyzed a 4 cm reactor). However, for bigger-size tanks, external fins did not 

improve the adsorption kinetics [132]. Furthermore Andransen et al. demonstrated something 

similar when they stated that external fins did not enhance the performance of a system cooled 

by a fluid. However, internal fins increase the performance of the system independently of the 

effect of any other system [133]. Nyamsi et al. evidenced that internal fins can decrease the 

system’s performance if the adsorbent material already includes metal foam or any other 

thermal conductivity improver [134]. 

2.1.3.2. External jackets 

This refrigeration system pumps fluid through the external jacket that contacts the tank’s outer 

surface to adsorb the heat released by the adsorbent while filling the tank and increasing the 

tank temperature for desorbing the hydrogen [125]. 

In 2009, Kaplan experimentally studied the filling parameters of LaNi5 using different cooling 

techniques. The first tank did not implement any heat transfer improvement. The second one 

had 22 external fins. The third tank installed an external water jacket. All the tanks had the same 

size metal hydride bed. Kaplan stated that the cooling jacket was the most efficient system. It 

had a more relevant performance when the filling pressure was higher. [135].  

Freni et al. made a Finite Element-based model for solid hydrogen storage to compare different 

cooling methods [136]. They used LaNi5 as the adsorbent material. For this purpose, they 

simulated three tanks: the first model included seven cooling pipes, the second simulated tank 

had 12 cooling tubes, and the third included 12 cooling pipes and an external cooling jacket. The 

diameter of the cooling tubes was the same for all the models [136]. They obtained that the 

third tank had the best performance, decreasing the maximum achieved temperature in the bed 

by 4%, and the filling time dropped to 50% [136]. 

Additionally, the literature suggests that the performance increases for refrigeration fluid speed 

up to 2 m s-1 [86], [89]. Furthermore, Bao et al. stated that the cooling effect became nominal 

for fluid velocities beyond 5 m s-1, based on a mathematical model. As for those values, the bed 

metal conductivity is the limiting parameter [86]. 

2.1.3.3. Cooling tubes 

This cooling system refrigerates the temperature of the adsorbent bed by flowing a refrigerant 

fluid that passes through embedded pipes in the tank. 

Askri et al. performed a numerical model comparing four different configurations. The first 

model did not implement any heat management improvement, the second model implemented 

external fins, the third tank installed an internal cooling tube, and the fourth alternative 

combined an embedded cooling tube and internal fins The hydrogenation profiles improved by 

10%,56%, and 80% respectively, compared to the first simulated tank [137]. 

C Na Ranong compared the performance of one single cooling pipe vs multiple cooling tubes. 

The multi-tubes tank achieved 80% of its capacity in half the time[138]. Nyasmsi et al. also 

evidenced this based on a semi-analytical model, stating that equally distributed cooling pipes 

had a more remarkable impact on the performance than one centre-embedded pipe [112]. 

However, adding multiple cooling tubes can induce an extra passive mass in the system, so this 

variable must be optimized for each implementation [138], [139]. 

Moreover, Wu et al.[140] and Nakano et al. [141] studied the performance of spiral heat 

exchangers. They concluded that it had a more positive impact on hydrogen adsorption than a 
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single exchange pipe [138], [139]. However, this spiral form suffers more stresses that could 

induce failure [142]. 

2.1.3.4. Phase changing materials 

The evidence strongly supports the statement that PCM improves the kinetics of solid hydrogen 

storage [125], [143]. Garrier et al. stated that PCM is a viable option, but the added weight of 

the PCM drastically decreases the gravimetric capacity of the system by up to 50%[125], [143].  

Ben Maad et al. found that the melting enthalpy is the most relevant material property for this 

implementation [144]. However, its heat capacity is saturated extremely fast. Mellouli et al. 

observed in their experiment that the PCM achieved its total heat capacity at 1% of the filling 

time [145]. 

2.1.4. Optimal theoretical solid hydrogen configuration based on the literature 
This sub-section summarizes the gathered information to theoretically describe the 

characteristics of the best-performing solid hydrogen storage system. 

First, the literature has shown that a spherical tank is an optimal shape, as it allows the filling 

pressure increment [96], hence decreasing the filling time. Additionally, this shape induces a 

more optimal heat transfer [97]. Secondly, the toroid-shaped materials minimize hydrogen 

adsorption time due to their larger contact surface area [121]. Thirdly, the evidence shows that 

combining the external jacket and cooling tube reduces the filling time. Decreasing it by up to 

50% [136]. In addition, the multiple cooling tube installation is evidenced to improve the 

adsorption performance [138]. However, this involves a more complex system and a higher 

energy expenditure in the operation of the system that could decrease the overall efficiency 

[138], [139], which is why this project compares both cooling solutions and differentiates the 

cases in which it is more advantageous to use one or the other cooling system. Furthermore, 

spiral refrigeration pipe has a more positive impact on the adsorption performance than straight 

cooling pipes. However, they induce more stress on the material. This stress accumulation 

means more premature failures. Therefore, its implementation has not been considered [143]. 

These design improvements would allow the installation of greater capacity absorbers, as this 

improved heat transfer and increased filling pressure would further enhance the advantages of 

this method of hydrogen storage. 

2.2. Solid hydrogen storage modelling 
In Chapter 1, it was mentioned that the models used to simulate the process under investigation 

in this project rely on solving the governing equations. Typically, the phenomenon is described 

by Partial Differential Equations (PDEs). Various types of models have been developed to 

address this problem.  

• Mathematical models: These models are programmed by coding the PDEs involved in 

this process and their subsequent resolution through numerical methods [146]. These 

numerical methods solve the PDEs implicitly or explicitly. The solution process can 

influence the form of the equation. They are commonly solved implicitly, as their 

iteration is more stable and robust [146].  

• Multiphysics models: Like mathematical models, these also solve PDEs implicitly or 

explicitly. The main difference is that they are less customizable than mathematical 

models since the user interacts with the program interface for the simulation, and the 

software's configuration is not modifiable. These programs, such as Comsol® [147] or 

ANSYS® [148], include modules that allow you to simulate models without knowing how 
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to program. The simulation is defined by a process that starts with the geometry 

definition, module selection and establishment of the input parameters. 

• Equivalent electrical models: These models solve the hydrogen adsorption process by 

developing an equivalence between hydrogen and an electrical circuit [87]. The 

analogous model includes current sources, resistors and capacitors. In the same way as 

the previous ones, they finally obtain PDEs that they solve implicitly or explicitly [87]. 

2.2.1. Strengths and weaknesses analysis 
This section summarises the advantages and disadvantages of the modelling alternatives and 
argues the case for the one chosen. 

Table 3: Summary of the strengths and weaknesses of the three alternatives used in the literature to model solid 
hydrogen storage. 

 Strengths Weaknesses 

Mathematical model 

• Customisability 

• Highly optimizable 

• Versatility 

• High integrability 

• Potentially unstable 

• Requires programming 
skills 

Multiphysics model 

• Ease of use 

• Complete and optimise 
the programme 

• No programming 
knowledge is required 

• Less customizability 

• Less possibility of 
integration with other 
tools 

Equivalent electrical model 
• Lowest computational 

cost [87] 

• Simple 

• Equivalence-induced error 

• Difficult to connect the 
output to the physics 
governing the process 

• Does not allow for 
changing model 
assumptions or 
simplifications 

 

A mathematical model was deemed the most suitable choice for this project due to its potential 

for customization, optimization, and integration. These attributes were the primary reasons 

behind its selection. However, during the coding phase, challenges arose in stabilizing the results 

obtained from the Partial Differential Equations (PDEs). Eventually, after rigorous 

experimentation, the model achieved stability using a time step of 10-7 seconds. Nevertheless, 

this fine time-stepping rapidly consumed the program memory, leading to memory-related 

issues. 

In response to this limitation, a transition was made to a multiphysics model, which 

automatically stabilizes the model, and no memory problems were encountered with this 

approach. The adoption of the multiphysics model allowed for a more reliable and efficient 

simulation of the phenomenon under study, addressing the difficulties faced during the 

implementation of the initial mathematical model. 
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2.3. Design restrictions based on market implementation 
This section develops those constraints considered for the design of the proposed solution. 

Design constraints may be due to regulations limiting the system's working conditions or 

implementation. 

The applicable regulation has been analysed, and no limitations to the design and working 

conditions of the storage system have been found. Therefore, it has been decided to opt for a 

similar proposal to the one made by Fleetzero and Future Proof Shipping. These companies 

designed an energy storage solution that can be integrated into a standard cargo container. This 

application could be interesting, as it would allow a modular design, could reduce costs and 

adapt the solution to the use case. Furthermore, by adopting this standardised design, the 

performance solution can be compared with the proposed Future Proof Shipping for its H2 Barge 

1 prototype. 

A more detailed analysis of the modular storage design is advantageous as it would allow the 

installation of flexible number a storage containers and maximise the cargo capacity depending 

on the fuel required. In addition, this system would reduce the filling times of the system, as 

they could be filled before their use in the cargo.  

Moreover, considering this type of operation and the final implementation, the most relevant 

variables to analyse and increase the accuracy of the results are the adsorbent saturation time 

during filling and the time it would take to discharge. Both variables determine the supply 

capacity of the system and indirectly show the energy that must be invested to store and extract 

the hydrogen from the material. 

For these reasons, the design constraints of the system are limited to the interior dimensions of 

a standard 40 ft container and its maximum allowable mass. These boundary conditions are: 

Table 4: Standard measurements of a 40 ft container, defined in ISO 668:2020 [149]. 

Standard 40 ft container, ISO 668:2020  

Internal length 12.03 m 

External length 12.19 m  

Internal width 2.03 m 

External width 2.44 m  

Internal height 2.39 m 

External height 2.59 m  

Maximum additional load 26740 kg 
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Chapter 3: Methodology 
This project focuses on a model development to simulate the process given in solid hydrogen 

storage, designing a solution for long-distance maritime transport, analyzing its viability, and 

comparing it with its competitors. Then, the following bullet points summarize the methodology 

followed in this project: 

• First, an accurate model is reconstructed to simulate the physical adsorption process. 

• Second, it is validated based on the literature and compared to similar models and 

empirical data to verify the obtained results. 

• Third, the hydrogen desorption process is modelled. 

• Fourth, after verifying the model, the design process starts. The literature review and 

the model limitations are considered for designing an optimal system to increase its 

performance and viability. 

• Finally, the obtained solution is compared to the currently implemented solutions.   

This section collects the configuration, equations and boundary conditions that compose the 

model created in COMSOL® v6.1 [147].  

3.1. Reference model validation 
This subsection describes the methodology followed to verify the model, as this validation is 

required to see how accurately it represents the adsorption/desorption process in the host. The 

simulation results are compared with the paper elaborated by Jemni et al. [150] to verify the 

model. This project was chosen as a reference, as it allows us to validate the model under 

different pressure and temperature conditions, and the filling time and emptying of the tank 

were low, reducing the computation time and cost and accelerating the validation process. 

Moreover, this publication also includes the results of their proposed model, so this paper allows 

us to compare this project's model performance with experimental data and models. It is worth 

noting that its design approach is slightly different as it installs a filter at the hydrogen inlet. 

However, adjusting the orifice diameter of the proposed model completes the equivalence 

between the two models. 

3.1.1. Adsorption model definition 
The geometry sketch was defined using a 2D axisymmetric space definition. Two-dimensional 

axisymmetric models are used for symmetrical geometries concerning an axis of revolution. 

Finally, a three-dimensional geometry is generated by combining a 2D geometry and a 

revolution axis. These are computationally less expensive compared to 3D models. Moreover, 

the simulation is time-dependent. The COMSOL® modules used for this simulation are heat 

transfer in solids and fluids and global and domain equations. 

This model section shows the model domains. Domain 1 is composed of the cooling fluid. The 

pipe containing the cooling fluid is domain 2. Domain 3 is composed of the tank containing the 

system. The compressed hydrogen inside the tank makes up domain 4. Domain 5 is the set of 

torus elements that constitute the total adsorbent. 
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Figure 5: Geometry proposed by Bao et al. [86] used for the model validation. 

3.1.1.1. Governing equations 

The equations implemented in this model are heat flow, mass balance, momentum balance and 

equilibrium properties and reaction kinetics [146]. Therefore, this section divides the used 

equations into inlet definition parameters, heat transfer, and gas definition. 

Inlet definition parameters 

This segment presents the equations used to define the inlet mass flow and velocity. The 

hydrogen tank is considered a thermodynamic open system that goes through a quasi-steady 

process.  

First, to calculate the inlet mass flow, a mass balance is defined. Then, we get: 

 
𝑑𝑚𝑐

𝑑𝑡
= 𝑚̇𝑖  

(1) 

where 𝑚𝑐denotes the hydrogen mass inside the tank [m] and 𝑚̇𝑖  is the hydrogen inlet mass flow 

[m s-1]. 

Second, the hydrogen inlet mass flow is inserted in the model by the following step equation 

deduced by approximating the tank inlet to a nozzle and assuming that on one side of the nozzle 

is the reservoir and on the other the hydrogen tank. For the derivation of this equation, see the 

following reference [151]. These equations are implemented as general variables in the 

COMSOL® model. 
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(3) 

where 𝑚̇𝑖 is the inlet mass flow [kg s-1], 𝐶𝑑 is the orifice discharge coefficient [-], 𝜌𝑅is the 

hydrogen reservoir density [kg m-3], 𝐴𝑂𝑟𝑖𝑓is the inlet orifice area [m2], 𝑃𝐶is the hydrogen tank 

pressure [Pa], 𝑃𝑅 is the reservoir pressure [Pa], and 𝛾 is the isentropic exponent [-]. 

 

Third, the inlet hydrogen velocity equation is: 

𝑣𝑒𝑖
=

𝑚̇𝑖

𝜌𝑅𝐴𝑂𝑟𝑖𝑓
 

 (4) 

where 𝑣𝑒𝑖
denotes the hydrogen inlet velocity [m s-1]. 
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Gas definition 

These equations define the hydrogen properties. In this model, hydrogen is approximated to an 

ideal gas, so the equation that gives the gas pressure is: 

𝑃𝐶 =
𝑚𝑐  𝑅 𝑇𝐶

𝑉𝑎𝑣𝑎𝑖𝑙 𝑀𝐻2
 𝑍

 

(6) 

where 𝑅 is the universal gas constant [J K-1 mol-1], 𝑇𝐶  is the gas temperature [K], 𝑀𝐻2
is the 

hydrogen molar mass [kg mol-1], and 𝑍 is the compressibility factor at reservoir conditions [-]. 

The time derivative of the hydrogen internal energy is calculated through an energy balance in 

the system. This balance integrates the entering energy into the tank by the hydrogen inlet and 

the leaving the system as heat. 

𝑈̇𝐻2
= 𝑄̇𝑚𝑎𝑡 + 𝑄̇𝑝𝑖𝑝𝑒 + 𝑄̇𝑡𝑎𝑛𝑘 + 𝑚̇𝑖  (

𝑣𝑒𝑖
2

2
+ ℎ𝑅) 

(7) 

being 𝑈̇𝐻2
the hydrogen internal energy time derivative [W], 𝑄̇𝑚𝑎𝑡  is the heat flux balance in the 

adsorbent material [W], 𝑄̇𝑝𝑖𝑝𝑒  is the heat flux balance in the pipe [W], 𝑄̇𝑡𝑎𝑛𝑘  is the heat flux 

balance in the tank’s shell [W], and ℎ𝑅is  the reservoir specific enthalpy [J kg-1]. 

Then, the temperature can be calculated using the definition of the internal energy for an ideal 

gas. 

𝑇𝑐 =
𝑈𝐻2

𝑐𝑣𝐻2
 𝑚𝑐

 

(8) 

where 𝑈𝐻2
 is the hydrogen internal energy [J], and 𝑐𝑣𝐻2

is the specific heat at constant volume [J 

kg-1 K-1]. 

Heat transfer 

This model's section uses the general heat transfer equation. This equation is in the solid and 

fluid heat transfer module in COMSOL®. It applies to domains 1,2,3 and 5. The first term of the 

equation calculates the heat conduction through the different media, the second term 

represents the heat transfer due to the convection of the fluids with the solid elements, and the 

third term is the heat generated by the adsorbent with the hydrogen adsorption. 

𝜌 𝐶𝑝

𝜕𝑇

𝜕𝑡
= ∇(𝑘∇T) − ∇(𝑣 𝐶) + 𝑔𝑟(𝑥, 𝑟) 

(9) 

where 𝜌 is the density [kg m-3], 𝐶𝑝is the specific heat capacity at constant pressure [J kg-1 K-1], 

𝑇 is the temperature [K], 𝐶 is the fluid temperature [K], 𝑡 is the time [s], 𝑣 is the fluid velocity [m 

s-1], 𝑘 is the thermal conductivity [W m-1 K-1], and 𝑔𝑟is the heat production value per unit of 

volume [W m-3]. The heat production is calculated with the following equation:  

𝑔𝑟 = ±
𝛥𝐻 (𝜌𝑚𝑎𝑡  𝑤𝑡 (1 − 𝜀)

𝑑𝜉
𝜕𝑡

)

𝑀𝐻2
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(10) 

being 𝛥𝐻 the reaction enthalpy [J mol-1], 𝜌𝑚𝑎𝑡 is the material density [kg m-3], 𝑤𝑡 is the maximum 

weight percentage of hydrogen into material [%], 𝜀 is the material porosity [-], 𝜉 is the hydrogen 

concentration in the adsorbent, and 𝑀𝐻2
is the hydrogen molar mass [kg mol-1]. 

Reaction kinetics 

This equation models the hydrogen adsorption reaction in the material. The equation was 

extracted from the paper by Chibani et al. [144]. 

𝑑𝜉

𝜕𝑡
= 𝐶𝑎 exp (

−𝐸𝑎

𝑅 𝑇𝑚𝑎𝑡
) (

𝑃𝐶 − 𝑃eq,ads

𝑃eq,ads
) (1 − 𝜉) 

(11) 

where 𝐶𝑎is the adsorption rate [s-1], 𝜉 is the hydrogen load in the adsorbent [-], 𝐸𝑎  is the 

adsorption activation energy [J mol-1], 𝑇𝑚𝑎𝑡  is the material temperature [K], and 𝑃eq,ads is the 

equilibrium pressure given by the Van’t Hoff equation [Pa]. The equilibrium pressure is 

calculated using the following equation: 

𝑙𝑛 (
𝑃eq,ads

𝑃ref
) =

∆𝐻

𝑅 𝑇𝑚𝑎𝑡
−

∆𝑆

𝑅
 

(12) 

being 𝑃ref the reference pressure [Pa], and ∆𝑆 is the reaction entropy [J mol-1 K-1]. 

3.1.1.2. Boundary conditions 

This subsection describes the different boundary conditions applied to the model. These are 

constraints applied to the heat transfer module in the solid and fluid.  

The first boundary condition applied is the one that introduces the convection relation between 

the hydrogen and the rest of the domains (the tank, adsorbent material and tube). The following 

expression was extracted from the paper by Deymi-Dashtebayaz et al. [152], see Equation 13. In 

addition, it is imposed that the boundary between the hydrogen and the domains mentioned 

above has the same temperature as the hydrogen. 

𝑁𝑢 = {
22512 𝑚̇𝑅𝐴 + 1163.4       𝑖𝑓 𝑚̇𝑅𝐴 < 0.03

22358 𝑚̇𝑅𝐴
0,7                        𝑖𝑓 𝑚̇𝑅𝐴 ≥ 0.03

 

(13) 

where 𝑚̇𝑅𝐴 denotes the mass flow rate inlet ratio [-]. 

The inlet flow rate and maximum mass flow are defined as:  

𝑚̇𝑅𝐴 =
𝑚̇𝑖

𝑚̇𝑚𝑎𝑥
 

(14) 

𝑚̇𝑚𝑎𝑥 = 𝐴𝑂𝑟𝑖𝑓
√𝛾𝜌𝑅𝑃𝑅 (

2

𝛾 + 1
)

𝛾+1
𝛾−1

 

(15) 
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Then, the internal convection heat transfer coefficient can be calculated: 

𝛼𝑖 =
𝑁𝑢 𝐾

𝑑𝑖
 

(16) 

where 𝛼𝑖 is the heat transfer coefficient [W m-2 K-1], 𝐾 is the material thermal conductivity 

coefficient where the heat transfer coefficient is being calculated [W m-1 K-1], and 𝑑𝑖  is the inlet 

diameter [m]. 

The second boundary condition applied includes in the model the external natural convection. 

The fluid with which this convection occurs is air at atmospheric pressure and 293.15 K. 

The third boundary condition is set on the cooling fluid domain, indicating the fluid inlet, fluid 

outlet and fluid velocity. COMSOL® internally computes the relationship defining the cooling 

fluid convection with the cooling pipe. 

Fourthly, the boundary condition of surface-to-ambient radiation is applied to the model. It 

simulates the heat radiated by the tank to the environment. This condition has to include the 

surface emissivity and the ambient temperature. 

Finally, the boundary condition, which includes the thermal resistance due to the contact 

between two different surfaces, is applied. The thermal resistance applies to the boundaries 

common to the pipe, tank and adsorbent. 

3.1.1.3. COMSOL validation model setup 

This section contains the parameters necessary for the reference model configuration used for 

the adsorption model validation. 
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Table 5: Summary of the parameters used for the validation of the COMSOL® adsorption model. The discharge 
coefficient value (Cd) was extracted from references [151], and [152], and the rest of the values used for model 
validation appears in the verification reference model  [150]. 

Symbol Value  

Cd 1 

Pc 0.5 and 1MPa 

TR 293 K 

M 0.002 kg mol-1 

Cp h2 14890 J kg-1 K-1 

R 8.314 J mol-1 K-1 

Ca 59.187 s-1 

Ea 21179.6 J mol-1 

T0 297K 

P0 0.1 MPa 

∆H 30800 J mol-1 

∆S 108 J mol-1 K-1 

𝜀𝑝𝑜𝑟  0.5 

𝜌𝑠𝑚 8300 kg m-3 

Cp ads 419 J kg-1 K-1 

𝜆𝑒  2.4 W m-1 K-1 

wt 1.42% 

𝑘𝑠 78∙10-9 Pa s 

𝜀𝑒𝑚𝑖𝑠𝑠 0.6 

htank-pipe 3000 W m-2 K-1 

hads-pipe 4000 W m-2 K-1 

 

3.1.2. Desorption model definition 
This subsection describes the configuration applied to the reconstructed model to verify its 

performance. This segment only includes those different points from these explained in section 

3.1.1. In the same way as the previous model, this one has been executed in COMSOL®. 

3.1.2.1. Governing equations 

The differences between the adsorption and desorption models are the mass flow computation, 

the relations used to simulate the hydrogen convection with the rest of the domains and the 

desorption reaction kinetics equation. 

Hydrogen outflow 

This model assumes a predefined leaving mass flow. This preset mass flow is the maximum mass 

flow value, even if the pressure inside the tank allows a higher hydrogen outflow. Otherwise, if 

the hydrogen outflow is inferior, it depends on the adsorbent capacity to desorb hydrogen. 

Furthermore, the outflow velocity of the fluid is set by Equation 5, and the fluid-defining 

properties can be computed as shown in section 3.1.1.1. 

𝑣𝑒𝑜
=

𝑚̇𝑜

𝜌𝐶𝐴𝑂𝑟𝑖𝑓
 

(17) 

being 𝑣𝑒𝑜
the hydrogen outlet velocity [m s-1], 𝑚̇𝑜is the outlet mass flow [kg s-1], and 𝜌𝐶  is the 

hydrogen inside the tank density [kg m-3]. 
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Reaction kinetics  

This equation proposed by Ram and Srinivasa represents the desorption reaction on the storage 

bed [153].  

𝑑𝜉

𝜕𝑡
= −𝐶𝑑 ⋅ exp ⋅ (

−𝐸𝑑

𝑅 𝑇𝑚𝑎𝑡
) (

𝑃𝐶 − 𝑃eq,des

𝑃eq,des
)  𝜉 

(18) 

where 𝐶𝑑𝑒𝑠is the desorption rate [s-1], 𝐸𝑑𝑒𝑠 is the desorption activation energy [J mol-1], 𝑃eq,des is 

the desorption equilibrium pressure given by the Van’t Hoff equation [Pa], and 𝜉 is the hydrogen 

load in the adsorbent [-]. 

3.1.2.2. Boundary conditions 

For the emptying process, the boundary conditions simulating the hydrogen convection with the 

other elements are calculated by approximation, as the expression developed by Deymi-

Dashtebayaz et al. [152] was validated for the tank-filling process, and no relationship has been 

found in the literature to compute the specific internal heat transfer coefficient for the 

desorption stage. Therefore, the relations are approximations of well-known convection 

scenarios. Then, the following equations have been used: 

First, the Reynolds number is defined for the Nusselt’s number calculations [144].  

Re =
𝑣𝑒𝑜

𝑑 𝜌𝐶

𝜈
 

(19) 

where Re is the Reynolds number [-], 𝑣𝑒𝑜
is the outlet hydrogen velocity [m s-1], 𝑑 is the 

characteristic length where the convection is calculated [m], 𝜌𝐶  is the hydrogen density [kg m-

3], and 𝜈 is the hydrogen viscosity [kg m-1s-1]. 

Second, the convection process given in the adsorbent-hydrogen interface was approximated to 

a turbulent boundary layer on a fully rough flat plate [154]. 

𝐶𝑓 = [3,476 + 0,707ln (𝑥/𝑘𝑠)]−2.46 

(20) 

where 𝐶𝑓is the local skin friction coefficient [-], 𝑥 is the plate length [m], and 𝑘𝑠is the grain size 

[m]. 

𝑆𝑡 =
𝐶𝑓 ∕ 2

0,9 √𝐶𝑓/2 (0.55 ℎ+
1
2 (𝑃𝑟

2
3 − 1) + 9.5 − 7.65)

 

(21) 

being 𝑆𝑡the Stanton number [-], ℎ+ the characteristic roughness height [-], and 𝑃𝑟the Prandt 

number [-]. 

𝑁𝑢𝑚𝑎𝑡 = Re  𝑆𝑡 𝑃𝑟  

(22) 
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Third, the convection process present in the hydrogen-tank boundary has been simplified to a 

turbulent flow in smooth conduct with fully developed hydrodynamics and heat transfer [154]. 

𝑓 = (0,79ln (𝑅𝑒) − 1.64)−2.46 

(23) 

Where denotes 𝑓 the friction factor [-] [154]. 

𝑁𝑢𝑡𝑎𝑛𝑘 =

𝑓
8

(𝑅𝑒 − 1000)𝑃𝑅

1 + 12.7 √𝑓/8 (𝑃𝑅
2/3

− 1)
 

(24) 

Fourth, the convection given in the pipe-hydrogen surface has been approximated to external 

forced flow in a pipe [154]. 

𝑁𝑢𝑝𝑖𝑝𝑒 = 0.193 𝑅𝑒0.618𝑃𝑅
1/3

 

(25) 

These are the simplification uses to compute the hydrogen convection in the desorption model. 

3.1.2.3. COMSOL validation model setup 

This section contains the values for defining the reference model configuration used for the 

desorption model validation. 
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Table 6: Parameters used for the desorption validation model. The discharge coefficient (Cd) was extracted from 
references [151] and [152], the parameters that are part of the convection of the model were taken from the reference 
manual [154], the values of the thermal resistance between different surfaces were selected from the work of Lemmon 
et al. [155], and the remaining values involved in the model validation were extracted from the reference model for 
verification  [150]. 

Symbol Value  

Cd 1 

Pdes 85 mbar 

Pc 0.1MPa 

T0 303 K 

M 0.002 kg mol-1 

Cp h2 14890 J kg-1 K-1 

𝜈 9.0055 µ Pa s 

Cdes 9.57 s-1 

R 8.314 J mol-1 K-1 

Edes 164000 J mol-1 

T0 303 K 

P0 1 MPa 

∆H 30800 J mol-1 

∆S 108 J mol-1 K-1 

𝜀𝑝𝑜𝑟  0.5 

𝜌𝑠𝑚 8417 kg m-3 

Cp ads 419 J kg-1 K-1 

𝜆𝑒  2.4 W m-1 K-1 

wt 1.42% 

𝑘𝑠 78∙10-9 Pa s 

ℎ+ 0.01 

𝜀𝑒𝑚𝑖𝑠𝑠 0.6 

htank-pipe 3000 W m-2 K-1 

hads-pipe 4000 W m-2 K-1 

 

3.1.3. Validation model meshing 
This section describes the approach employed to select the appropriate mesh shape and study 

the influence of the element mesh size on the obtained result. It is divided into two subsections: 

the mesh shape definition and the meshing size selection. 

3.1.3.1. Mesh shape 

This sub-section defines the shape of the mesh in each domain. For this purpose, a distinction is 

made between the fluid flow domains, i.e. domains one and six, and the rest. These flowing flow 

domains have a quad mesh, used to reduce the calculation error induced by the shape of the 

mesh on the results [155]. Although, in the rest of the domains, a triangular mesh is used, due 

to its speed and efficiency in adapting to the geometry, increasing the overall quality of the mesh 

and improving the accuracy of the results [156].  

3.1.3.2. Validation process mesh size  

This section covers the study followed to set the maximum grid size, as the mesh size has an 

inverse relationship with the result's accuracy and computational cost. Therefore, employing 

the appropriate mesh size reduces the error and the simulation computational cost. 
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For this purpose, the accuracy of the hydrogen saturation in the adsorbent and the material 

temperature results are evaluated to research the model reliability and simulation cost. The 

meshes simulated have a maximum element size of 1-3-5-7-9 mm and a minimum of 0.1 mm. 

This meshing analysis is executed over the validation adsorption model at 0.5 MPa, described in 

section 3.1.1.3. This mesh size computation was run on two Intel(R) Xeon(R) Gold 6248R CPUs 

at 3.00GHz, using two sockets with 48 cores in total, and the available memory was 191.99 GB. 

3.2. Proposed designs definition 
This section covers the 32 simulated models created to evaluate how the design parameters 

affect the system's performance and select the most viable solution. Sections 3.1.1 and 3.1.2 

explain the equations and boundary conditions used in these models. 

First, the simulated prototypes could be classified by the installed adsorbent materials: 

magnesium hydride and lanthanum nickel. Each geometry is simulated for both materials. 

Second, the model's dimensions can be grouped by the two possible tank orientations in the 

container, i.e. the tanks designed to be positioned vertically or horizontally. This restriction leads 

to two alternative tank measures, which allow us to evaluate how the AR (aspect ratio) 

modification affects the system's performance. Third, the heat management techniques and the 

adsorbent shape are modified to see their influence on the system’s operation. 

The alternative sketches shown in this section are defined by changing only the three variables 

highlighted in the figure: the tank length, the radius, and the adsorbent material radius. If you 

want to see each simulated geometry in this project in detail, see Annex A. 

3.2.1. Layout 1 
Figure 6 shows the section of the first geometry studied in this project. This model installs a 

torus adsorbent stack and an internal refrigeration pipe, similar to the Bao et al. [86] proposed 

solution in the referenced publication. The first domain corresponds to the cooling fluid, the 

second is the tube that contains the cooling fluid, the third is composed of the walls that form 

the tank, the fourth is the volume occupied only by the hydrogen, and finally, the fifth domain 

is the one that includes the material responsible for storing the hydrogen.  

 

Figure 6: Geometry 1 simulated and compared with the other alternatives. This geometry contains the following 
domains: 1-coolant fluid, 2-pipe, 3-tank external shell, 4-hydrogen, and 5-adsorbent. 
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Table 7: Geometric combinations simulated for geometry one. 

Variable Geometry 1 Geometry 2 Geometry 3 Geometry 4 

Tank longitude 1.89 m 1.89 m 10.89 m 10.89 m 

Torus adsorbent thickness 0.15 m 0.15 m 0.15 m 0.15 m 

Tank external radius 0.37 m 0.47 m 0.37 m 0.47 m 

Adsorbent radius 0.3 m 0.4 m 0.3 m 0.4 m 

 

3.2.2. Layout 2 
Sketch 7 depicts the second geometry analysed within this project. In contrast to geometry 1, 

this alternative installs a solid cylindrical adsorbent. The domains compounding this geometry 

are defined in 3.2.1.  

 

Figure 7: Geometry 2 simulated and compared with the other alternatives. This geometry contains the following 
domains: 1-coolant fluid, 2-pipe, 3-tank external shell, 4-hydrogen, and 5-adsorbent. 

Table 8: Geometric combinations simulated for geometry two. 

Variable Geometry 5 Geometry 6 Geometry 7 Geometry 8 

Tank longitude 1.89 m 1.89 m 10.89 m 10.89 m 

Adsorbent longitude 1.80 m 1.80 m 10.80 m 10.80 m 

Tank external radius 0.37 m 0.47 m 0.37 m 0.47 m 

Adsorbent radius 0.3 m 0.4 m 0.3 m 0.4 m 

 

3.2.3. Layout 3 
Illustration 8 shows the third geometry simulated in this project, which uses geometry one as a 

basis and adds an external jacket to improve heat management. This model aims to quantify the 

performance improvement of this implementation and analyse whether it was cost-effective to 

install it. The first domain corresponds to the cooling fluid, the second is the tube that contains 

the cooling fluid, the third is composed of the walls that form the tank wall, the fourth is the 
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volume occupied only by the hydrogen, the fifth domain is the adsorbent, sixth is the external 

jacket refrigeration fluid, and finally the seventh domain constitutes the shell of the jacket. 

 

Figure 8: Geometry 3 simulated and compared with the other alternatives. This geometry contains the following 
domains: 1-coolant fluid, 2-pipe, 3-tank external shell, 4-hydrogen, 5-adsorbent, 6-refrigeration fluid, and 7-external 
jacket. 

 

Table 9: Geometric combinations simulated for geometry one. 

Variable Geometry 9 Geometry 10 Geometry 11 Geometry 12 

Tank longitude 1.89 m 1.89 m 10.89 m 10.89 m 

Torus adsorbent thickness 0.15 m 0.15 m 0.15 m 0.15 m 

Tank external radius 0.47 m 0.57 m 0.47 m 0.57 m 

Adsorbent radius 0.3 m 0.4 m 0.3 m 0.4 m 

 

3.2.4. Layout 4 
Figure 9 depicts the fourth simulated geometry run in this project. It builds upon the foundation 

of geometry two and introduces an additional external jacket to enhance heat management. 

The objective of modelling this heat transfer technique was to assess its performance 

enhancement and evaluate the cost-effectiveness of the implementation. The specific domains 

that constitute this geometry are outlined in section 3.2.3. 

 

Figure 9: Geometry 4 simulated and compared with the other alternatives. This geometry contains the following 
domains: 1-coolant fluid, 2-pipe, 3-tank external shell, 4-hydrogen, 5-adsorbent, 6-refrigeration fluid, and 7-external 
jacket. 
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Table 10: Geometric combinations simulated for geometry one. 

Variable Geometry 13 Geometry 14 Geometry 15 Geometry 16 

Tank longitude 1.89 m 1.89 m 10.89 m 10.89 m 

Adsorbent longitude 1.80 m 1.80 m 10.80 m 10.80 m 

Tank external radius 0.47 m 0.57 m 0.47 m 0.57 m 

Adsorbent radius 0.3 m 0.4 m 0.3 m 0.4 m 

 

3.2.5. Shared parameters in alternative models 
This sub-section collects all these layouts’ parameters for the different models. The adsorbent 

values are extracted from Table 2. 

Table 11: Alternative proposed models standard modelling parameters. The discharge coefficient (Cd) was extracted from references 
[151] and [151], the parameters that are part of the convection of the model were taken from the reference manual [154], the values 
of the thermal resistance between different surfaces were selected from the work of Lemmon et al. [157], the magnitudes related 
with the refrigeration system were picked from the Bao et al. [86] work, and the remaining values involved in the model validation 
were extracted from the reference model for verification [150]. 

Symbol Value 

Cd  1   

rorif 0.01 m 

PR 3 MPa 

TR 293.15 K 

hR 3873∙103 J kg-1  

M 0.002 kg mol-1 

Cp h2 14890 J kg-1 K-1  

𝜈 9.0055 µ Pa s  

T0,a 293.15 K 

P0,a 0.1 MPa 

T0,d 293.15 K 

P0,d 0.1 MPa 

Tamb 293.15 K 

R 8.314 J mol-1 K-1  

𝑘𝑠 78∙10-9 Pa s  

ℎ+ 0.01  

𝜀𝑒𝑚𝑖𝑠𝑠 0.6 

uf 5 m s-1 

Tf 293.15 K 

𝜌f 810.1 kg m-3  

λf 0.0944 W m-1 K-1  

Cp f 2350 J kg-1 K-1  

μf 2.15∙10-4 Pa s  

𝜌s 800 kg m-3  

λs 15 W m-1 K-1  

Cp s 500 J kg-1 K-1  

rpipe 0.08 m 

ts 0.02 m 

ttorus 0.15 m 

Text fl 0.08 m 

n1 9 

n2 54 
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3.2.6. Hydrogen extraction approach during desorption for the alternative 

designs 
The approach followed for emptying the tank is different to the validation procedure. It has been 

modified to improve the system's performance. Since the tank temperature drops due to the 

hydrogen extraction added to the heat removal from the system, caused by hydrogen 

desorption (as it is an endothermic process) could significantly slow or stop the desorption 

process. This temperature decrease reduces the hydrogen extracted from the adsorbent as the 

steady state is achieved with a higher hydrogen load in the material, and this scenario would 

affect the system's efficiency since the total hydrogen mass extracted from the tank is inferior. 

Therefore, for the proposed model's simulation, the tank is preheated with the refrigeration 

fluid at 373K without extracting any mass flow from the system. Once the hydrogen load in the 

adsorbent is less than 20%, hydrogen extraction starts at a mass flow rate of 0.01 kg/s. When 

the steady state is reached in the adsorbent, this mass flow increases to 0.05kg/s. This approach 

reduces the temperature drop in the tank, favouring the fluid desorption and improving the 

system's performance. 

3.2.7. Alternative geometries’ meshing 
This segment defines the mesh used for the geometries simulation described in section 3.2 since 

the size meshing must be modified from the one described in section 3.1.3 due to a memory 

limitation in the execution hardware. This mesh size change is due to the modelled tank size, as 

the proposed geometries are at least ten times bigger than the validation model. Therefore, the 

memory required for the execution of this increases significantly. Moreover, the mesh shape 

remains the same as described in section 3.1.3.1. 

First, the mesh used in the geometries designed for vertical positioning inside the container is 

defined with the grid configuration described below: 

• Element size calibrated for “General physics”. 

• Size predefined "Normal". 

Secondly, the settings described below determine the mesh applied to the geometries designed 

for horizontal positioning within the vessel: 

• The element size is calibrated for “General physics”. 

• The size is predefined as "Coarser". 

With the described configuration, the model resolution is lower, but it is the only viable 

alternative for the studied geometries simulation. 

3.3. Solver configuration 
This subsection lists the required changes to the default settings of the COMSOL solver to find a 

solution due to the unstable physical nature of the modelled problem. Hence, the configuration 

of the COMSOL Time-Dependent solver should be changed to prevent the model crash: 

First, in the tab of steps taken by the solver within the Time-Dependent solver strict should be 

selected instead of free. 

Second, in the section of a fraction of the initial step for Backward Euler, the value of the initial 

step is reduced to 0.001. This change reduces the error in the first iteration and eases the model 

convergence. 
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3.4. Exergy analysis 
This subsection presents the methodology followed to perform the exergy analysis of the 

proposed system. This calculation applies to the model considered the most viable solution after 

observing its performance, stored hydrogen and operating conditions. The result obtained from 

this analysis is used to compare the efficiency of this system with its competitors. 

The exergy analysis performed in this project considers the overall computation of tank 

operation, using the chemical energy introduced during filling as the energy entering the system 

and the energy extracted with hydrogen desorption as the energy obtained from hydrogen. For 

this study, the following equation is computed: 

𝜓𝑡𝑎𝑛𝑘 =
𝛴𝐸𝑖𝑛

𝛴𝐸out
 

(24) 

where 𝐸𝑖𝑛is the energy getting into the system [J], and it is defined as:  

𝐸𝑖𝑛 = 𝑚ℎ2𝑖𝑛 ℎ𝑅 

- (25) 

being 𝑚ℎ2𝑖𝑛the hydrogen mass inside the tank [kg] and ℎ𝑅the reservoir specific enthalpy [J kg-

1]. 

𝐸𝑜𝑢𝑡 denotes the energy leaving the system [J], defined as:  

𝐸𝑜𝑢𝑡 = 𝑚𝑜𝑢𝑡[𝑢 − 𝑢0 +  𝑃0 (𝑣 − 𝑣0) − 𝑇0 (𝑠 − 𝑠0)] 

- (24) 

where  𝑚𝑜𝑢𝑡 is the hydrogen mass leaving the tank [kg], 𝑢 is the hydrogen specific internal 

energy [J kg-1], 𝑢0is the initial hydrogen specific internal energy [J kg-1], 𝑃0is the initial desorption 

tank pressure [Pa], 𝑣 is the hydrogen molar density [m3 mol-1], 𝑣0is the initial hydrogen molar 

density [m3 mol-1], 𝑇0 is the initial desorption hydrogen temperature [K], 𝑠 is the hydrogen 

specific entropy [J kg-1 K], and 𝑠0 is the initial hydrogen specific entropy [J kg-1 K]. 
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Chapter 4: Results 
This chapter presents the results obtained in this project. It is divided into four sections: the first 

exposes the results obtained in the model during the verification process; the second shows the 

adsorbent material comparison; the third section includes the simulation’s outcome from 

alternative designs proposed, including tank configuration and materials for the use case of this 

project; finally, the proposed tank geometry is compared with its competitors in the market. 

4.1. Validation results 
This section presents the results obtained during the model validation process. For the model 

verification, the two variables compared are the hydrogen proportion in the material and the 

hydrogen temperature. The hydrogen proportion in the host was selected as the validation 

variable because it shows the reaction kinetics, evolution, and adsorbent saturation state. Then, 

the hydrogen temperature was chosen as it is the factor that triggers the heat transfer in the 

system and impacts the adsorption/desorption process. 

4.1.1. Adsorption 
This subsection presents the results obtained during the verification process of the adsorption 

model. As mentioned in segment 3.1.1, the model was simulated at reservoir pressures of 0.5 

and 1 MPa. This double verification aims to evaluate the filling pressure influence on the model 

performance. First, the results obtained in the simulation of the filling process at 1MPa are 

analyzed, and second, the one obtained for the 0.5MPa scenario. Jemni et al. [150] did not report 

hydrogen temperature data for the filling process at 5 bars, so only the hydrogen saturation in 

the host is compared in this scenario. 

 

Figure 10: Results obtained in the validation process for hydrogen adsorption. This figure contains the following 
scenarios: a) results obtained by the model of Jemni et al. at 1MPa [150], represented with black squares; b) 
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experimental data collected by Jemni et al. [150], plotted as empty black squares; c) results obtained by the model 
realised in this project, represented as red stars; d) results obtained by the model of Jemni et al. [150] at 0.5MPa, 
represented with green squares; e) experimental data collected by Jemni et al. [150], empty green squares; f) results 
obtained by the model realised in this project, magenta stars.  

The results of the validation adsorption process are presented in the figure above. The data 

plotted in black and red represents the results obtained for the hydrogen concentration in the 

host at 1MPa filling pressure. These plots contain the values of the hydrogen saturation in the 

adsorbent according to the model proposed by Jemni et al. [150] (black squares), the 

experimental data collected (coloured black squares) by this research group and the proposed 

model in this project (red stars). Then, analysing the filling time, it can be seen how the proposed 

model filling time (last point of each curve) is closer to the experimental data than the result 

obtained by the Jemni et al. [150] model. The error in the adsorbent saturation time is almost 

50% inferior to that achieved in the model proposed by Jemni et al. [150]. However, observing 

how the gas adsorption develops, we can see that the Jemni et al. [150] model performs better. 

The trend of the proposed model is more abrupt, having a slower start and faster adsorption 

after exceeding 0.55 saturation. In addition, the material saturation is slow, and in the second 

half of the simulation, only the last 5% available for saturation is filled. Next, looking at 0.5MPa 

plots, the highlighted observations in the filling scenario at 1MPa are accentuated. The total 

filling time of the proposed model is closer to the experimental data than that obtained by the 

model of Jemni et al. [150]. Although, their model's trend converges better with the 

experimental data. In this scenario, a sharper behaviour is observed than in the previous case, 

obtaining up to a 50% error in the first adsorption phases. This deviation is compensated later 

with faster adsorption. 

  

Figure 11: Results obtained in the validation process for hydrogen temperature during the filling process at 1MPa. This 
figure represents a) experimental data collected by Jemni et al. at 1MPa, represented with black squares; b) results 
obtained by the model realised in this project, red starts. 
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Figure 11 illustrates the hydrogen temperature in the tank during the validation filling process 

at 1MPa. The temperature calculated by the model follows the trend of the experimental data, 

with the highest deviation occurring in the abrupt rise near 5 seconds of filling. In this time 

frame, a maximum error of 2.45% is obtained compared to the experimental data. Moreover, in 

the last adsorption seconds, the values provided by the model highly converge with the 

measured data. Then, even though adsorption is faster, which would imply more heat 

generation during the reaction, it is observed that the model temperature is lower than that 

measured in experimental data during almost all the filling time.  

4.1.2. Desorption  
This subsection shows the results obtained in the desorption validation process. The conditions 

of this process are 0.5MPa in the tank and an initial gas temperature of 303K. In this segment, 

only the saturation of the adsorbent is represented since the reference paper covers the 

material temperature until the initial temperature of the material is recovered. The desorption 

process takes approximately 250 seconds, and the graph shown by Jemni et al. [150] plots 16000 

seconds, so there is not enough resolution in the figure to accurately extract the temperature 

values. However, the minimum values can be compared. The lowest temperature measured by 

Jemni et al. [150] was 260K, and the minimum temperature achieved in the adsorbent during 

the simulation was 249K. 

  

Figure 12: Results obtained in the validation process for hydrogen desorption with a tank pressure of 0.5MPa, an initial 
gas temperature of 303K and an emptying pressure of 85mbar. This figure shows in red stars the results obtained by 
the model presented in this work, and the black squares the values obtained by Jemni et al. [150]. 

Figure 12 shows the hydrogen load given in the desorption process. One point to note is that 

lanthanum nickel does not desorb all the hydrogen stored within it. The material releases 24% 

of the adsorbed hydrogen at this operation condition. In black is the data extracted from the 
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reference paper, and in red is the model outcome. Again, as observed in the adsorption 

validation, the model performed by Jemni et al. [150] presents a better correlation with the 

experimental data during the desorption process. Although, again, the total desorption time 

obtained from the model described in this report is more accurate, reducing the error of this 

parameter by almost 40%. 

4.1.3. Mesh size analysis results 
This subsection presents the results obtained from the optimal maximum mesh size analysis for 

the validation model, as mentioned in section 3.3.2. These simulations run the adsorption model 

at 0.5 MPa, described in segment 3.1.1. Next, the errors obtained by calculating the hydrogen 

saturation in the material and the adsorbent temperature are studied to select the optimal grid 

size. 

  

Figure 13: Error in the hydrogen saturation and adsorbent temperature calculation with six mesh sizes (1-3-5-7-9 mm). 
In the left section of the figure, the black square represents the error in the material saturation, and the red square 
represents the error in the calculation of the material temperature. 

First, in the left portion of Figure 13, the errors in the computation of hydrogen saturation and 

adsorbent temperature are plotted separately. It can be seen that the errors in the temperature 

results are significantly lower than the errors in the material saturation for the bigger mesh size. 

A defined trend can be observed as a smaller mesh size leads to an inferior error in the hydrogen 

saturation in the material, except for the 9mm mesh size. However, this trend is not remarkable 

in the temperature of the material, as the error is close to cero. Then, returning to the saturation 

error data, if we analyse the 7 and 9mm mesh parameters in depth, they have a mesh quality of 

0.6006 and 0.5949, respectively, and the minimum mesh quality for the 9 mm mesh is 28.23% 

lower. Hence, the 7 mm mesh should fit better the geometry. Therefore, the higher accuracy in 

the results of these variables for the 9 mm mesh could be due to the transition zone between 

the quad and triangular mesh. Second, observing the right-hand side of Figure 13, a more 

determined trend can be noted for the maximum mesh size and the added result errors for both 

variables, except for the 9mm mesh.  

The left sector of Figure 14 shows the simulation time of the model with different maximum 

mesh element sizes. As expected, the smaller the element size, the longer the computation time 

of the model, with a significant reduction of the run time when increasing the mesh size from 5 

to 7 mm. In the right sector of the figure, a marked trend relates to the increase in computation 
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time and reduction of the error in the previously mentioned variable calculation, except for the 

9 mm mesh. Therefore, the 9 mm value was chosen as the maximum mesh size for the validation 

model, as the geometry studied gives more accurate results with fewer nodes and 

computational time. 

 

Figure 14: Correlation between the maximum mesh element size to model simulation time and the relation of the 
combined error in the simulation of hydrogen loading in the material and material temperature to simulation time for 
meshes with maximum element size 1-3-5-7-9 mm. 

4.2. Material comparison 
This subsection includes the results obtained in the simulations executed to compare the 

performance of both materials under the conditions described in section 3.4.5, whose aim is to 

choose the most viable material for this implementation. 

First, it should be highlighted that the systems' initial and working conditions were for both 

materials to compare their performance. With the conditions described in section 3.4.5. of this 

project, no adsorption occurred in the magnesium hydride during the first 5000 seconds of the 

simulation. This result is a consequence of the two points described below: 

• The enthalpy of formation of the reaction is almost three times higher than that of 

lanthanum nickel. Analysing the Van't Hoff equation, this value directly affects the 

equilibrium pressure at which adsorption starts. This high equilibrium pressure implies 

that it is necessary to preheat the material to decrease the adsorption equilibrium 

pressure and trigger this process, as seen in the literature cases exposed by Bao et al. 

[86] and Chaise et al. [113]. 

• The activation energy of MgH2 is four times higher than that of LaNi5. This characteristic 

implies that the applied energy for the reaction to take place is almost four times higher 

for each mole. 

These two factors meant that hydrogen adsorption on MgH2 did not occur, and the only 

alternative was to preheat the tank or choose LaNi5. Finally, LaNi5 was the adsorbent selected 

to increase the overall system performance and avoid a more energy-intensive system due to 

the mandatory preheat. As these previously mentioned points also affect hydrogen desorption, 

installing magnesium hydride would make this process energetically very costly and unfeasible 

for the chosen application. For this reason, LaNi5 is the adsorbent material used in this project. 
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4.3. Design results of alternative geometries 
This segment shows the results obtained in the simulation of the hydrogen adsorption and 

desorption of the designs presented in section 3.4. The present section is divided into the results 

obtained in the alternative geometries for the adsorption process and the desorption result of 

the selected geometry due to the adsorption performance. The simulation of all possible 

desorption scenarios was omitted, as better adsorption kinetic implies more favourable 

desorption. Therefore, this allows us to save computational capacity and accelerate the 

obtaining results process. Unfortunately, the adsorption simulations of geometries 7, 8, 11, and 

15 could not be computed due to a memory limitation in the cluster where the models run. 

However, their performance can be inferred by analysing the results of the rest of the models. 

Therefore, this section discussed the expected performance and whether they would be viable 

for this implementation. 

4.3.1.  Adsorption 
This subsegment presents the results obtained in the simulation of the alternative geometries 

for the adsorption process. The results study leads to the selected design proposed as this 

project solution. The analysis of the model solutions can be divided into two phases. The first 

one compares the performance of the models themselves. The second part discusses the 

conclusions derived from evaluating the modifications applied to the adsorbent shape, cooling 

system and aspect ratio. 

 

Figure 15: Comparison of the average hydrogen saturation level during the tank filling process in the adsorbent in the 
twelve geometries simulated in this project. The hydrogen loading in the material ranges from zero to one, where zero 
means that the adsorbent is empty, and one means that the adsorbent is fully saturated. The geometries represented 
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are a) Geometry 1-black squares with white filling, b) Geometry 2-green squares with white filling, c) Geometry 3-red 
squares with white filling, d) Geometry 4-blue squares with white filling, e) Geometry 5-cyan squares with white filling, 
f) Geometry 6-pink squares with white filling, g) Geometry 9-black squares with yellow filling, h) Geometry 10-green 
squares, i) Geometry 12-blue squares, j) Geometry 13-cyan squares k) Geometry 14-pink squares, l) Geometry 16-cyan 
squares with black filling. 

As expected in Figure 15, these smaller tanks have lower filling times. This decrement is because 

the inlet was standardised for the alternative designs. Therefore, the entering mass flow is equal, 

and the total saturation of the adsorbent is lower due to the larger tank volume. This statement 

has the exception of geometry 14, which, despite being designed to be positioned vertically and 

consequently having a smaller size, takes the longest to complete the saturation of the 

adsorbent. This case is due to the combination of higher kinetics in the initial filling stages and 

more adsorbent volume, causing the adsorbent to release considerably more heat than the 

geometry that does not install the external jacket. Subsequently, this scenario slows down the 

adsorption of hydrogen due to the increase in temperature in the tank, which raises the total 

filling time of the tank compared to the geometry that does not install the external jacket, 

reaching the extreme case of having a filling time up to 3 times longer (comparison of geometry 

5 and 14). Then, the plots shown in Figure 15 illustrate that the design proposed for vertical 

positioning in the container, which has the shortest filling time, is number two. While number 

16 is the one that takes the shortest time and is positioned horizontally in the tank. 

 

Figure 16: Comparison of the mass of hydrogen in the tank during the charging process of the tank in the adsorbent 
in the eleven geometries simulated in this project. The initial mass in the tank is different due to the volume not 
occupied by the adsorbent in each geometry. The final square indicates the total amount of hydrogen stored in the 
tank. The eleven geometries represented are a) Geometry 1-black squares with white filling, b) Geometry 2-green 
squares with white filling, c) Geometry 3-red squares with white filling, d) Geometry 4-blue squares with white filling, 
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e) Geometry 5-cyan squares with white filling, f) Geometry 6-pink squares with white filling, g) Geometry 9-black 
squares with yellow filling, h) Geometry 10-green squares, i) Geometry 12-blue squares, j) Geometry 13-cyan squares 
k) Geometry 14-pink squares, l) Geometry 16-cyan squares with black filling. 

The results plotted in Figure 16 show a linear relationship between the adsorbent volume and 

the hydrogen mass stored, independently of the shape. Therefore, we can affirm that the 

adsorbent shape influences the kinetics of the process but not its total capacity, which is related 

to the total volume of the material. Design two has the lowest hydrogen storage capacity, and 

design three has the highest capacity, 23,168 and 242.82 kg. However, we can infer without 

having the results that geometry 7 and 15 would have the highest hydrogen capacity as they 

have the highest adsorbent volume. The ratio between the amount of hydrogen stored is equal 

to the ratio between the volume of adsorbent in both tanks.  

 

Figure 17: Comparison of the adsorbent temperature during the charging process of the tank for the eleven geometries 
simulated in this project. The initial temperature for all the scenarios is 293.15K. The final square indicates the 
adsorbent temperature at the end of the adsorption. The eleven geometries represented are a) Geometry 1-black 
squares with white filling, b) Geometry 2-green squares with white filling, c) Geometry 3-red squares with white filling, 
d) Geometry 4-blue squares with white filling, e) Geometry 5-cyan squares with white filling, f) Geometry 6-pink 
squares with white filling, g) Geometry 9-black squares with yellow filling, h) Geometry 10-green squares, i) Geometry 
12-blue squares, j) Geometry 13-cyan squares k) Geometry 14-pink squares, l) Geometry 16-cyan squares with black 
filling. 

Figure 17 shows the evolution of the adsorbent temperature during the hydrogen adsorption 

process. First, this plot shows that the final material temperature of Geometry 3 is the highest 

of all simulated scenarios, as it stores the maximum hydrogen amount. This maximal hydrogen 

adsorption implies that it generates a superior amount of heat. Furthermore, by analysing the 

behaviour of the different models, two points can be highlighted to improve the design 
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performance. First, if we compare two homologous geometries with and without an external 

jacket (geometry 3 and 10), we can observe how the installation of the jacket accelerates 

reaction kinetics. Although, despite the installation of an extra cooling system, the maximum 

temperature reached is higher due to the faster adsorption. Second, if we want to analyse the 

impact of the external jacket on larger tanks' performance, geometries 3 and 16 should be 

observed. After 40 seconds of filling, it can be seen in Figure 15 that the hydrogen load in the 

adsorbent is higher in geometry 16 by approximately 10%. Next, looking at Figure 16 at this 

instant, it can be observed that the amount of mass inside the tank is similar. However, in Figure 

17, the adsorbent temperature is approximately 10 K lower in the model that installs the jacket. 

Therefore, by combining the information obtained with these scenarios comparison, it can be 

inferred that the influence of the external refrigeration in small tanks could be counter-

productive due to the increment in the heat generation by hydrogen adsorption. Even though, 

in larger tanks, the installation of this cooling method could considerably reduce the 

temperature of the material, making the increment temperature of the material 41.3% smaller. 

 

Figure 18: Comparison of the hydrogen temperature during the charging process of the tank for the eleven geometries 
simulated in this project. The initial temperature for all the scenarios is 303K. The final square indicates the hydrogen 
temperature at the end of the adsorption. The eleven geometries represented are a) Geometry 1-black squares with 
white filling, b) Geometry 2-green squares with white filling, c) Geometry 3-red squares with white filling, d) Geometry 
4-blue squares with white filling, e) Geometry 5-cyan squares with white filling, f) Geometry 6-pink squares with white 
filling, g) Geometry 9-black squares with yellow filling, h) Geometry 10-green squares, i) Geometry 12-blue squares, j) 
Geometry 13-cyan squares k) Geometry 14-pink squares, l) Geometry 16-cyan squares with black filling. 

In illustration 18, the highest temperature reached in hydrogen is in model 14. Comparing this 

geometry with its counterpart that does not install an external jacket, the only difference 
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between geometry 6 and 14 is the speed at which this reaction is given. Therefore, we can state 

that the heat transfer from the material to the gas greatly influences the gas temperature, 

doubling in this comparison, the temperature increase in the gas. Additionally, if we analyse the 

pairs of analogous designs with different diameters, a higher increase in hydrogen temperature 

is observed in these layouts with a smaller diameter for the small length designs, as the gas 

available volume is smaller. However, in the larger tanks, the difference in the final gas 

temperature is imperceptible, as is the case in geometry 3 and 4. 

Then, the selected geometry is number three as it has the highest hydrogen capacity, the filling 

time is low, the round trip efficiency is higher than its homologous that installs an external jacket, 

its adsorbent shape improves the desorption kinetics compared to Geometry number seven, 

and this geometry allows doubling the number of installed tanks in the container compared to 

its homologous design which installs external refrigeration due to the space constraints. 

To conclude this segment, we dive into how each modification affects the tank's performance. 

First, if we analyse the shape of the adsorbent, as expected, cylindrical adsorbent has a higher 

capacity and slower kinetics since the torus stack of adsorbents has more contact surface. On 

average, on cylindrical reactors, we see an increment in the hydrogen capacity of 31% and the 

adsorption process was 55% slower. Additionally, it was observed that the final saturation on 

the cylindrical adsorbent was more lagging due to inferior surface contact with the gas. 

Therefore, equalling the adsorbent volume, a stack of torus adsorbents performs better than a 

cylindrical host. Second, analysing the results obtained for homologous layouts with different 

Aspect ratios (AR), the same behaviour described in the literature is observed, where designs 

with higher AR have a faster adsorption process [125]. Third, the external jacket installation has 

been shown to accelerate the kinetics in the early stages of adsorption reaction. However, this 

increase in the rate of hydrogen load in the adsorbent can slow down the adsorption process 

due to the heat generated in this exothermic process. In addition, a more significant influence 

of this system on the system's temperature has been observed in larger tanks. Although, this 

technique would reduce the overall efficiency of the assembly and its weight capacity to store 

hydrogen due to the mass added to the system. 

4.3.2. Desorption 
This section presents the results obtained in the desorption process for geometry 3, shown in 

Annex A, under the conditions listed in section 3.2.6. Desorption configuration. 
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Figure 19: Hydrogen load during the desorption process for geometry three under the conditions described in section 
3.2.6. for 3500 seconds. The red line represents the average hydrogen concentration in the adsorbent. 

Figure 19 illustrates the hydrogen load on the host during the desorption process. It can be seen 

in this plot how the hydrogen release during the first 250 seconds is fast, being gradually slowed 

down by the adsorbent temperature decrease to be stabilised later at a hydrogen load of 0.136. 

The steady state is achieved at 1870 seconds of the simulation. If this value is compared with 

the validation scenario, this design discharges 14.47% more than the verification model. This 

superior desorption value is a consequence of the preheating system and the higher AR of the 

selected layout, thus improving the kinetics of the reaction. Then, the hydrogen mass extracted 

from the tank is 210.91 kg and takes 5840.02 seconds to release. 
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Figure 20: Hydrogen and adsorbent temperatures during the desorption process for geometry three under the 
conditions described in section 3.2.6. for 3500 seconds. The red line represents the hydrogen temperature in the tank, 
and the black line illustrates the average adsorbent temperature in the material. Both domains have an initial 
temperature of 297K. 

Figure 20 shows the hydrogen and adsorbent temperature evolution in the hydrogen release 

process. Both temperatures drop drastically in the first 100 seconds due to the abrupt hydrogen 

desorption that requires a large amount of energy to be produced and the compression of 

hydrogen that occurs after the expulsion of hydrogen from the adsorbent and its displacement 

to the free volume occupied by the rest of the hydrogen. Once the first decrease in gas 

temperature has occurred, the temperature decrement is almost linear. This trend is observed 

by the compensation of the hydrogen removal and the hydrogen leaving the adsorbent. The 

material cools down due to the energy requirement for hydrogen desorption. 

4.4. Comparison with current solutions 
After studying the solutions mentioned in section 1.3, the most similar and the one whose 

comparison would be logical due to its target niche, implementation, boundary conditions, and 

design would be the solution installed in the H2 Barge 1 prototype. First, this prototype stores 

450 kg of hydrogen per container compressed at 300 bar [159]. Then, looking at the simulated 

geometries, this hydrogen capacity per container can be improved considering the container 

volume restrictions. However, this solution would exceed the maximum container load. With 

the use of Lanthanum nickel as an adsorbent, it would not be possible to improve the H2 Barge 

1 solution without exceeding the maximal container load, i.e. we can state that in the same 

volume, the system designed in this project would store more hydrogen, but the total weight 

would be higher. Hence, to achieve the 450 kg of stored hydrogen with a maximum container 

load of 26740 kg, the adsorbent capacity should be doubled, or the adsorbent density should be 

reduced to half. 

Second, comparing the efficiency of both solutions, it is known from the literature that the 

efficiency of compressed hydrogen storage systems is between 90-84.5% for systems at 200-800 

bar[158]. Therefore, compared with the result obtained following the methodology proposed in 

section 3.5, the proposed solution efficiency is 44.3%. The inability of the adsorbent to release 

all of the hydrogen stored reduces the system's overall efficiency. 
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Chapter 5: Ideal gas simplification influence 
This section focuses on the impact of the non-ideal gas model for hydrogen on the main variables 

influencing the solid hydrogen storage simulation. This chapter covers the code methodology 

used for this analysis and the results obtained. This estimation has been added as an extra 

chapter to the project because it is considered a point neglected in the literature that could have 

a remarkable impact on the storage model. However, solid hydrogen storage with a non-ideal 

gas behaviour could not be accomplished as a new model was required, and no time was 

available to develop it. 

5.1. Methodology 
This section sets out the code used to study how the ideal gas simplification impacts the 

parameters that influence the solid hydrogen model. For this purpose, we research how this 

simplification affects Cp, Cv, internal energy, isentropic exponent and mass flow. The working 

conditions and design parameters used in this section replicate the set-up studied by Bao et al. 

[86]. Matlab®[159] and CoolPROP® [160] are used for this analysis. 

5.1.1. Cp, Cv and isentropic exponent analysis 
First, to study the ideal gas assumption impact on Cv and Cp, a Matlab loop was performed with 

an initial temperature of 300K and increasing up to 700K, as this is the most common range of 

operation of the adsorbent materials. Additionally, three different pressures were defined to 

study how real gas behaviour changes under rising pressure. Next, for the ideal gas scenario, Cp 

and Cv were chosen as CoolProp reference values and compared with the values extracted from 

CoolProp by fixing five increasing pressures (0.1, 10, 30, 60, and 90MPa) and including the 

temperature increase from 300 to 700K. Moreover, to compute these scenarios, the command 

py.CoolProp.CoolProp. in Matlab was used to access CoolProp through a Python library, as 

CoolProp and Matlab do not have a direct link. 

Second, how ideal gas simplification affects the isentropic exponent is analysed. Ideal gases only 

have one isentropic exponent due to the assumption nature. Although real gases have three 

isentropic exponent forms, these are corrected values of the isentropic exponent based on the 

gas behaviour. The isentropic exponent used in this project is 𝛾𝑃𝑣.  𝛾𝑃𝑣 is a corrected isentropic 

exponent in the Pv diagram [161]. This isentropic exponent is rectified in low-density gases, such 

as hydrogen, which are much more compressible than other fluids with higher density [161]. 

Moreover, the 𝛾𝑃𝑣derivation can be found in the Nederstigt, P. [161] report. 

The isentropic exponent for the ideal gas assumption is calculated as the ratio between the 

reference state Cp and Cv (equation 23).  

𝛾𝑃𝑣 =
𝐶𝑃

𝐶𝑣
 

(23) 

Then, the 𝛾𝑃𝑣using the Peng-Robinson equation of state is obtained by a Matlab loop ranging 

from 300-670K. This temperature range and the reference model working conditions define the 

hydrogen pressure using the Peng-Robinson EOS. Finally, the 𝛾𝑃𝑣 value is computed by the 

isentropic exponent definition, see equation 24. 

𝛾𝑃𝑣 = −
𝑣𝑚𝑜𝑐

𝑃

𝐶𝜌

𝐶𝑣
(

𝜕𝑃

𝜕𝑣
)

𝑇
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(24) 

where 𝑣𝑚𝑜𝑐is the molecular volume [m3mol-1]. 

Moreover, a second definition calculates the 𝛾𝑃𝑣 value from CoolPROP data. This equation 

depends on gas state definition variables, which can be obtained from CoolPROP. Then, the 

compressibility factor derivative is approximated to the quotient between increments to 

calculate the 𝛾𝑃𝑣 value. Finally, the isentropic exponent is calculated by extracting the 

compressibility factor at the defined temperatures at constant pressure and volume from 

CoolPROP. 

𝛾𝑃𝑣 =
𝐶𝜌

𝐶𝑣
[
𝑍 + 𝑇 (

𝜕𝑍
𝜕𝑇

)
𝑃

𝑍 + 𝑇 (
𝜕𝑍
𝜕𝑇

)
𝑣

]  

(25) 

being 𝑍 the compressibility factor [-]. 

5.1.2. Internal energy analysis 

This section presents a Matlab code executed to analyse the implicit error obtained by 

calculating the hydrogen temperature through the internal energy under the ideal gas 

assumption. The run loop started at 2701∙106 J kg-1 as the initial internal energy value and had a 

maximum of 6300∙106 J kg-1. 

First, the CoolProp Cv reference state was used to calculate the temperature, assuming hydrogen 

as an ideal gas to equal the initial state of the comparison and avoid mismatches at the reference 

state that can induce errors in the results. Then, equation 8 computed the hydrogen 

temperature. In this way, the temperature obtained with this simplification is calculated for 

different values of the internal energy, replicating what executes the model. 

Second, the internal energy definition and the Peng-Robinson EOS calculate the hydrogen 

temperature by looping the internal energy and the reference model working parameters. 

Finally, the following equation allows us to obtain the temperature using internal energy as the 

only variable.  

𝑑𝑢 = 𝐶𝑣 𝑑𝑇 − [𝑃 − 𝑇 (
𝜕𝑃

𝜕𝑇
)

𝑉
] 𝑑𝑉 

(26) 

𝐴 = (𝑎2𝑀2 atan (
𝑏 𝑀 + 𝑉

√2 𝑏 𝑀
))

2

 

(27) 

𝐵 = 2√2 𝑎 𝐶𝑣𝑀 atan (
𝑏 𝑀 + 𝑉

√2 𝑏 𝑀
) 

(28) 

𝑇1 =
𝐴 𝑘4

𝑏2𝑇𝑐𝑟𝑖𝑡
+

2 𝐴 𝑘3

𝑏2𝑇𝑐𝑟𝑖𝑡
+

𝐴 𝑘2

𝑏2𝑇𝑐𝑟𝑖𝑡
+ 

𝐵 𝑘2

𝑏
+

2 𝐵 𝑘

𝑏
+ 4 (𝑢 − 𝑢0) 𝐶𝑣 + 𝐶𝑣

2𝑇0 + 
𝐵

𝑏
 

(29) 
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𝑇2 = 𝑇1
2 

(30) 

𝑇3 =
8𝐶𝑣

2

𝑏
(

𝐴 𝑘4

𝑏2 +
2 𝐴 𝑘3

𝑏2 +
3 𝐴 𝑘4

𝑏2 +
𝐵 (𝑢 − 𝑢0)

𝑏
+

𝐵 𝑇0 

𝑏
+

2 𝐴 𝑘3

𝑏2 +
2 𝐵 𝑘 (𝑢 − 𝑢0)

𝑏
+

2 𝐵 𝑇0 

𝑏

+ 2 (𝑢 − 𝑢0)2  + 2 𝐶𝑣
2𝑇0 +

𝐴

𝑏2 + 4 (𝑢 − 𝑢0) 𝐶𝑣𝑇0 +
𝐵 (𝑢 − 𝑢0)

𝑏
+ 𝐶𝑣 𝑇0 𝐵 ) 

(31) 

𝑇 =
𝑇1 − √𝑇2 − 𝑇3

𝑇4
 

(32) 

where 𝑎 is the Peng-Robinson value, 𝑏 is a Peng-Robinson parameter, 𝑘 is the substance 

constant characteristic, 𝑢 is the internal energy [J kg-1], 𝑇 is the hydrogen temperature[K], and 

𝑢0is the reference state internal energy [J kg-1]. 

Being a defined as: 𝑎 = 0.45724
𝑅2 𝑇𝑐

2

𝑃𝑐
 [kg m4s-2mol-2]. 

where 𝑇𝑐𝑟𝑖𝑡 is the hydrogen critical temperature [K] and 𝑃𝑐𝑟𝑖𝑡 is the hydrogen critical pressure 

[Pa]. 

Then, b is calculated using the following equation:  

𝑏 = 0.7780
𝑅 𝑇𝑐 

𝑃𝑐
 [ m3s-1mol-1]. 

Finally, the k is defined as: 𝑘 = 0,37464 + 1,54226ω − 0,26992𝜔2. Where ω is the acentric 

factor. 

Third, to obtain the CoolProp temperature value, the PR EOS was used to calculate the gas 

pressure, as this program requires two inputs to compute the temperature. Then, using the 

py.CoolProp.CoolProp. command, the temperature was obtained by inserting the 

predefined internal energy and previously calculated pressure. CoolProp uses Peng-Robinson to 

calculate some properties, so the error induced by this auxiliary calculation using the PR EOS to 

compute the pressure is considered negligible. 

5.1.3. Mass flow comparison 
This final section studies the ideal gas simplification influence on mass flow. This analysis was 

researched using a Matlab loop, which started at the initial tank pressure and went up to the 

reservoir pressure. This code simulated two reservoir pressures of 2.6MPa and 26MPa to analyse 

how this simplification behaved when increasing the pressure. 

First, for the hydrogen filling mass flow calculation as an ideal gas, equations 2 and 3 were used, 

together with the Cp, Cv and 𝛾  calculated in this section. 

Second, to calculate the hydrogen mass flow as a real gas using CoolPROP, the process described 

in segments 5.1.1 and 5.1.2 was repeated to obtain Cp, Cv, and 𝛾𝑃𝑣 using CoolPROP. Then, the 

Nederstigt, P. [161] equation computed the Mach number under the working conditions 

(Equation 33). Its value was restricted to values less than or equal to 1. 
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𝑀𝑎 =
√2 𝑃𝑅 (

𝑃𝑅
𝑃𝑐

)
√−1 𝛾𝑃𝑣⁄ −𝑃𝑐

√𝛾𝑃𝑣 𝑃𝑐 − 𝑃𝑐

 

(33) 

being 𝑀𝑎 the Mach number [-]. 

Finally, the following expression computed the mass flow. The equations shown below were 

derived using the work of Nederstigt, P. [161] as starting point. 

𝑚̇ = 𝐴𝑂𝑟𝑖𝑓 𝜌𝑛 𝑣𝑛 

(34) 

where [161] is the inlet mass flow [kg s-1] and 𝜌𝑛is the hydrogen density at the nozzle [kg m-3], 

defined as: 

𝜌𝑛 =
𝜌𝑅

1 + 𝑀𝑎2  (
𝛾𝑃𝑣 − 1

2
)

1
𝛾𝑃𝑣−1

 

(35) 

Where 𝑣𝑛 is the hydrogen velocity at the nozzle [m s-1]. It is calculated by the following equation: 

𝑣𝑛 =
𝑐0𝑀𝑎2

1 + 𝑀𝑎2 ⋅ (
𝛾𝑃𝑣 − 1

2
) √𝛾𝑃𝑣 + 1

2
√

2
𝛾𝑃𝑣 + 1

 

(36) 

being 𝑐0the stagnation velocity [m s-1], defined as: 

𝑐0 = √
𝛾𝑃𝑣 + 𝑃𝑅

𝜌𝑅
 

(36) 

5.1.4. Matlab code set up 
This segment contains the code configuration used to analyse the influence of the gas definition 

on the different parameters that have a remarkable impact on the model behaviour. 

5.1.4.1. Cp, Cv and isentropic exponent code parameters  
Table 12: Parameters definition for studying the ideal gas assumption impact on the Cp, Cv and isentropic exponent. 

Symbol Value 

Cp ideal gas 14550 J kg-1 K-1 

Cv ideal gas 10330 J kg-1 K-1 

T0 300 K 

Tfinal 700 K 

∆T 7 K 

PR1 0.1 MPa 

PR2 30 MPa 

PR3 90 MPa 
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5.1.4.2. Internal energy  
Table 13: Parameters definition for analysing the ideal gas assumption influence on the internal energy calculation. 

Symbol Value 

w -0.21869 

Tcrit 32.893 K 

Pcrit 1.3 MPa 

R 8.314 J mol-1 K-1 

M 0.002 kg mol-1 

T0 298.15 K 

Cv ideal gas 10330 J kg-1 K-1 

u0 2701.3 MJ kg-1 

uf 6300 MJ kg-1 

V 12 · 10-5 m3 

 

5.1.4.3. Mass flow 
Table 14: Parameters definition for studying the ideal gas assumption influence on the inlet hydrogen mass flow. 

Symbol Value 

w -0.21869 

Tcrit 32.893 K 

Pcrit 1.3 MPa 

R 8.314 J mol-1 K-1 

M 0.002 kg mol-1 

Cp ideal gas 14550 J kg-1 K-1 

Cv ideal gas 10330 J kg-1 K-1 

TR 297 K 

PR1 2.6 MPa 

PR2 26 MPa 

P0 0.13 MPa 

∆P 0.001 MPa 

V 0.11 m3 

 

5.2. Results 
This section compares the results obtained for the previously mentioned variables under the 

assumption of hydrogen as a real and an ideal gas under the defined working conditions. The 

methodology followed for this study is described in subsection 5.1. The results' presentation has 

been divided into three fields. These are the thermodynamic properties of the gas, internal 

energy and mass flow. The reference results for the error percentages and the most accurate 

values are the data extracted from CoolPROP. 

5.2.1. Cp, Cv and isentropic exponent results 
This section presents the results obtained from the Matlab code that compares the gas heat 

properties behaviour under working conditions for an ideal and non-ideal gas. 
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Figure 21: Comparison between the Cp results assuming ideal gas (black line) and the results obtained by the real gas 
definition code described in Chapter 5. For the cases of a) hydrogen pressure of 0.1MPa and a temperature range of 
300-700K - blue dotted line, b) hydrogen pressure of 10MPa and a temperature range of 300-700K - yellow dotted 
line, c)hydrogen pressure of 30MPa and a temperature range of 300-700K - purple dotted line, d) hydrogen pressure 
of 60MPa and a temperature range of 300-700K - green dotted line, and e)hydrogen pressure of 90MPa and a 
temperature range of 300-700K - cyan dotted line. 

Figure 21 shows Cp behaviour by comparing non-ideal and ideal gas models. This figure includes 

six lines: the constant Cp value depicted in black shows the ideal gas scenario, and the rest 

considers real gas behaviour at increasing pressures ranging from 0.1-90MPa and evolving from 

300-700K. For the real gas scenarios, the Cp value increases with pressure and decreases with 

temperature for pressures above 30 MPa, while it increases with temperature for values of 0.1 

and 10 MPa. The error in the Cp when considering hydrogen as an ideal gas for these scenarios 

analyzed is less than 3.5%.  
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Figure 22: Comparison between the Cv results assuming ideal gas (black line) and the results obtained by the real gas 
definition code described in Chapter 5. For the cases of a) hydrogen pressure of 0.1MPa and a temperature range of 
300-700K - blue dotted line, b) hydrogen pressure of 10MPa and a temperature range of 300-700K - yellow dotted 
line, c)hydrogen pressure of 30MPa and a temperature range of 300-700K - purple dotted line, d) hydrogen pressure 
of 60MPa and a temperature range of 300-700K - green dotted line, and e)hydrogen pressure of 90MPa and a 
temperature range of 300-700K - cyan dotted line. 

Figure 22 represents the Cv error due to assuming hydrogen as an ideal gas. This illustration 

contains six curves, where the black line represents the ideal gas assumption with a constant Cv 

value, and the remaining curves depict hydrogen as a real gas under varying pressures from 0.1 

to 90 MPa and temperatures increasing from 300 to 700 K. As for Cp, in the case of the real gas 

scenarios, the Cv value shows an upward trend with increasing pressure and a downward trend 

with increasing temperature for pressures exceeding 30 MPa. However, the Cv value increases 

at rising temperatures for pressures of 0.1 and 10 MPa. In this case, the maximum error of this 

simplification for the collected plots is less than 5%. 

Figure 23 illustrates the gamma behaviour of hydrogen as an ideal gas and real gas at three 

pressures (0.1, 30 and 90 MPa). The difference between the real and ideal gas results is 

negligible for 0.1 MPa result and increases with rising temperature. However, as the pressure 

increases, this difference increments and this error decreases as the hydrogen temperature 

increases, showing the opposite behaviour to the lower-pressure results. Therefore, for 

adsorbents working at temperatures close to room temperature and high pressures, the error 

induced by this simplification for computing gamma could be close to 37%. Moreover, a good 

correlation is observed between the results obtained using the EOS PR and the experimental 

data extracted from CoolPROP. 
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Figure 23: Comparison between the values of the isentropic exponent corrected for pressure and volume assuming 
that this is an ideal gas (black line) and the results obtained by the code described in chapter 5, for the cases of a) 
hydrogen pressure of 0.1MPa and a temperature range of 300-700K, computed by PR EOS - blue line, b)  hydrogen 
pressure of 0.1MPa and a temperature range of 300-700K, computed by CoolProp- blue line and dots, c) hydrogen 
pressure of 30MPa and a temperature range of 300-700K, computed by PR EOS - purple line, d)  hydrogen pressure of 
30MPa and a temperature range of 300-700K, computed by CoolProp- purple line and dots, e) hydrogen pressure of 
90MPa and a temperature range of 300-700K, computed by PR EOS - green line, and f)  hydrogen pressure of 90MPa 
and a temperature range of 300-700K, computed by CoolProp- blue line and dots. 

5.2.2. Internal energy 
This section exposes the results obtained by computing the temperature of hydrogen through 

its internal energy, assuming that it is an ideal and real gas. 
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Figure 24: Hydrogen temperature results using the internal energy of hydrogen, considering the following scenarios: 
a) ideal gas - blue dotted line, b) real gas calculated using PR EOS- green dotted line, and c) real gas computed by 
CoolProp-purple dotted line. 

Figure 24 contains three scenarios. They represent hydrogen as an ideal and real gas (the PR EOS 

and CoolPROP were used to calculate the real gas temperature). The results obtained using the 

PR EOS and CoolPROP highly converge. These methods' results difference was close to 0.1%. 

However, the ideal gas result had an error of up to 13% compared to non-ideal gas results, and 

this difference is approximately constant for all the temperature ranges. 

5.2.3. Mass flow 
This section presents the results obtained from the simulation run with a Matlab code that 

compares the mass flows assuming hydrogen as an ideal and real gas using different 

methodologies. In this simulation, the error of computing the hydrogen temperature by the 

internal energy is not included, as the code did not simulate the heat transfer module, only the 

mass flow equation. 
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Figure 25: Mass flow results in reference to the pressure ratio, considering the following scenarios: a) ideal gas at 2.6 
MPa - blue line, b) real gas calculated using PR EOS at 2.6 MPa- green line, c) real gas computed by CoolProp at 2.6 
MPa-purple line, e) ideal gas at 26 MPa - blue dots, f) real gas calculated using PR EOS at 26 MPa- green dots, and g) 
real gas computed by CoolProp at 26 MPa-purple dots. 

This figure shows the hydrogen mass flow entering the tank as a function of the given pressure 

ratio between the tank and the reservoir pressure. This figure shows two cases for filling 

pressures at 2.6 and 26MPa using three alternatives for calculating the hydrogen properties. 

Then, two approaches define real gas scenarios, using CoolPROP and combining CoolPROP and 

the Peng-Robinson EOS. 

First, at a reservoir pressure of 2.6MPa, it is observed that the results obtained for the two real 

gas variants are exceptionally close, with a maximum difference between the two values of 1%. 

However, if we compare the results obtained with the ideal gas simplification, the error 

increases to 5%.  

Second, for the 26MPa pressure, there is a noticeable difference between the three scenarios, 

with the ideal gas being the furthest away from the CoolPROP. There is a maximal error close to 

10.84%. In contrast, the Peng-Robinson EOS gives a more accurate result, with a maximum error 

of 5.2%. 



 

56 
 

Chapter 6: Conclusions 
This section summarises the critical results obtained in this project, connects the findings of 

chapters four and five, highlights this project's key findings, and includes the limitations of this 

work. This segment elaborates on the results and conclusions drawn in each section in the order 

presented in this report. 

First, the validation model analysis proved that the hydrogen non-flow simplification in the tank 

gives good results, closely matching other models and experimental data. This project employs 

an equation that simulates the reaction kinetics without adapting it to experimental data to 

ensure accuracy. Therefore, it can be expected that the results obtained by the Jemni et al. [150] 

model would be closer to experimental data than the one presented in this report, as they use 

a semi-empirical equation fitted for lanthanum nickel at the specific working condition in their 

project. The sharper behaviour observed in the reaction on the validation results could be a 

consequence of either the non-flow simplification, the use of a different kinetics reaction 

equation, or both. Although, the hydrogen load behaviour of the Jemni et al. [150] model is 

closer to the experiment, the final adsorbent saturation and emptying time results given by our 

model are more accurate than the Jemni et al. model [150]. Therefore, we can expect lower 

reaction kinetics in a future prototype compared to the model speed reaction. Upon analyzing 

the meshing for the validation scenario, it was observed that larger meshes proved to have more 

accurate results than smaller meshes. This unexpected mesh result could be because, for inferior 

mesh sizes, the transition between the quadratic grid and the triangular mesh reduces the local 

mesh quality, decreasing the results' accuracy. As described in section 3.2, all the parameters 

which described the fitting were higher for the cases of a lower mesh size. 

Second, this project has been limited by the materials available to be simulated as adsorbent. 

As discussed in section 4.2, MgH2 cannot be implemented under similar working conditions to 

other hydrogen storage methods, as it requires preheating to trigger the hydrogen adsorption, 

making the system significantly more energy intense and hinders its subsequent desorption. 

Furthermore, as discussed in section 4.3, the LaNi5 use may not improve compressed hydrogen 

within a maximum mass limit container. However, by only considering the volume restriction, 

the proposed solution can potentially store up to 841 kg, doubling the amount of hydrogen 

stored at 300 bar by the H2 Barge 1 prototype. Therefore, to improve the current solutions using 

the geometry three described in this project, a material would be required which, with all other 

parameters equal to LaNi5, would have half the density or double the capacity. Nevertheless, it 

has been demonstrated that it is possible to design systems in working conditions similar to 

compressed hydrogen that improve this solution. 

Third, the simulation of the alternative geometries designed in this project has made it possible 

to research the influence of combining internal and external cooling systems, the shape of the 

adsorbent and the tank AR. Summarizing the external jacket's impact on the tank performance, 

the following observations can be highlighted: The installation of this cooling technique has 

improved the adsorption rate of hydrogen in the material in the early stages of this process, 

however, in some configurations, it has been marked that this improvement in the adsorption 

rate has led to a higher heat release, which has increased the system's temperature and slowed 

down its saturation reaction, this consideration was not found in literature; in addition, it has 

been observed that the external jacket has a superior impact on system temperature in designs 

with a higher AR and larger size; next, continuing with the adsorbent shape, it was observed that 

reactors with a larger surface area had faster reaction kinetics, in agreement with the literature 
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review findings of chapter two of this report; it was also noticed that the adsorbent volume is 

the main factor that determines the total amount of hydrogen stored; finally, it was confirmed 

that designs with a higher AR performed better than those with a lower AR, again in line with 

the papers reviewed during this project. 

Fourth, after comparing the total efficiency of the system designed in this project and the 

solution installed in H2 Barge 1, it was observed that the solid hydrogen efficiency is considerably 

lower compared to compressed hydrogen. In both the verification scenarios and simulation of 

the proposed final solution, a considerable amount of hydrogen, 24% and 13%, respectively, 

remain in the adsorbent. Therefore, reducing the percentage of hydrogen that is not desorbed 

would notably improve this efficiency. Equation 24 suggests that more mass extracted from the 

tank is translated into an increase in the efficiency. 

Examining the results obtained in the analysis that studied the impact of simplifying hydrogen 

as an ideal gas on the variables with the most significant impact on the model, it is observed that 

there is indeed an error in this simplification as this assumption induces an error in the 

computation of variables such as the internal energy and the mass flow entering into the system. 

However, in the verification process, we have seen how the models presented in this project 

and by Jemni et al. [150] have accurate results, and both models include this simplification. 

Therefore, it suggests that the integrated ideal gas model would give better results than the 

separate variables due to the cancellation of errors. This cancellation could happen because 

obtaining a higher mass hydrogen flow implies a higher mass of hydrogen inside the tank. 

Furthermore, as seen in section 5.2.2, the hydrogen temperature was underestimated under the 

ideal gas simplification, as the ideal gas internal energy is inferior to the real gas internal energy 

at the same temperature. Hence, this increase in temperature and the mass decrease would 

make the error in calculating the gas pressure smaller for the non-ideal gas scenario. However, 

we do not know only by calculating the impact of this simplification on these variables how this 

temperature increase would affect the hydrogen adsorption and whether this pressure error 

would compensate for the error induced in the gas adsorption. Therefore, a complete model is 

needed to know how this assumption would affect the model's behaviour. Even though the 

evidence suggests that the impact of this assumption is minimal, the models accurately fit the 

experimental data. Additionally, the modelling error in the literature is smaller than the addition 

of the variables error obtained in Chapter 5. 

To summarize, this project demonstrated that solid hydrogen storage is a viable alternative to 

other storage methods, with similar working conditions and significantly lower pressures. 

However, more research is needed to determine the thermal properties of the adsorbents. As 

mentioned in section 2.1.2.1, research on these materials have focused more on variables 

related to their capacity and working conditions instead of their definition to integrate them into 

system modelling, limiting the simulation alternatives. Furthermore, the design of these tanks 

has shown that the available contact surface between the absorbent and hydrogen is a vital 

parameter for improving the system's performance. Also, combining internal and external 

cooling techniques has proven to significantly improve system performance, although both 

techniques' integration could be counterproductive for smaller tanks. Next, it was assessed that 

a higher AR improved the tank's performance. Lastly, the simplification of hydrogen as an ideal 

gas has been studied, noting that its impact is considerable in variables such as the inlet mass 

flow and gas internal energy in the tank. Even though the total error observed in these variables 

seems to be higher than the one obtained when comparing experimental data with ideal gas 
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models, this could be due to the errors obtained using this simplification cancelling each other 

out, improving the final accuracy of the model. 

Chapter 7: Limitations and Outlook 
This chapter covers the different limitations of this project and some research lines that could 

be covered in the future using this project as a reference. This project should be understood as 

an initial phase of the potential tangibility of the proposed storage system. Next, the limitations 

observed in this project are: 

1. Despite having a first approximation of how the ideal gas simplification affects the 

model variables, it is considered that a complete non-ideal solid hydrogen model is 

required to research the impact of this simplification on the results, even though there 

is a good correlation between the literature modelling and the experimental data. Ideal 

gas models have an error inferior to the addition of the variable error computed in 

section five. Therefore, the increment in computational cost and complexity of a real 

gas model could be unworthy, but we do not have enough information to state this. 

2. It is considered that a more detailed exergy analysis could add value to the model, as it 

could optimize these variables that have the most significant impact on the system's 

performance and efficiently increase the overall system efficiency.  

3. As mentioned at the beginning of this section, this model is considered an initial 

modelling approximation that allows one to analyze the system's behaviour and extract 

useful information to compare its performance with its competitors. Moreover, tests on 

physical prototypes would be necessary to prove that there would not be any problem 

in the operation of the system. 

4. Research on the required adsorbent parameters for their integration in system 

modelling can add value to the existing knowledge, as the literature mainly focuses on 

improving the adsorbent performance, and there is not enough information to model 

them. The properties required for their modelling are enthalpy of formation, the 

entropy of formation, activation energy for the adsorption and desorption, activation 

rate for the adsorption and desorption process, porosity, density, effective thermal 

conductivity and specific heat capacity. 

5. After solving the layouts proposed in this project, it was observed that the memory 

required for the execution of these models is the main limitation found for their 

simulation despite having access to a supercomputer. The evidence suggested that the 

meshing initial properties definition was the process that saturated the hardware 

memory. Therefore, model meshing development would add extra value as this 

optimization would allow us to simulate more complex systems and research their 

performance.  

6. This model ideally assumes that the hydrogen and refrigerant inlet conditions in the 

different tanks integrated into the container are equal and constant. Therefore, a more 

in-depth analysis is required to study the influence of the tanks on each other to 

simulate the performance of the tank farm more accurately as a modular storage unit.   
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Annex A 
This annexe details each geometry studied in this project, specifying the value of the 

parameterised variables mentioned in subsection 3.4. Proposed designs definition, in each of 

the configurations. As explained in this segment, the alternative designs were evaluated 

implementing magnesium hydride and lanthanum nickel as adsorbents. The enumeration 

followed in this Annex corresponds to the name given to the attached models. 

Geometry 1 
This layout was designed to be installed vertically in the container, and considering the interior 

volume, 12 tanks could be installed. This geometry has a tank longitude of 1.89m, an external 

radius of 0.47 m, an adsorbent radius of 0.4m, and 9 torus adsorbent. 

 

Figure 26: Geometry 1 section layout. 

Geometry 2 
This tank was created for vertical installation within the container. It is possible to install 12 tanks 

according to the container's interior volume. The tanks in this design have a length of 1.89 

meters, an outer radius of 0.37 meters, an adsorbent radius of 0.3 meters, and 9 torus material 

pieces. 

 

Figure 27: Geometry 2 section configuration. 

Geometry 3 
This design was conceptualized to be installed horizontally in the container, and considering the 

interior volume restrictions, 4 tanks could be employed. This geometry has a tank longitude of 

10.89m, an external radius of 0.47 m, an adsorbent radius of 0.4m, and 54 torus adsorbent. 
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Figure 28: Geometry 3 design concept. 

Geometry 4 
This configuration was designed for a horizontal implementation in the container, and 

considering the container interior volume restrictions, 4 tanks could be employed. This 

geometry has a tank longitude of 10.89m, an external radius of 0.37 m, an adsorbent radius of 

0.3m, and 54 torus material pieces. 

 

Figure 29: Geometry 4 section layout. 

Geometry 5 
This layout was designed to be installed vertically in the container, and considering the interior 

volume, 12 tanks could be installed. This geometry has a tank longitude of 1.89m, an external 

radius of 0.47 m, an adsorbent radius of 0.4m, and a longitude of the hydrogen host of 1.8 m. 

 

Figure 30: Geometry 5 definition 

 

Geometry 6 
This tank was created for vertical installation within the container. It is possible to install 12 tanks 

according to the container's interior volume. The tanks in this design have a length of 1.89 
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meters, an outer radius of 0.37 meters, an adsorbent longitude of 1.8 meters, and a host radius 

of 0.3m. 

 

Figure 31: Geometry 6 layout. 

Geometry 7 
This design was conceptualized to be installed horizontally in the container, and considering the 

interior volume restrictions, 4 tanks could be employed. This geometry has a tank longitude of 

10.89m, an external radius of 0.47 m, an adsorbent radius of 0.4m, and an adsorbent length of 

10.8m. 

 

Figure 32: Geometry 7 section design. 

Geometry 8 
This configuration was designed for a horizontal implementation in the container, and 

considering the container interior volume restrictions, 4 tanks could be employed. This 

geometry has a tank longitude of 10.89m, an external radius of 0.37 m, an adsorbent radius of 

0.3m, and material longitude of 10.8m. 

 

Figure 33: Geometry 8 configuration. 
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Geometry 9 
This layout was designed to be installed vertically in the container, and considering the interior 

volume, 6 tanks could be installed. This geometry has a tank longitude of 1.89m, an external 

radius of 0.57 m, an adsorbent radius of 0.4m, and 9 torus adsorbent. 

 

Figure 34: Geometry 9 section configuration. 

Geometry 10 
This tank was created for vertical installation within the container. It is possible to install 12 tanks 

according to the container's interior volume. The tanks in this design have a length of 1.89 

meters, an outer radius of 0.47 meters, an adsorbent radius of 0.3 meters, and 9 torus material 

pieces. 

 

Figure 35: Geometry 10 layout. 

Geometry 11 
This design was conceptualized to be installed horizontally in the container, and considering the 

interior volume restrictions, 4 tanks could be employed. This geometry has a tank longitude of 

10.89m, an external radius of 0.57 m, an adsorbent radius of 0.4m, and 54 torus adsorbent. 

 

Figure 36: Geometry 11 design concept. 
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Geometry 12 
This configuration was designed for a horizontal implementation in the container, and 

considering the container interior volume restrictions, 4 tanks could be employed. This 

geometry has a tank longitude of 10.89m, an external radius of 0.47 m, an adsorbent radius of 

0.3m, and 54 torus material pieces. 

 

Figure 37: Geometry 12 section layout. 

Geometry 13 
This layout was designed to be installed vertically in the container, and considering the interior 

volume, 6 tanks could be installed. This geometry has a tank longitude of 1.89m, an external 

radius of 0.57 m, an adsorbent radius of 0.4m, and a longitude of the hydrogen host of 1.8 m. 

 

Figure 38: Geometry 13 definition 

Geometry 14 
This tank was created for vertical installation within the container. It is possible to install 12 tanks 

according to the container's interior volume. The tanks in this design have a length of 1.89 

meters, an outer radius of 0.47 meters, an adsorbent longitude of 1.8 meters, and a host radius 

of 0.3m. 
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Figure 39: Geometry 14 layout. 

Geometry 15 
This design was conceptualized to be installed horizontally in the container, and considering the 

interior volume restrictions, 4 tanks could be employed. This geometry has a tank longitude of 

10.89m, an external radius of 0.57 m, an adsorbent radius of 0.4m, and an adsorbent length of 

10.8m. 

 

Figure 40: Geometry 15 section design. 

Geometry 16 
This configuration was designed for a horizontal implementation in the container, and 

considering the container interior volume restrictions, 4 tanks could be employed. This 

geometry has a tank longitude of 10.89m, an external radius of 0.47 m, an adsorbent radius of 

0.3m, and material longitude of 10.8m. 

 

Figure 41: Geometry 16 configuration. 

 


