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AN ANALYSIS OF INSAR DISPLACEMENT VECTOR DECOMPOSITION FALLACIES AND
THE STRAP-DOWN SOLUTION

Wietske S. Brouwer and Ramon F. Hanssen

Department of Geoscience and Remote Sensing, Delft University of Technology
Stevinweg 1, 2628 CN Delft, The Netherlands

ABSTRACT

To retrieve the full displacement vector from InSAR, three
line-of-sight (LoS) observations from different viewing ge-
ometries are required. However, often, at most two LoS ob-
servations are available. Within the literature, we encounter
different approaches to address for this problem, unfortu-
nately often with either mathematical or semantic flaws.
Their impact reaches from quantitative errors in the reported
studies, mismatches in comparative studies with other geode-
tic techniques, a lack of trust in the technology by end-users,
to plain confusion. We propose both a uniform nomenclature
and an alternative approach to the standard 3D decomposition
problem using the concept of a strap-down reference system.

Index Terms— InSAR, surface displacements, line-of-
sight, decomposition

1. INTRODUCTION

Satellite radar interferometry (InSAR) is a powerful technique
for monitoring deformation phenomena. While deformation
phenomena occur in a three-dimensional (3D) world, one of
the limitations of the InSAR phase observations is that they
are only sensitive to the projection of the 3D displacement
vector onto the radar line-of-sight (LoS) direction [1]. The
LoS projection dLoS in a Cartesian east, north, up (ENU) co-
ordinate system is given by

dLoS = pLoS dENU (1)

where pLoS = [sin θ sinαd, sin θ cosαd, cos θ] is the projector
onto the line of sight, and dENU = [de, dn, du]

T is the 3D dis-
placement vector in east, north and up direction, respectively,
θ is the incidence angle of the radar, and αd is the azimuth
of the zero-Doppler plane of the radar, at the position of the
target.

Uniquely estimating the three displacement components
would require at least three spatio-temporally coinciding in-
dependent (STCI) LoS observations, i.e., scatterers on an ob-
ject that is not subject to internal deformations, observed at
the same time. More importantly, the system of equations
needs to have a full-rank coefficient matrix. Unfortunately, in

most practical situations, at most two STCI LoS observations
are available, resulting in an underdetermined system with an
infinite amount of possible solutions.

Reviewing InSAR literature, we encounter different ap-
proaches to address the underdeterminancy, yet often with ei-
ther mathematical or semantic flaws. Their impact reaches
from quantitative errors in the reported studies, mismatches
in comparative studies with other geodetic techniques, a lack
of trust in the technology by end-users, to plain confusion.
Here we classify the main categories of InSAR fallacies and
analyze their impact.

Attribution errors: attributing the line-of-sight estimate
completely to a vertical displacement, using a single viewing
geometry. In such studies, no projection statements are given
at al, and LoS observations are directly interpreted as vertical
displacements ([2–7]). This is erroneous, and results in a se-
vere underestimation (bias) of vertical displacements of up to
30%.

Projection errors: projecting the LoS displacement esti-
mations onto the vertical, and subsequently presenting this as
‘vertical displacements’, or the equivalent situation in a par-
ticular horizontal direction. Occurs for a single viewing ge-
ometry. While ‘projection onto the vertical’ would be a cor-
rect statement, ‘vertical displacement’ is not, since the latter
necessarily relies on the assumption that any non-vertical dis-
placement component of the 3D vector is non-existent. While
the term’ projection onto the vertical’ is in all cases correct,
both geometrically as well as semantic, the term ‘vertical dis-
placement’ can only be correctly interpreted if the assump-
tion of a non-existent horizontal component is correct and ex-
plicitly mentioned. However, the assumption is often missing
([8–11]), and it is in many cases incorrect (e.g., for landslides
and subsidence bowls). It leads to a biased estimation instead
of a more noisy estimation, which often has a bigger impact
and less chance of being detected ( [12–18])

Decomposition errors: ignoring the null-space in the 3D
solution space using only one or two viewing geometries,
i.e., ascending and descending, and subsequently equating a
’non-measurable’ displacement vector component to a ’non-
existing’ displacement vector component. In such cases, it is
assumed that the lack of sensitivity in the north-south com-
ponent for near-polar orbits is equivalent to the absence of a
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north-south component by simply removing the component
from the decomposition equation ([2, 19–27]). This assump-
tion fails since the headings of the ascending and descending
track are not completely symmetric and neglecting the north-
south component results in biased estimates for the east-west
and vertical component. Therefore, these approaches are very
dependent on the actual magnitude of the north-south dis-
placements.

Flawed assumptions. The problem of estimating 3D dis-
placement vectors observed by only one or two viewing ge-
ometries can only be solved by adding additional information
(conditions) in the form of assumptions. These need to be
explicitly stated, both in the documentation and in the final
products. Yet, in many cases, these assumptions are either
lacking, misstated, incorrect, or implausible. The conse-
quence of flawed assumptions typically results in biased re-
sults rather than noisy results.

2. METHODOLOGY

2.1. LoS-Vector decomposition using a local strap-down
coordinate system

For most deformation phenomena we propose to work with a
local, strap-down, right-handed Cartesian coordinate system
which is fixed to the deformation phenomenon with transver-
sal, longitudinal, and normal (TLN) components. A displace-
ment in those three directions is projected to the LoS with
Eq. (1) and [28]

dENU = R1R2R3dTLN, (2)

where dTLN is the vector containing the displacement com-
ponent in the strap-down system dTLN = [dT , dL, dN ]T , and
R1, R2 and R3 are rotation matrices which are expressed as

R1 =

 cosβ sinβ 0
− sinβ cosβ 0

0 0 1

 , R2 =

1 0 0
0 cos γl − sin γl
0 sin γl cos γl

 ,
R3 =

 cos γt 0 sin γt
0 1 0

− sin γt 0 cos γt

 , (3)

where β ∈ (0◦, 360◦] is the azimuth of the longitudinal direc-
tion relative to the north, γl ∈ (−90◦,+90◦] is the slope in
the longitudinal direction, and γt ∈ (0◦,+90◦] is the slope in
the transversal direction. The longitudinal direction is defined
tangential to the local iso-elevation or iso-deformation lines,
such that the positive transversal direction is always directed
down-slope. The normal direction completes the right-handed
system. The angles γt and γl represent the angles between the
normal axis and the local zenith.

While Eq. (2) does not solve the problem of underdeter-
minancy, for many practical cases, e.g., line infrastructure,
landslides, or subsidence bowls, analysis of the main driving

forces supports the assumption that significant displacements
in the longitudinal direction are unlikely. Under this assump-
tion, (1) can be solved with two STCI LoS observations from
sufficiently different viewing geometries.

Fig. 1. The orientation of the local TLN strap-down coordi-
nate system for different deformation phenomena. (a) subsi-
dence bowl, (b) landslide and (c) line-infrastructure.

2.1.1. Gravity-induced downslope deformation

Landslides, moving glaciers, or slope instability are examples
of phenomena where the main deformation occurs along the
slope, with gravity as the main driving force. When the lon-
gitudinal axes is parallel to the iso-elevation lines of the slope
of the occurring landslide, we can assume that displacements
in the longitudinal direction are zero, i.e., all displacements
occur in the vertical plane spanned by the dT and dU vectors,
see Fig. 1b. The angle of the slope is γt, and γL = 0◦ by
definition. The slope aspect determines in further detail what
the possible values are for the angles β and γt.

2.1.2. Subsidence and uplift

Subsidence bowls and uplift domes are caused by a change
in volume underneath the Earth’s surface. They exhibit ver-
tical and horizontal displacement components. The hori-
zontal component is orthogonal to the iso-deformation lines:
centripetal for subsidence [29], and centrifugal for uplift.
Thus, the longitudinal direction is oriented parallel to the iso-
deformation lines, and the transversal direction is downslope
(centripetal) for subsidence, see Fig. 1A. Due to the gravita-
tional force, it is safe to assume that no displacements in the
longitudinal direction may occur.

2.1.3. Line-infrastructure

Line infrastructure is characterized by an extended spatial di-
mension in one direction (the longitudinal direction), where
the spatial extent in the other two directions is limited as for
roads, railways, dikes, and pipelines. The slope of the asset
is given by γl, and γt represents the cant of the asset or the
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slope in the transversal direction, which is usually small. It
is possible to assume that no significant deformations occur
in the longitudinal direction [28]. For cases where γt equals
zero, there is a directional ambiguity for β, and the smallest
azimuth angle should be chosen, i.e., β ∈ (−90◦, 90◦].

2.2. Mathematical and stochastic model

Under the assumption of zero longitudinal displacements, any
displacement vector can be unambiguously represented in a
2D (dT , dN ) system, as long as the orientation of the TLN
frame is well chosen. However, the orientation of the frame
needs to be estimated and any misalignment results in biased
estimates for dT and dN . Therefore, the uncertainty of the
frame alignment (σβ , σγt , σγl ) should be taken into account
by adding pseudo observations β, γt and γl for the orientation
angles to the mathematical and functional model resulting in

E{



d
(1)
LoS
...

d
(m)
LoS
β
γt
γl


︸ ︷︷ ︸

y

} =



a1(x)
...

am(x)
am+1(x)
am+2(x)
am+3(x)


︸ ︷︷ ︸

A(x)

=



p1T dT + p1NdN
...

pmT dT + pmNdN
β
γt
γl


︸ ︷︷ ︸

A(x)

(4)

D{



d
(1)
LoS
...

d
(m)
LoS
β
γt
γl


︸ ︷︷ ︸

y

} =



σ2
LoS,1 0 0 0 0 0

0
. . . 0 0 0 0

0 0 σ2
LoS,m 0 0 0

0 0 0 σ2
β 0 0

0 0 0 0 σ2
γt 0

0 0 0 0 0 σ2
γl


︸ ︷︷ ︸

Qyy

,

(5)

where E{.} expresses the expectation of the model, which
can be solved with two STCI LoS observations, i.e., d(1)LoS and
d
(2)
LoS and pseudo observations for the orientation angles. The

unknowns of the model are dT , dN , β, γt and γl. The first
row in the A matrix is [p1T dT + p1NdN ] which corresponds
to pLoS,1R1R2R3[dT , dL, dN ]T , with the component related
to the longitudinal direction dL removed. The projector dif-
fers per STCI LoS observation due to different incidence an-
gles and the azimuth of the zero-Doppler plane at the target.
The last three rows of A(x) correspond to the pseudo obser-
vations for the orientation angles. D{.} is the dispersion of
the model, where σ2

LoS,1 and σ2
LoS,2 are the variances for the

LoS observations. The mathematical model represented by
Eqs. (4) and (5) is of full rank resulting in one unique solu-
tion. Since the model is non-linear, the solution can be found
by using a Gauss-Newton iteration process.

3. RESULTS

We applied the strap-down approach at a case study in Norg
(north of the Netherlands), where magnesium is extracted,
resulting in a subsidence bowl. The area is monitored with
Sentinel-1 data from ascending and descending acquisitions,
where the mean incidence angles are 36.3◦ and 44.2◦, and the
mean azimuths of the zero-Doppler planes are 261◦ and 98◦,
respectively.

For different locations at the subsidence bowl, the orienta-
tion of the TLN frame is different. Therefore, we divided the
full subsidence bowl into different regions of uniform mo-
tion (RUM’s), see Fig. 2, and we assumed that all scatterers
within one RUM behave according to the same deformation
phenomenon. For every RUM, we estimated β and we set
σβ = 5◦. We estimated γt = 0◦ and γl = 0◦ due to the
absence of significant topography, and we set σγt = 2◦ and
σγl = 2◦. Then, we computed the mean LoS displacement
rates for both ascending and descending acquisitions (v(1)LoS

v
(2)
LoS), which serve as the observations together with estimates

for the orientation of the frame in Eq. (4). Finally, we esti-
mated the displacement velocities in both the transversal and
normal direction, vT and vN , for every RUM with Eqs. (4)
and (5), see Fig. 2. We also estimated the precision for the un-
known velocities, visualized by ellipses around the transver-
sal velocities and error bars for the normal velocities. The
minor axes represent the uncertainty due to the uncertainty in
the alignment of the frame. Further, it can be seen that the
uncertainty for both the transversal velocity and the normal
velocity differs per RUM, which is a result of the near-polar
orbits of satellites. For such orbits, it is difficult to solve for
the component in the north-south direction.

4. CONCLUSIONS

We found that working with an ENU reference system for
the decomposition results in an underdetermined system. In
the literature, we found different approaches to address this
underdeterminancy, where it often lacks insight into the con-
sequences of particular choices in terms of accuracy and pre-
cision. Also, in most of the approaches, biases on the com-
ponents of the estimated deformation result from implicit as-
sumptions that are not fulfilled. We propose a new systematic
approach that gives more physically relevant estimates, and
we were able to include the uncertainty of the TLN frame.
The better we know the orientation angles, the better the pre-
cision for the unknown displacement parameters. The preci-
sion further depends on the orientation of the strap-down sys-
tem. Using the strap-down approach results in more reliable
estimates for the displacement components.
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Fig. 2. Results when using the strap-down approach at a subsidence bowl which is the result of magnesium extraction at Norg.
The red arrow’s represent the estimated displacement velocities in the transversal direction, where their uncertainty is visualized
by an ellipse. The blue arrows are the displacement velocities in the normal direction, which have an error bar.
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sierra negra volcano, galápagos islands, based on insar observations,” Journal of
Volcanology and geothermal research, vol. 150, no. 1-3, pp. 232–243, 2006.

[24] K. Pawluszek-Filipiak and A. Borkowski, “Integration of dinsar and sbas tech-
niques to determine mining-related deformations using sentinel-1 data: The case
study of rydułtowy mine in poland,” Remote Sensing, vol. 12, no. 2, p. 242, 2020.

[25] A. Tamburini, M. Bianchi, C. Giannico, and F. Novali, “Retrieving surface defor-
mation by psinsar™ technology: A powerful tool in reservoir monitoring,” Inter-
national Journal of Greenhouse Gas Control, vol. 4, no. 6, pp. 928–937, 2010.

[26] D. H. T. Minh, N. Yen-Nhi, T. T. Lê, T. C. Le, H. S. Bui, Q. V. Vuong, and
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