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Executive Summary

This thesis evaluates the insights a developed Discrete Event Simulation model provides, in addition to
currently used System Dynamics model, in the youth care decision-making process.

The publicly funded Dutch youth care sector is an example of a complex heavily resource bounded
health care system with a high intolerance to failure. The Youth Care Act defines the legal entitlement
of youth care to children within an acceptable waiting time of maximum nine weeks. Last decades the
youth care sector faced long waiting lists and over utilized resources. Additional government funding
did not result in a structural solution.

Effective decision making in the youth care sector is complex and in-transparent due to horizontal and
vertical aggregations layers (Leewen, Naborn et al. 2008). The national performance indicators
measure the number of children on the waiting lists and the waiting time for each child. The care
provision process of a care provider is subdivided in independent parallel sub-process aggregated to
four care types, which require different resources. The distinct care types are; Ambulatory care, Day
care, Residential care and Foster care. Effective youth care management requires creating insight into
the interrelations between the anticipated child demands, possible capacity policies for the care types
and the resulting waiting times for individual children. Due to this complexity and the high intolerance
to failure for every child, youth care authorities and care providers require decision support models to
oversee the consequence of their mutual capacity decisions.

Simulation modelling is one of the most commonly used Operational Research approach and many
regard simulation as the technique of choice in the health care sector (Lowry 1992; Brailsford 2007).
INITI8 is a consultancy company that supports the authorities and care providers in this complex and
dynamic environments by providing simulation models. Two approaches to simulation modelling
widely used in this demanding environment are System Dynamics (SD) and Discrete Event Simulation
(DES). INITI8 currently uses simulation models based on the System Dynamics Paradigm. This
research practically evaluates the additional insights a developed DES model provides, above currently
used SD model, with historical data of a real world care provider over 2008 and 2009.

The delineated system in current research describes the logistic children flows through a care
provider. Only actors, objects and documents that directly influence this logistic are considered in both
currently used SD and in the developed DES model. Financial considerations serve as an important
criterion for possible policy options. Taking into account to objective of current research, to compare
two dynamics modelling approaches, the decision is made to focus on the dynamic children flows in
the system, the financial functions are outside the scope of current research.

The essential difference between the SD and DES methodology is their difference in system
aggregation. A SD model abstracts the system as a continuous quantity rather like a fluid no individual
entities are distinct. A DES model disaggregates the system to individual entities, each of those
entities can posses characteristics that determine their individual flow through the system. Literature
argues that a DES model has benefits in comparison to a SD model for the modelling of real world
systems that face heterogeneous entities, a large impact of individual variability and a high intolerance
to failure for those entities, such as youth care. A precondition for those benefits in such a system is
the availability or collectability of data to quantify the individual characteristics. Furthermore, the
higher level of detail should be worth the required additional investments of time and costs.

Any Logic simulation software is used to build the DES model, because it enables an object oriented
model structure and the mixing of processes oriented flowchart with individual state charts in one
model. This is required to capture the complexity of the different layers, the independent process sub-
models for the four care types and the complex coupling between children and trajectories

The transformation from a aggregated to a disaggregated model requires disaggregation of model
inputs. In the SD model, perfect mixing of children is assumed, every child receives the same set of
care services. A disaggregated DES model requires determining the individual path, of children and
the care services they receive through, the care providers system. This involves determining the
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conditionality relation between a child’s possible parallel, overlapping and sequential care services.
Unlike the SD model, the DES model distinguishes individual entities on the waiting list a queue
mechanism needs to be defined to determine the ordering of those entities on the waiting list.

The complex process of deriving heterogeneity and conditionality relations between the care services
is data dependent and time consuming. A large part of the data is required to create a system history,
in order to distinguish the care services assigned to new children from additional care services
assigned to previously registered children. The analysis shows that a large part of the demand
variability observed at the independent care systems is created by the additional care services
assigned to previously registered children. Furthermore, a large variability in individual treatment
times and significant conditionality relations between a child’s care services were found.

A general difficulty of simulation in the youth care sector with regard to the validation data is found.
Due to the infinite nature of the youth care process, the treatment times of multiple months until
multiple years, the large variability in those treatment times and the auto-correlation of monthly
waiting list data, a large time span of validation data is required to determine accurate statistic
estimators. The available data set of 29 months is too small for a quantitative validation of the models
based on these statistics.

The SD model, configured with a stochastic children inflow function, is not ably to abstract the
variability in monthly waiting list behaviour observed in the real world system. The DES model
abstracts a comparable variability and stability in monthly trajectory waiting list behaviour as observed
in the output of the real world system, which increases the credibility of the DES model. Furthermore,
the observed real world trajectory waiting list outputs lie in the boundaries of the stationary DES
model output space. This provides a proof that the observed waiting list dynamics in the real system
can be produced by process variability in a stationary system. In comparison to the SD model, the
DES model is more sensitive to changes in scenario’s and capacity policies. Arguable, this conflicting
insight is a result of the better abstraction of the process variability in the DES model. The large
spread and variability in the DES waiting lists outputs provide insight in the complexity of decision-
making in the youth care sector. It is difficult to distinct transient behaviour from stationary variability
in the care provider system. A DES model can provide additional insight in the stationary system
behaviour.

Further research into the applied queue mechanisms in the real world system is indispensable to
provide accurate quantitative insight into the waiting lists and waiting time behaviour. From
experimentation with the DES model, it is concluded that because of the interaction between the
gueue mechanisms and the withdrawal mechanism, not only the waiting time distribution but also the
average waiting times are sensitive to the applied queue mechanisms. Furthermore, the sensitivity of
the system to changing scenarios and policy options is dependent on the queue mechanism applied in
the system. The DES model cannot provide accurate quantitative predications without a better insight
into the real world queue mechanisms and priority. The DES model can be used to create qualitative
insight into the system, controlled for the stability of the conclusions for different queue mechanisms.

A proof of concept of DES modelling in the youth care sector is provided, further research is necessary
for a successful implementation.
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Part 1: Problem signalisation and definition

Chapter 1
Introduction

In recent decades, health care demand and costs have dramatically increased, while health care
organizations have been under severe pressure to provide improved health care for their patients. As
a result, nowadays health care systems face unprecedented levels of challenge, scale and complexity.
The increasing societal and political pressure on the heavily resource constrained health care systems
is daunting. Due to this overwhelming complexity and the high intolerance to failure in these systems,
the health care authorities and care providers require tools to foresee the consequence of their
decisions (Kuljis, Paul et al. 2007).

Simulation modelling is one way to explore the consequences of alternative decision scenarios. It is
one of the most commonly used Operational Research approach and many regard simulation as the
technique of choice in the health care sector (Lowry 1992; Brailsford 2007). It has advantages over
other techniques in its flexibility, ability to deal with complexity, variability and uncertainty, and its use
of graphical interfaces to facilitate communication with and comprehension by health care
professionals (Brailsford and Hilton 2001).

Surprisingly, while the academic publications in health care simulation abound, the relatively small
number of successful implementations would suggest that (outside academia) simulation modelling
has been underused in the health sector compared with manufacturing and defence industry (Chanal
and Eldabi 2010). Recent studies suggest that health care is either inexperienced in such methods or
prone to failure. The amounts of unsuccessful experiences abound in health care literature. It might
well be that the way in which modelling and simulation methods are often used in industry requires
adaptation for health care (Carter and Blake 2005). Patients are not typical customers, mainly because
they are more responsive and increasingly keen to exercise meaningful and informed choice.
Furthermore, the health care sector is overly responsive and sensitive to political influence and
control. Political intervention in health care is, usually closely linked to the so-called societal view. It is
argued that the different health care stakeholders with their diverse interests and views impose a
number of unique pressures that are not encountered in other industries. The systematic evaluation of
complex health care policies often faces tough challenges which includes connecting different layers of
influence (governmental, organizational, procedural) (Kuljis, Paul et al. 2007). Two approaches to
simulation modelling widely used in this demanding environment are System Dynamics (SD) and
Discrete Event Simulation (DES).

The Dutch youth care sector is an example of a complex heavily resource bounded health care system
with a high intolerance to failure. The publicly funded youth care sector is sub divided in multiple
autonomic regional systems, which either cover provinces or urbanized regions. The authorities of the
provinces and urbanized regions are responsible for the management of their regional system. They
face a multi-actor setting in which multiple public and private organizations cooperate. The complexity
of operational and strategic management on regional level is steered by the distributed responsibilities
(Leewen, Naborn et al. 2008). Last decades, the youth care sector has been suffering from long
waiting lists, over-utilized resources and a growing budget demand.

INITI8 is a consultancy company that supports the authorities and care providers in this complex and
dynamic environments by providing simulation models. INITI8 currently uses simulation models
based on the System Dynamics Paradigm (SD). New request for detailed operational decision support
arising from the youth care sector exceed the functionalities of currently used models. A
disaggregated Discrete Event Simulation (DES) model is perceived a possible solution to close the
current information gap in the youth care decision-making process. The intention of this thesis is to
explore the insights that a Discrete Event Simulation (DES) model can provide in the complex youth
care sector, in addition to the currently used System Dynamic model (SD).
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1.1 Research background

This section introduces the background knowledge of the two main fields of the thesis; youth care and
simulation. This knowledge forms a foundation for the research objectives provided in the following
section.

1.1.1 Youth care

Youth care covers all forms of care available to parents and children to help with serious development
and parenting problems. Youth care clients are young people up to the age of eighteen who are going
through serious development and parenting problems and who do not receive sufficient support by
the general systems that provide education, health care and social support. Care can be provided until
the age of twenty-three if it is necessary to continue supporting a young person. Support is available
not only to young people but also to the parents or guardians of youth who go through development
and parenting problems.

The Dutch youth care system consists of 15 autonomic regional systems that cover the 12 provinces
and the urbanized regions of Amsterdam, The Hague and Rotterdam. The organizational structure of
the youth care sector, representing the annual financial flows in the system, is depicted in

Figure 1-1. A series of relevant actors is recognized: the responsible Ministry, the provincial authorities,
Bureau Jeugdzorg (BJZ) and the organizations that provide the actual care, the care providers.

Figure 1-1 distinguished the 15 regional systems and the Ministry that controls the regional systems
with their money flow.

Provincial System

- BJZ Care providers

FIGURE 1-1 THE YOUTH CARE SYSTEM ORGANIZATIONAL AND FINANCIAL STRUCTURE

The youth care is funded by the provincial authorities in the context of the Youth Care Act (Commissie
Financiering Jeugdzorg 2009). The Youth Care Act has two aims: to ensure that better care is made
available to young people and their parents (the clients of the youth care process) and to strengthen
their position in the process. The objective of the act is to give the client a central position in a more
transparent youth care system. This principle is reflected by the following policy objectives (Ministry of
Health Welfare and Sport 2005):

1. The needs of the client come first
In the past, youth care was organised around the availability of care capacities at the institutes and
organizations. The youth care act takes the need of the client as its starting points instead of the
available care capacity.

2. Entitlement to youth care
The youth care act has introduced an important new principle: a client is entitled to the care services
indicated by the institutions of youth care. Furthermore, this care should satisfy certain conditions. An
important condition, central to the current research, is a limited waiting time for the entitled care
products. Performance agreements made between the actors in the youth care chain stated this
condition at a maximum waiting time of nine weeks.

3. A single access point to the youth care system
Each province or regional system has an independent youth care agency [Bureau Jeugdzorg (BJZ)],
which acts as the single access point in its area of for all youth care. The youth care agency has the
sole responsibility to independently asses the needs of youth who present themselves with problems.
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To avoid capacity driven care need assessments and to create transparency to parents and children in
need of support.

1.1.2 Simulation

Computer simulation is used not only in engineering applications, but also in economics, business,
management science, public administration, social science and health care. It is a relatively cheap and
convenient investigative tool for imitating the real world. The expanding use of simulation in such
diverse fields marks it out as an important tool for research and decision-making. Robinson (2003)
defines simulation as:

"Experimentation with a simplified imitation (on a computer) of a real world system as it progresses
through time, for the purpose of better understanding andy/or improving that system”

Simon (1998) proposes that simulation is not only an aid for studying poorly understood systems but
can itself be a source of new knowledge. This is because, in practice, knowledge is constructed from
the roof down, not from the foundation up, and that makes it possible to discover incrementally finer
details at lower and more fundamental levels.

Two simulation methodologies frequently used in health care are System Dynamics (SD) and Discrete
Event Simulation (DES). While each approach represents certain facets of the world, both approaches
also simplify specific facets of the real world (Meadows 1980; Pidd 2004). Both methodologies are
build upon fundamental assumptions, which are rarely questioned within a respective modelling
community (Lorenz and Andreas 2006; Morecroft and Robinson 2006; Chanal and Eldabi 2008). When
applying a methodology without being aware of these assumptions there is a risk of accepting a
wrong conclusion (the abduction risk). Interpreting the important facets of the real world is dependent
on the specific problems at hand.

The fundamental difference between the SD and DES methodology lie in the different assumptions
regarding the roots of complex behaviour (Brailsford and Hilton 2001; Lorenz and Andreas 2006).
Behaviour in the SD methodology is assumed to arise from endogenous, deterministic and structural
properties of the system. Behaviour in the DES methodology is assumed to arise from the interaction
of stochastic processes. Both deterministic and stochastic models have important roles to play in the
analysis of a particular system to ensure we do not become trapped in either deterministic fantasy or
unnecessary mathematical detail (Morecroft and Robinson 2006). Where the facets of the real world
and their implications are not clearly understood (which is likely to be the motivation for modelling)
both type of models can provide important and possibly differing insight.

1.2 Research framework

The research framework makes the research setting, problem and objectives transparent. After which
the research objective is broken down in practical research questions to provide a direction to the
research.

1.2.1 Problem owner and research setting

The consultancy company INITI8 is considered the problem owner of the current research. It is a
progressive, innovative company focused on solving inter-organizational bottlenecks in logistical
processes and networks. The company supports organizations in the youth care system to keep their
processes manageable by providing insight in their planning and control cycle. Two main products are
distinguished: business intelligence to evaluate implemented policies and simulation modelling to
evaluate possible policy options. Their currently used simulation models are based on the SD
methodology.

A system diagram can be used as a starting point for a discussion of the youth care system. Such a
diagram provides an overview of the problem owner, other actors and stakeholders, the system to be
analyzed, policy measures, external influences and outcomes at a quick glance. A system diagram
helps to structure the problem and to define the system. Bots (2002) provides an extensive discussion
of system diagrams. Figure 1-2 presents a highly aggregated system diagram of the research setting.




Youth care waiting list dynamics: A Discrete Event Simulation Approach

Noticeably, the problem owner does not directly influence the system. The problem owner can provide
knowledge and advice solutions to the actors that can influence the system. Furthermore, the
provincial or regional youth care system is visualized as part of a bigger system, the national youth
care chain.

Knowlegde Actors
Business intelligence

Ministry
Simulation models

Problem Owner Province
INITI8 BlZ
Care providers
clients

Instruments
Policy measures

| Objecitves
P i ettt " criteria
! ‘
! 1
! 1
1 1 .
1 1 W
External Factor ! Provincial youth care : Outcomes
] .
Demand 1 Y/ ! Youth care
' SEIEI ' performance
: :
! ]
! 1
! 1

LNatiunaI youth care chain

FIGURE 1-2 YOUTH CARE SYSTEM DIAGRAM ADAPTED FROM BOTS(2002)

1.2.2 Problem formulation
R.L Ackoff indicates the importance of a clear problem formulation in societal problem solving:

"Successful problem solving requires finding the right solution to the right problem. We fail more
often because we solve the wrong problem than because we get the wrong solution to the right
problem.” (Ackoff 1974)

The simulation analyst must take extreme care to ensure that the problem owners agree and
understand the problem formulation. Therefore, the statements in the problem formulation have to be
precise and easy to understand. The problem owner as introduced in previous sections is a
consultancy company of which the consultants are educated, skilled and experienced in the field of
simulation and statistical analysis.

As introduced in previous section, children in the Netherlands are legally entitled to youth care within
an appropriate delivery time. Performance agreements between the actors in the youth care sector
determined a delivery time for each child of nine weeks. Furthermore, the needs of the client comes
first, care assessments are made independently from capacity availability. This organizational context
creates a necessity in the youth care sector to align the resource capacity with the anticipated future
demand. The twelve provinces and three regional systems have the formal responsibility for aligning
the capacity of the autonomic care providers in their region with the anticipated demand to assure
fulfilment of the performance agreement. INITI8 supports the care providers and province by
providing decision support models. The objective of these models is to provide understanding of the
child waiting list behaviour and to evaluate the impact of various capacity strategies, a care provider
can implemented, on this behaviour. The models serve as negotiation tools in the process of aligning
the anticipated demand, the capacity strategy and the anticipated care provider performance.

The definition of a problem is the difference between what is considered desirable and the present
reality, in other words the gap between the facts and the norms (Hoogenwerf 1987). The problem
gap can best by described by the experienced limitations of currently used SD care provider model:

The currently used SD model provides insight in the expected aggregated system performance and
the impact of various scenarios and strategies on the average system performance. The aggregated
model cannot provide insight into the observed behavioural patterns of the system and the spread of
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individual child performance measures created by the system variance and uncertainty. The youth
care sector, in which every child counts, faces a high intolerance to failure for every child. Insight into
the robustness of performance indicators in the current situation, for possible strategies of operation
and for anticipated future scenario’s is required.

1.2.3 Research Objectives

The starting point of this thesis is the previously introduced problem regarding the availability of
decision support information to evaluate care provider capacity strategies. More specific, the problem
owner has the perception that a stochastic DES simulation model provides additional functionalities
over the currently used SD model, which bridges the previously described problem gap. This section
defines the research objectives subdivided for the youth care sector and the problem owner.

1. Youth care sector perspective
The research should contribute to operational and policy decision processes in the youth sector by
helping to bridge the perceived information gap concerning current waiting list dynamics.

2. Problem owner perspective
The research should form contribution to the available knowledge within INITI8 by providing a proof
of concept of additional insight of DES modelling in the youth care sector for current and potential
partners of INITI8..

The synthesis of these objectives determines the main goal of the research:

The main objective of this research is to evaluate the additional insights a DES model can
provide, in addition to the currently used SD model, in the youth care decision making process.

1.2.4 Research questions

This section frames the main research objective as a question that defines the issue under
consideration. A question provides more direction to the research as it requires an answer. The efforts
of this research are made in order to answer the following main question:

'What additional insights can a DES decision support model provide, in addition to currently used SD
model, in the youth care capacity decision making process?”

This main question cannot be answered with a single statement and has many aspects to it. The main
research question is tackled by answering several chronological sub-questions. The synthesis of these
sub-questions answers the main research questions.

1. What are the model objectives for a decision support model in the youth care sector?

2. What are the expected benefits of a DES model in addition to currently used SD model?

3. What are the differences between the abstraction of the care provider system in an
aggregated SD and disaggregated DES model?

What are the important heterogeneity and conditionality relations in the care provider system?
Can we abstract and quantify the care provider system in a DES simulation model?

Do the DES and SD model represent and correctly reproduce the behaviour of the real world
system?

o vk

1 Proof of concept is a short and/or incomplete realization of a certain method or idea(s) to demonstrate its feasibility, or a
demonstration in principle, whose purpose is to verify that some concept or theory is probably capable of exploitation in a
useful manner.
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1.3 Research Strategy

This section presents the techniques, methods and strategies used in order to answer the research
questions and satisfy the research objectives.

1.3.1 Methodology

First, the main research strategy, which structures the sequencing activities through the research is first
explained, followed by a description of the research methodologies used in the different phases of this
research.

Research strategy
The main research focus lies on the design of a DES decision support tool to provide insight in the
observed youth care dynamics, a design-oriented research approach is followed. It has been argued
that designing involves more “perspiration
than inspiration”, the utility and satisfaction

. - . Q,
of future users stakeholders is critical in %6’@%
. Sy 7
the design process (Verschuren and Hartog %,,L%

Signalize (1)

2005). Therefore, empirical and evaluation
research have a central role in the design
process.

+ Definition

Analyze(2)

To be more specificthe steps of the
Regulative Design Cycle (Strien 1986)
serve as a guideline for this research.

» Diagnosis

1. Signalize. The problem is
signalized and defined. Try Outia) Destga(3]
2. Analysis. The problem is analyzed «Inter « conceptua
the problem causes are identified vention lization
and diagnosed.
3. Design. A plan IS de_5|gned. FIGURE 1-3 THE REGULATIVE DESIGN CYCLE
4. Try out. An intervention based on (STRIEN 1986)
the plan is made.
5. Evaluation. The intervention is
evaluated.

The research can be subdivided according to the nature of explanation, the first and second step are
considered descriptive, the further steps prescriptive. In order to answer the different research
questions a variety of research methods are used. The main research method in the descriptive part is
desk research. In the prescriptive part of this thesis two main methods are used; a case study and a
simulation.

Desk Research

Desk research is also known as secondary research because of the exclusive use of secondary data.
This is data gathered from literature, databases, the internet etc. This research will use the gathered
data and reflect on the data to arrive to conclusions (Verschuren and Doorewaard 1999). The
diagnosis and analysis part of this research are done by desk research.

Simulation

Simulation is the process of designing a model of a real system and conducting experiments with this
model for the purpose of either understanding the behaviour of the system or evaluating various
strategies for the operation of the system (Shannon 1975). In addition to the case study, simulation
allows to control the experimental setting and the variation of system variables. The following
activities are part of a simulation project:
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P Model conceptualisation. The abstraction of a real system by a conceptual model (Banks
1998). Conceptual models are a clear and unambiguous representation of the objects and
relations under investigation.

»  Model specification. The collection of empirical data and the specification of attribute values of
the objects specified in the conceptual model in computer-recognizable simulation model
(Banks 1998). The creation of an experimental design forms part of this activity.

»  Verification: the process of determining that a model implementation accurately represents
the developers conceptual description of the model and the solution to the model (Roache
1998). The initialization conditions, the run control conditions and the number of replications
of the different treatments are determined in this activity.

» Validation: The process of determining the degree to which a model is an accurate
representation of the real system from the perspective of the intended use of the model
(Roache 1998). Structural validation is the checking of hypotheses on the behaviour of the
simulation model. Replicative validation is the comparison of endogenous attributes values
with the ones found in the real system. Predictive validation or expert validation whenever the
plausibility of simulation model is tested by experts (Sol 1982).

These research methods use the following supporting research methods:

1. Literature research. Literature research will be used to create a theoretical background in the
youth care field and the methodological simulation literature. Another important literature
source are the interviews performed by Giesen (2008) and previous INITI8 projects.

2. Data analysis. Quantitative research is researching for knowledge that measures, describes
and explains phenomena, or searches for knowledge to investigate, interpret, and understand
phenomena. A dataset of the chosen case study of children flows through the care provider
system over the year 2008 and 2009 is analyzed.

3. Expert validation. INITI8 experts will validate the used methods and made assumptions in this
research.

1.3.2 Thesis structure

This section provides insight into the system structure, by making the link between the five steps of
the regulative design cycle (Strien 1986), the thesis chapters and the research questions transparent.
This first introductory serves as the first step of the regulative design cycle, the research problem is
signalized and defined.

Part 2: Problem analysis and delineation

The second part of the thesis analyses the signalized problem. Chapter 2 introduces the multi actor
setting of the youth care sector and formulates the model requirements in order to answer the first
research question. Chapter 3 presents a literature study in the field of modelling and simulation serves
as the input to a theoretical framework, of the strengths and weakness of the SD and DES simulation
methodologies, in the youth care sector. Chapter 4 evaluates the currently used system dynamics
model, the value of this chapter is two folded, it provides a practical evaluation of the found strengths
and weaknesses of the SD methodology in the third chapter and it introduces a first conceptual
overview of the processes in the delineated care provider system. The insight of Chapter 3 and 4
together answer the second research questions. Furthermore, Chapter 4 forms a practical foundation
for the Design part of the research and it forms the comparison framework to answer the fourth
research question.

Part 3: Design discrete simulation mode/

Following the regulative design cycle, the third part presents the design of a possible solution. The
DES model serves as the to be designed solution in the scope of current research. Chapter 5 presents
a conceptual model of the process, entities and relations in a care provider system. The presented
conceptual model forms the foundation for the data study in Chapter 6 and the DES model
specification presented in Chapter 7. The third research question is answered by a synthesis of
Chapter 4, 5, 6 and 7. Chapter 6 answers the fourth research question by making the to be abstracted
heterogeneity and conditionality relations transparent.
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Part 4: Model try out

The fourth part of this thesis evaluates the outputs of the designed DES model. Chapter 8 validates
the model and model assumptions. Chapter 9 cross-validates the sensitivity of the DES and SD model
to changing scenarios and experiments. Chapter 8, 9 together provide the answer for the sixth

research questions.

Part 5: Model evaluation this part presents a structured overview of the found answers to the research
questions, a general remark towards the experiences of modelling and simulation in health and youth
care, a set of recommendations for the problem owner and a reflection on the research process.




Part 2: Problem exploration, delineation
and Analysis

10



Youth care waiting list dynamics: A Discrete Event Simulation Approach

Chapter 2

Problem Exploration and Delineation

The previous chapter signalized and defined the perceived problem in the decision making process of
the youth care sector. This chapter first explores the process, care services, actors and coordination in
the youth care sector, after which the relevant part of the system and the simulation requirements
with regard to the defined problem are delineated.

2.1 Problem context youth care sector

2.1.1 Youth care process

The youth care system can be broadly described by a description of the flow of children through the
system and the successive processes these children go through. A high-level overview of the
procedures and children flows is depicted in

Figure 2-1. The Dutch youth care sector aims to provide care to children on demand. Children enter
the system at the youth care agency (BJZ) at their own initiative. The BJZ entitles the child an
indication for professional help if necessary. Such a formal indication includes a diagnosis and entitles
the child to receive care at a care provider of its own preferences in the provincial or regional system.
If the child does not receive an indication, the child flows back to the youth population. The child is
treated at the care provider until the treatment objectives are reached or until the child decides to
withdraw from the care services.

Youth population

Child care
request
No care

needs indicated
Treated or

withdrawn

BJZ

indication

Care needs
indicated

Care
provider

treatment

Provincial youth care system

FIGURE 2-1 FLOWS AND PROCEDURES IN THE YOUTH CARE SYSTEM

2.1.2 Care services

Care provided in the context of the Youth Care Act is always voluntary care. As introduced in the
previous section, the care needs of the clients come first. Every child’s situation is unique. Therefore
also the care services provided to these children should be flexible enough to adapt to these different
situations. To achieve this flexibility in care services different care types can be combined and the
composition of care services can be different for every child.

A first high level decomposition of the youth care services divides the youth care services according to
the nature of their service. Two categories are distinguished:

1. Youth assistance. Supervision, guidance and pedagogic support delivered by therapists and
social workers at either the home situation or at a residential youth care facility.

2. Residential services. The residential services include the whole of services which create a
substitute for a structured and stable family situation. The child’s family situation can for
various reasons not be able to provide a stable development basis for the child. In this
situation residential services provide the necessary extra structure and support to the child.

11
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These two care categories can be further subdivided into four care types. These care types separate
the provided care services according to their resource usage and is used by the care providers in the
youth care sector in their capacity forecast (Giesen 2008; Westerflier 2008). The following four care
types are distinguished (Entrea 2010; Stichting Jeugd formaat 2010):

1. Youth assistance
The subset of youth assistance services demarcates one care type: ambulatory care.

Ambulatory care (AH)

Care provided in the family situation is called ambulatory care. The care is provided in the client’s
home situation to provide raising and development assistance. The assistance is both provided to the
child and to its parents. Ambulatory care provides solutions for problems related to the family’s mutual
communication, child development and parental raising skills, for example in case of light depression,
behavioural problems or non functioning family circumstances. The care is focused on education of
parents and child.

2. Accommodation services
Residential services demarcate three different care types: day care, residential care and foster care.

Day care (DH)

Day care is for children and youth with normal abilities in the age from two till eighteen with serious
behavioural or developmental problems. The care is provided during day time and usually involves
children to have school at the centre where the care is provided. The treatment takes place in groups
of eight to nine children of approximately the same age and with similar problems. Combinations with
ambulatory care in the family situation are possible.

Foster care (PZ)

In some situations it is better for children to (temporally) leave their family situation. A child can then
reside in a foster family. A foster family provides shelter and supervision in their own family situation.
Foster care can be combined with ambulatory care to support the child, the foster family and the
child’s parents.

Residential care (RH)

In some cases it is not possible to stay in a foster family, because intensive care to treat severe
behavioural disorders is necessary. In such cases, children have more possibilities to charter additional
aid and guidance in a residential care facility than in a foster family. Residential care is regularly
combined with ambulatory care to coordinate the process between the child, the accommodation and
the child’s parents.

The difference between day care and residential care lies in the intensity of care services. Day care is
a substitute of a family situation during day time, residential care is a twenty four hour substitute of
the family situation. The difference between these care types and foster care lies in the location of
care delivery.

The four introduced care types can be further subdivided into 8 claim types used in the indication
documents of the BJZ which provide the entitlement for care. These claim types can be further
subdivided into twenty care products which can be seen as the smallest micro stones of youth care
services. The complex taxonomy of youth care services is presented in appendix A. The taxonomy
uses Dutch names to avoid inconsistency in haming. . The upper half of the taxonomy presents the
residential services, the lower half youth assistance. The four different care types are separated by
coloured blocks. The pink block visualizes the subset of AH services, the blue block RH, the yellow
block DH and the green block PZ. The eight distinguished claim types are presented by the left vertical
block with blue lines. The twenty different care products are presented by the right box with blue
lines.

12
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2.1.3 Actors and responsibilities

The primary goal of this sub-section is to provide insights in the system and its behaviour by mapping
the actor’s functions and influences in the youth care process.

The national government

The national government (in the form of the Ministry of Volksgezondheid, Welzijn&Sport?) is ultimately
responsible for the youth care system in the context of the youth care act. The government passes
laws and regulations, defines the basic policy principles and makes funds available. The state also
controls the performance of the different provinces.

Provinces and urban regions

The twelve provinces and three major urban regions (Amsterdam, Rotterdam and The Hague) are
responsible for the youth care agencies and for ensuring the availability of care that people are
entitled to under the Youth Care Act. To enable them to perform this role, the national government
provides them funds in the form of two special purpose grants: one for the provision of care and one
for the maintenance of the youth care agency.

The youth care agency (BJZ)

The Youth Care Act provides a legal status to the youth care agencies. Each of the Netherlands
provinces and three major urban regions have a youth care agency. Young people and their parents
can approach the youth care agency of their province or regions if the general organizations, such as
schools and social support, are not able to help them sufficiently with their problem. The BJZ decides
whether assistance is indicated. The most important function of the youth care agencies is assessing
these requests for care and deciding what kind of care or support (if any) is required. The client’s
needs are considered in their own right, rather than in the context of available capacity. In other
words, the agency makes an independent decision about what is needed. If the BJZ concludes that
the client is in need of care, an indication document is created. This is a formal statement which
contains the particular care types required on a care claim level. The youth care agency has the power
to decide which various forms of care are indicated.

The care providers

The indication decision made by the BJZ expresses the care needs in terms of care claims. In order to
ensure that the care type provided by the care providers are consistent with these care claims, care
providers presently have to define their care provision on a similar basis. The provided care products
subdivided the care claims in a set of provided care services. This approach offers flexibility to the
care provider to select the most suitable care products and it offers a basis to a demand-led care
attuned to the client’s needs. Furthermore, the product types create a possibility to compare care
providers and form the basis of a transition to output financing of the care provider services.

2.1.4 Coordination in the youth care chain

One of the main aims of the youth care act is to ensure coordination between the above introduced
actors in the care chain. The provincial and regional® authorities are responsible for coordination. As
such, every four years they are required to produce a provincial or regional policy framework; of
course in close consultation with the other actors in the chain, using the national policy framework as
a starting point. The provincial policy framework has to be approved by the central government before
the provincial authorities can adopt it.

The provincial policy framework outlines the indication policy of the province’s BJZ and it describes in
broad lines the anticipated pattern of demand. The document is compiled on the basis of data from
the BJZ and the care providers in the province. In addition, the province has to produce an annual
operational implementation programme, which aligns the BJZ processes and the available care
capacity at the care provider with the provincial policy framework and with the performance criteria

2
Currently Ministriy of Volksgezondheid en Sport, former Ministry of Jeugd en Familie
When referred to the provincial authorities in the following sections the same accounts for the authorities of the three regional systems
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determined at national level. The implementation programme is drawn up in close cooperation with
the BJZ and care providers in the province.

The BJZ and care providers have the responsibility to provide every quarter the information to the
province necessary to evaluate the effectiveness of the current policy framework. The province
provides information flows to the national government that has the ultimate responsibility of the youth
care sector. The exact information responsibilities in the youth care sector are captured in the youth
care policy information format document (Stuurgroep BAM 2009). An object oriented overview of the
actor relations, budget, process and information flows in presented in Figure 2-2.

Request support 1 Budget
> BJZ i
1 Management
1 information
=3
=
]
1.* g : 1 15
o & Budget 1
= <
With draw =%
H o : * Wanagement L.
Client 1 3 Province ihformation Ministry of Youth
N and Familiy
N
1 Pt
: Legislative 1
1.* Managment framework
A\ A 4 information :
Provide care " i
- Care provider ¢
services R 1.* Budget
Provincial system

FIGURE 2-2 ACTOR RELATIONS, BUDGET, PROCESS AND INFORMATION FLOWS IN THE YOUTH CARE SYSTEM*

The following section further demarcates the information and performance control responsibilities in the
youth care sector.

2.1.5 Information hierarchy, budget allocation and performance control

It is argued by Leeuwen, Naborn et al. (2008) that the information provision and performance control
in the youth care sector is complex and non transparent as a result of the multiple aggregation layers
of management information. This section makes the different aggregation layers of management
information transparent and couples the information layer to the information responsibilities and
control functions of the different actors in the youth care system.

Trajectory information: The trajectory information measures the amount of trajectories in the
different states of the youth care sector. The trajectory layer information is the operational
information used by the care providers to evaluate their capacity investments in order to align the
demand for care services with the available capacity. Trajectory information is analyzed further,
aggregated to the four main care types presented in subsection 2.1.2. The different nature of the
three care types makes the trajectory information between different care types incomparable. The
budget allocating methods used by the provinces to the different care providers is becoming
increasingly based on trajectory output financing aggregated to the different care types.

Child information. The trajectory layer does not provide a clear inside in the exact amount of children
in treatment or on the waiting list. Furthermore, the trajectory layer does not provide insight into the
time a child needs to wait before receiving the first treatment. The child information layer is
introduced to allow unambiguous steering from a national level. The national government objectively
allocates macro budget to the provinces and care providers based on the anticipated child demand.

* The youth care sector distinguishes 12 provincial systems and 3 urbanized regions. The urbanized regions follow the same structure as
the provincial systems; expect the role of the province, which is covered by the urban authorities in the urbanized regions.
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An important performance criterion in the youth care system is the performance agreement between
the former ministry of Youth and Family, in the person of former Minister Rouvoet and the actors in
different provincial and regional systems, which states:

"Every child should receive youth care in less than nine weeks after the assessment of care needs at
the care provider”(Rouvoet 2009).

A summary of the introduced information layers in relations to the informative and control
responsibilities of the different actors is presented Figure 2-3.

FIGURE 2-3 INFORMATION LAYERS

Aggregation layer Information level Reported by Controlled by
Child Management Province Ministry

BJZ
Trajectory Operational Care provider Province

2.2 Waiting lists in health and youth care

Over the last few years, the Dutch youth care sector has faced long waiting lists and long waiting
times, a problem that received a lot of media attention. Youth care waiting times became an
important issue on Dutch political agenda. A policy that combined a individual maximum waiting time
of nine weeks with additional government funding to reach these targets was implemented. Although
the policy resulted in an initial decrease of overall waiting lists, shortly after the policy implementation
unexpected increases in waiting list occurred. The provincial and regional systems did not manage to
guarantee the maximum individual waiting time target of nine weeks. In individual cases the youth
care sector is not able to provide the entitled care within the nine weeks target. In the context of the
youth care sector, which has a high intolerance to failure, this is perceived unacceptable.

Hospital and general health care face similar problems with regard to waiting lists and the high
intolerance to failure. Waiting lines in the health care sector have received little attention in scientific
literature. A common approach taken by governments to tackle these problems is the injection of
capital which is used to increase capacity. It is argued that this provides a short term solution, as
available capacity and queue lengths reach a new equilibrium after a short period of time (Hurst and
Siciliani 2003; Postl 2006). Saulnier, Shortt & Gruenwoldt (2004) identify the main approaches to
decrease waiting times: monitoring of procedures, using priority scoring and setting waiting time
targets. Rachlis (2005) argues that such methods do not work by themselves in the complex health
care setting with an inherent dynamic character caused by political influence, patient withdrawals and
uncertainty. Waiting lines in health care face withdrawals when clients have to wait for an extended
period of time. Several studies have shown that the amount of time that a client is willing to wait for
care is related to the urgency of the problem (Goodacre and Webster 2003). Problems that are more
urgent genuinely require attention, and are difficult to treat elsewhere. These cases will therefore
accept longer waiting times before withdrawing from the waiting lists. Rising (1977) states that many
health care systems can be viewed as some form of a stochastic random network. Furthermore, he
addresses the importance of accounting existing process variability when analyzing health care
queues, whereas management by averages can yield radically inaccurate results if significant variation
exists.

2.3 Decision support model requirements

This section introduces the generic factors that determine the success of decision support models,
after which these factors are taken into account in the formulation of requirements for a successful
decision model in the context of decision support in the care provider capacity negotiations.

2.3.1 Sound and successful models

It has been identified in literature that the development of a sound model, for the purpose of solving a
particular problem needs a fit between three dimensions: system dimension, problem dimension and
methodology dimension (Pidd 2004; Lorenz and Andreas 2006; Chanal and Eldabi 2008). The fit
between these dimensions is presented in Figure 2-4.
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System dimension (what?) °.
Refers to the nature and the Resources and Data
structure of the real world
system under investigation. A
model refers to the selected
aspects of the real world,
examining the characteristics of
these real world objects provides
important indications for the
selection of an appropriate
modelling approach.

Methodology
How?

Problem  dimension  (why?).
Refers to the  simulation
objective, which can include
solving a given problem or
optimizing a given behaviour or
to gain insight into a broader not
yet understood problem context.

Problem
Why?

Real System
What?

This is also important for the Time and Cost Stakeholders
identification ~ of  adequate FIGURE 2-4 FIT BETWEEN MODELING METHODOLOGY AND A PARTICULAR
modelling boundaries. PROBLEM SOVLING PROCESS (CHANAL AND ELDABI 2008)

Methodology  dimension(how?).

The aspects and capabilities of the modelling or simulation® method. Through this set of concepts and
methods a methodology defines how the object is approached in order to achieve the intended
purpose. Since all methods have strengths and weaknesses the application of a certain method
already presents a tendency to which aspects are associated with the real world problem.

It is generally recognized in the information system community that successful solutions to complex
problems do not only require technically sound deliverables. A modelling project is not considered
successful before it is implemented successfully, which requires much more than technically sound
models. Chanal and Eldabi (2008) recognize that modelling time and cost, stakeholder trust and data
availability are the main barriers for uptake of simulation in industries such as health care where quick
and affordable decisions are required (Lowry 1992; Carter and Blake 2005). Based on these findings
additional to the soundness of the model stakeholder trust, resource and data dependency and
modelling time are introduced as parameters that influence that success of a model study, as visually
presented in the corner of Figure 2-4.

2.3.2 Model requirements

Requirement analysis involves defining customer needs and objectives in the context of planned
model use, environment and identified system characteristics to determine requirements for system
function (Defence Acquisition University Press 2001). The complexity of requirements necessitates to
analyze the world from different points of views and to make connections between these different
points of views (Robertson 2001). Keen and Sol (2005) argue that the effectiveness of a decision
support system can be expressed in a combination of three factors: Usefuiness, Usability and Usage:
Usefulness. The usefulness of a decision support tool expresses the value a simulation model adds to
decision making or problem solving process and is closely related to the afore mentioned soundness of
the model (Chanal and Eldabi 2008). It relates to the analytical model, the embedded knowledge and
the information resources available in a model or tool. It serves as the synthesis between the
soundness of the model and the data dependency.

> The definition of a system : A system is a part of the world we choose to regard as a whole, which contains a collection of objects and
underlying relations (Holbaek-Hansen 1975).

A clear distinction between modelling and simulation is provided in following chapter.
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Requirement 1: Accurate insight into performance indicators

The model is required to provide insight in the behaviour of the important performance indicators
and internal variables in the youth care, necessary to evaluate the state of the youth care system
and the impact of possible policy options.

Requirement 2: Data availability or collectability
The necessary data to initialize the model is required to be accurately collectable from the care
provider system or accurately determinable by assumptions or analytic methods.

Usability. Usability expresses the stakeholder trust and understanding of the simulation model.
Usability mainly depends on the interface between users and the decision support technology. It
expresses, the responsiveness, flexibility and ease of interaction with the tool in de decision making
process. In other words, it expresses the communicative quality of the model in the decision making
process. The usability serves as a synthesis between the conceptual view and technical aspects of the
methodology at one side and the stakeholder or sector worldview on the other.

Requirement 3: Low distance between stakeholders and model worldview
The problem owners and stakeholders should be able to relate the real world to the abstraction of
the system model in order to provide trust and understanding of the decision support model.

Requirement 4: Clear and intuitive interface.

The model interface is required to provide a clear and unambiguous overview of the important
performance indicators and interval variables. Furthermore, the decision support model should be
intuitive.

Requirement 5: Easy experimental set-up.

The SD model is currently used during negotiation and scenario analysis workshops between the
province and the care provider. The model is required to be quickly adaptable to experiments,
which can include different policy options or scenarios.

Requirement 6: Low experiment run-time
Furthermore, the experiment outputs are required to be analyzed during the workshops a short
experimental time is required to ensure efficiency of those workshops.

Usage. Usage expresses the flexibility, modularity and suitability of the decision support model for the
organizational, technical or social context. It refers to the time and costs of adapting the model to
changing environments and objectives. Characteristics of influence or modularity, flexibility and the
ease of initialization.

Requirement 7: Generalizability

From a problem owner perspective, the model is required to be generic for different care
providers. From a care provider perspective the model should not provide the province with
insight in the exact organisation and procedures of the autonomic care provider.

Requirement 8. Flexiblity.

The decision support model is required to be adaptable to the introduction of new care services,
procedures and performance indicators. The flexibility of a decision port model is strongly related
to the concept of modularity.

Requirement 9:Low time and costs of model initialization

The time and cost to re-initialize the model for a different care provider are new data set. It is
related to the data dependency and the ability to automate the pre-processing of data sets to
model inputs

2.4 Problem and system delineation

The preceding parts of this research formulated the objectives and requirements for a decision
support model in the context of the youth care sector. To satisfy these requirements and reach stated
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objectives a decision support model should sufficiently represent the real system. It should allow the
adaption of possible policy instruments of the relevant actors and incorporate the possibility to
experiment with the possible future scenarios to evaluate the effect and robustness of care provider
capacity strategies on the value of the relevant performance indicators. This section takes a system
perspective to demarcate the relevant variables to sufficiently abstract the real system in a simulation
and forms the foundation of the conceptualisation of the SD and DES simulation model. The structure
of this section is visualized in

Figure 2-5.

External
variables (P) Policy instruments

2.4.3 Exogenous variables
—»

(X) External forces (O) Outcomes

(S) Care provider system 2.4.4 Performance

|\ indicators
2.4.1 System borders and J\

demarcation

2.4.2 System decomposition:
horizontal layers and vertical
partitioned subsystems

FIGURE 2-5 SYSTEM PERSEPCTIVE STRUCTURE 2.4

2.4.1 System borders and demarcation

A first step in determining the system borders is the demarcation of the part of the youth care sector
under study. Taking into account the objective of the decision support model, which is to align the
care providers capacity with the anticipated care demand in order to reach the performance
agreements made between the actors in the youth care sector, the system is bordered by the process
of one care provider. To be more specific the processes with determine the logistic children flow and
waiting time in the care provider system. The system borders are presented by the red dotted box in
Figure 2-6.

The demarcation of a simulation model determines the complexity and validity of a model. Model
demarcation decisions are always a payoff between validity and complexity. The model should
abstract enough of the real system to reach the model objective, without becoming too complex to be
used or understood. The system is further delineated taking into the account the necessary scalability
between care providers. Different care providers broadly have similar structures and processes, the
system should capture these common processes, but distance itself from detailed differences in the
process of different care providers. The system delineation is based on the following considerations:
P Simplicity. Keep the model as simple as possible, given the objective, without detracting from
its completeness and its value as a reflection of reality.
P Influence. Keep the part of the system which cannot be influenced as much outside the
system boundary as possible.
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FIGURE 2-6 PROCESS AND SYSTEM DEMARCATION

The following system boundaries form the foundation for both the currently used system dynamics as
for the to be developed discrete simulation model.

1.

Care demand. The demand faced by a care provider can be measured by the amount of
children requesting care and by the amount of care trajectories these children request. While
the care provider has influence on the amount of care trajectories delivered to a child for a
certain care claim, the choice is made to treat both the child as trajectory care demand as
exogenous variables. First, because the care demand is dependent on the allocation policy of
the BJZ. Second, because the Youth Care Act takes the clients care needs and the quality of
treatment as a starting point. A child deserves the care trajectories it needs, the amount of
care trajectories is not seen as a policy instruments to control the waiting lists.

Care services. Previous section introduced the taxonomy of care services. All care services
can be subdivided in four care types, which can be further subdivided into seven claim types
by the BJZ and 20 detailed product types used by the care providers. The four claim types
separate the care services according to their resource usage and are therefore currently used
by the care providers for their capacity forecasts (Giesen 2008; Westerflier 2008). The system
under study will be aggregated to these four care types because of the importance of capacity
forecasting in the youth care policy.

Care provider. The system under study is demarcated to the logistic flow of children through
the care provision process of the care provider. Only the actors, documents and variables that
directly influence the logistic flow of children are considered.

Care provider capacity. Care provider resources are bordered to the trajectory capacity of
each care type. Employees, treatment rooms, beds etc. are not explicitly modelled. This
demarcation is made because the model serves as a communication tool between the
province and the care provider. The care providers compete in a free market, information with
regard to their work processes, personal management and budget allocation is perceived
confidential.

Costs and benefits. An important decision criteria for the care providers, in addition to the
performance indicators related the dynamic children flows, are the expected financial benefits
of possible capacity strategies. The author argues that these benefits dependent on a static
cost function, which uses both the care capacity and the care production as a function. Taking
into account the purpose of the current research, two compare the application of two dynamic
simulation methods; this static cost function is perceived to lie outside the scope of current
research. However, the importance of costs and benefits is translated by the emphasis on the
care production as an important performance indicator. In addition to the performance
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indicators related to the dynamic children flows, care provider capacity costs and care
provider incomes, which are based on the outflow of treated trajectories

2.4.2 System decomposition: horizontal layers and vertical partitioned subsystems

Jacobs (2005) argues that separation of concerns is at the core of system engineering, it refers to the
ability to identify, encapsulate and manipulate those parts of a system that are relevant to a particular
concept, goal, task or purpose. The next step in further analyzing the care provider system is a further
decomposition of the system into horizontal layers and vertical partitioned sub-systems. A graphical
overview of this decomposition is provided in Figure 2-7

Horizontal layers: information separation

The information hierarchy introduced in the first chapter, distinguished two layers of management
information. Namely the measurements related to unique children and the measurements related to
the different care services a child receives in the care trajectory layer. These vertical layers are clearly
distinguished in the decomposed system diagram presented in Figure 2-6.

Vertical partitioning: process separation

The vertical partitions of the trajectory layer are clearly visualized in the system model. The four
parallel subsystems, aggregated by the four care types, are independent parallel care systems. The
performance of these subsystems does not influence the performance of other subsystems and is not
inter comparable because of the differences between the provided care types. The care provider
performance measures, at trajectory level, are also vertically partitioned and aggregated by the care

types.
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Figure 2-7 System diagram: decomposition of the youth care sector in horizontal layers and
vertical partitioned sub-system.

2.4.3 Exogenous variables

The exogenous variables, which influence the system under consideration, can be subdivided into two
subcategories, external variables and instrumental variables:
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External variables. Variables that cannot be influenced from within the system. Also referred to as the
scenario variables.

Instrumental variables. Variables that can be influenced by the decision makers. Also referred to as
the policy variables.

Policy variables: The decision makers in the context of the care provider model are the province or
regional system and the care providers. While there are many variables the care providers can
influence, for most of the variables their influence is bounded by a payoff between care quality and
system productivity. An example of such a variable is the patient treatment time. A decrease of
treatment times would increase the system output and potentially decrease the waiting time.
However, such a policy is likely to decrease the care quality provided to children. For this research the
instrument variables are those variables completely controlled by the scope of management control of
the care provider, without negatively influencing the care quality. This decision has been made on the
basis of the following considerations. First, taking into the account the simulation objective to provide
a negotiation tool in the future capacity negotiations between the care provider and the province
based the anticipated future demand. Second taking into account the main objective of the youth care
sector introduced in subsection 1.1.1 which states: “the need of the client comes first”, a pay off
which jeopardizes care quality is considered in contradiction with this main objective of the youth care
sector. Based on these considerations the following policy variables are considered:

Care capacity. The available care resources at the four independent care systems.

Scenarifo variables:

The other variables which are perceived uncontrollable and beyond the scope of the care provider
management, may still be subject of analysis of what if scenario’s. Selection criteria for these variables
are observed dynamics in these variables and the sensitivity of the system to variable change. The
arrival of children in the system is perceived the main scenario variable. Other possible scenario
variables are the variables, which determine the link between children arrivals and trajectory demand
and the trajectory treatment time. Data analysis of historical case study is necessary to determine
which variables are relevant to study possible future scenarios.

Children Arrival. The inflow of new children into the care provider system.

Treatment time. The duration of trajectory treatments for the different care types.

Care profile variables. The set of variables which together determine the link between children
and trajectories.

2.4.4 Performance indicators

Law and Kelton (2000) define the state of a system to be that collection of variables necessary to
describe a system at a particular time, relative to the objectives of the study. This sub-section beholds
an analysis of the collection of variables that describes the logistic children flow through the care
provider system at a particular time. The objective of the simulation model is to provide insight into
the development of the system performance indicators as a communication tool between the province
and the care providers. The performance indicators are selected with regard to the current political
focus and the sector performance agreements. A distinction is be made between the operational
performance measures used by the care provider measured at the trajectory layer and the
performance indicators used by the ministry to control the youth care performance measured at the
child layer. The performance indicators are determined by analyzing the managements products
provided by INITI8 to the youth care sector and the format of the policy steering rapports used in the
control of the youth care sector (Stuurgroep BAM 2009).

Trajectory layer
Literature tells us that the typical measures for queuing systems include server utilization, length of
waiting lines and delays of customers (Banks, Carson, Nelson, & Nicol, 1999). The negotiations
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between the province and the care provider result in a common youth care policy, which should be a
robust pay off between waiting times, costs and efficiency. Figure 2-8 presents the performance
indicators measured for each independent care system.

FIGURE 2-8 PERFORMANCE INDICATORS TRAJECTORY LAYER

Performance . I
- Unit Description
indicator
o Trajectory The number of trajectories on the waiting list
Waiting list .
(trj)
The time children have to wait before the
Waiting time week treatment of a trajectory starts.
(wk)
The outflow, of the number treated trajectories
. each month. It serves as an important input for
. Trajectory a month . .
Production . the care provider income, which is based on
(trj/month) ) .
output financing.
Child layer

As introduced previously in 2.1.5, the child layer provides unambiguous insight in the child and is used
by the national government to objectively allocate the macro budget to provinces and urbanized
regions. Furthermore, the child layer allows to objectively control the care provider and provincial
performance, without aggregating to specific care types. The child layer performance indicators,
currently applied by the ministry, are presented in Figure 2-9. The applied child layer performance
indicators have been frequently changed in recent years. In addition to the currently used
performance indicators new plans include monitoring the waiting time for the heaviest care type
assigned to each child.

Performance . i
- Unit Description
indicator
Children in the child The number of children, which have trajectories in the
system care provider system (in care or on the waiting list)
) N The number of children in the care provider system
Chlldrer.m Waiting child waiting for one or multiple trajectories without having
list care trajectories in care.
. . The number of children in the care provider system of
Children In care child . . . P L Y
which on or multiple care trajectories is in care.
Week The time children spend on the waiting list without
Waiting time (wk) receiving treatment.

FIGURE 2-9 PERFORMANCE INDICATORS CHILD LAYER

2.5 Conclusion

The youth care sectors aims to provide care to children on demand. Care provided in the context of
the youth care act is voluntary care, children receive youth care at their own initiative. The care needs
of the clients come first, because every child is unique, the care services provided to the children need
to be flexible. To achieve this flexibility in care services different care types are distinct and each child
can receive a suitable combination of those care types. A high level composition of youth care services
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divides the youth care services according to nature service distinct are: Youth assistance and
residential care. These two main categories can be further subdivided to four care types. Youth
assistance has the care type ambulatory care (AH), residential distinct three care types day care (DH),
foster care (PZ) and residential care (RH). These four care types can again be further subdivided into
a multitude of care services. For this research the care provider is analyzed aggregated to the four
care types.

The national youth care system is subdivided into 15 autonomic regional systems that cover the 12
provinces and the urbanized regions of Amsterdam, the Hague and Rotterdam. The national
government has the formal responsibility of the regional systems and provide the means to the
authorities of the provincial and regional systems. Each regional system consists of a BJZ and a set of
care providers. The authorities of the regional system have to formal responsibility to align the
resource availability at the care providers with the care demand.

Effectiveness of decision support model are not only dependent on the usefulness of the model
outputs. In addition to the usefulness of the model, time and cost of modelling, data availability and
stakeholders are introduced as important parameters that influence the success of decision support
model in the health and youth care sector.

The system delineated in current research describes the logistic children flows through a care
provider. Only actors, objects and documents that directly influence this logistic are considered in both
currently used SD and in the to be developed DES model .The care services are aggregated to four
care types; ambulatory, residential, foster and day care. The model serves as a communication tool
between the regional authorities and the separate care providers to create a commonly supported
capacity strategy. The care provider capacity resembles the number of trajectories that can receive
care at the same moment of time. Accommodations, employees, treatment rooms and beds are not
explicitly modelled. In addition to the children flow related indicators, financial considerations serve as
an important criterion for possible policy options. Taking into account to objective of current research,
two compare two dynamics simulation approaches, the cost function is lies outside the scope of
current research.

Figure 2-10 presents a system diagram of delineated system. Distinct are two information layers; the
child and trajectory layer. The trajectory layer distinguishes four parallel care systems, each with their
own in and outputs.

Model input c i Model output
I rovider
are provide Children in the R
) system (child v
Scenario New children y- (chie)
variable arrival distribution Children queue
Child layer Length (child)
Exogenous Care set relations » Waiting time (wk)
variables >
Trajectory | 1T giectory
inflow state
| Queue length (trj) )
Exogenous | jthdrawal curve > L
Variables Care Waiting time (wk) >
Treatment time g sy_stem Treatment trajectory
distribution Trajectory outflow (trj/month)
Policiy Capacity > layer
instrument . » Withdrgwal
Queue mechanism outflow (trj/month)

FIGURE 2-10 SYSTEM DIAGRAM DELIATED SYSTEM
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Chapter 3

Theoretical and methodological foundation:
Modelling and simulation

Modelling and simulation are becoming increasingly important enablers in the analysis and design of
complex systems. Vangheluwe and de Lara (2002) mention that simulation modelling as a paradigm
increasingly integrates system theory, control theory, numerical analysis, computer science, artificial
intelligence and operational research. This chapter serves as the theoretical and methodological
foundation of the research. First, the role of modelling and simulation in the system engineering
toolbox is demarcated. After which, the SD and DES methodology are introduced and their application
in health care is analyzed.

3.1 Conceptual and simulation modelling

This section serves as an introduction of system engineering and a demarcation of the role and
function of modelling and simulation in the context of system engineering for complex system and
systems of systems. There are several definitions of a system in the field of system engineering. In
the current research the following definition is employed:

A system is a part of the world we choose to regard as a whole, separated from the rest during a
period of consideration, which contains a collection of objects, each characterized by a selected set of
attributes, operations and relations (Holbaek-Hansen 1975).

The real or actual system is defined as those parts or aspects of reality we want to investigate as a
whole with the intent to know or eventually to control (Holbaek-Hansen 1975). Law and Kelton (2000)
discuss when varying modelling techniques may be employed when studying a system as presented in
Figure 3-1.

Experiment
with the
actual system

Experiment
with a model
of the system

/\

Physical Mathematical

model model
Analypcal Simulation
solution

FIGURE 3-1: WAYS TO MODEL A SYSTEM (LAW AND KELTON 2000)

If the system can be altered, if it is cost-effective to do so, and it is safe (for the system and its
environment) to use the system, it's desirable to use the real system. Because a model is always a
purposeful abstraction of reality, which means that every model has constraints and assumptions
which in practice set limits to its validity and applicability. When it is not possible to conduct
experiments with the real system a model which captures an abstraction of the real system and its
environment can be used. Such a model can be a physical model or a quantitative mathematical
model. Two mathematical modelling approaches are distinguished, analytical solutions and
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simulations. A non-trivial real world system can easily become too complex for a analytical solution to
be attempted if randomness and temporal elements are of interest (Banks 1998; Law and Kelton
2000). Simulation modelling is the preferred method of inquiry when the system is too complex to be
evaluated analytically. The computer becomes the laboratory for the system engineer (Shannon 1975;
Sol 1982).

Sargent (2001) presented a framework to demarcate the role of the real system, the conceptual
model, the simulation system and the system objectives in a decision making process, presented in
Figure 3-2. A distinction has been made between the real world and the simulation world. The
simulation world presents the processes of creating a meaningful abstraction of the real system by
using system theories.

System Simulation
Engineering Experiment
Objectives Objectives
¥y Mol ¥
Validation : ;
Real Conceptual . Snagljaﬂ;an
System  [™ /,-"' Moadel| - — | odel
Abstracting : Speciying | Specification
\‘/Mu:-:le-llng
'riif::r T?wﬁﬁ?s Simulation
I World Implemerting
Experimenting
Hypothesizing Hypothesizing
Pl ~ ¥
Experiment S'mgijaglm Experimentng | Simulation
Results Results S}rgtem

FIGURE 3-2 REAL SYSTEM, MODELLING AND SIMULATION (HESTER AND TOLK 2010)

The figure presents a clear distinction between the conceptual model and the simulation model. The
following distinction between the activities of conceptual modelling and simulation modelling is made
by Hester and Tolk (2010).
»  Conceptual Modelling is seen as the process of abstracting, theorizing, and capturing the
resulting concepts and relations in a conceptual model.
»  Simulation modelling is seen as the process of specifying, implementing and executing this
model.
Conceptual modelling resides on the abstraction level, whereas simulation modelling resides on the
implementation level of the system. The available conceptual and simulation modelling methods and
techniques are introduced in section 3.2 and section 3.3

3.2 Conceptual modelling strategies

Modelling concerns the abstraction of a real system by a conceptual model (Banks 1998). The system
boundaries, objects and attributes are all subjectively chosen and selected. Modelling is thus
considered to be a subjective procedural rational activity (Jacobs 2005). Shannon (1975) refers to
modelling as an art instead of a science. This section will first introduce the main principles, methods
and viewpoints of system analysis, followed by an introduction of the available methods to make the
body of knowledge communicable.
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3.2.1 System decomposition

The Systems Engineering method recognizes each system as an integrated whole even though
composed of diverse, specialized structures and sub functions. Jacobs (2005) argues that separation
of concerns is at the core of system modelling, it refers to the ability to identify, encapsulate and
manipulate those parts of a system that are relevant to a particular concept, goal, task or purpose
(Tarr and Ossher 2001). Guided by this principle of decomposition, modelling paradigms and
languages exist to make the body of knowledge of these decomposed systems communicable.

Jacobs (2005) discusses strategies to divide systems into modular sub-systems. The concept of sub-
systems is defined as:.

» A subsystem is a system that is a part of a larger system. The usefulness of this concept is

entwined with the concept of modularity.

System decomposition results into subsystems. Among separation of sequencing activities there are
other strategies for dividing systems into subsystems which are applied in this thesis. An important
distinction between strategies is:

P System decomposition into vertically partitions and into horizontally layered subsystems.

Both introduced decomposition strategies are illustrated in Figure 3-3. A horizontally layered system is
an ordered set of subsystems in which each of the subsystems is built in terms of the one below it. A
vertically partitioned system divides a system into multiple autonomous and therefore loosely coupled
subsystems, each providing a particular service. Noticeable, the orthogonal decomposition of systems
into either vertical partitions or horizontal layers is non-exclusive. Partitions can be layered and layers
can be partitioned.

SUBSYSTEM
i i o
E E = SUBSYSTEM
= = =
L L L
[is] [is] 4]
= = =
L L L
SUBSYSTEM
VERTICALLY PARTITIONED HORIZONTALLY LAYERED

FIGURE 3-3 DECOMPOSITION OF SYSTEMS INTO SUBSYSTEMS(JACOBS 2005)

Different decomposition strategies are applied when decomposing a system from different system
viewpoints. For each of these system viewpoints a distinct set of modelling methods has emerged to
analyze the system. The three distinct viewpoints are.

1. Functional view. The functional view presents the data flows through the system. It defines
the processes in the system and the dataflow between the processes. Changes in system
functionality result in changes of the function system structure.

2. The dynamic view. Made up of state transition diagrams, the dynamic view defines when
things happens and under which conditions the happen.

3. Object view. An object orientation is made up of entity relationship diagrams; it is a record of
what is in the system, or what is outside the system being monitored. It represents the static
structure of a system.

Object orientation has emerged as the de-facto modelling paradigm in system engineering (Booch,
Rumbaugh et al. 1999). Because information system development has been influenced so heavily by
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this paradigm, the next subsection introduces the concepts and consequences of the object
orientation paradigm in modelling and simulation.

3.2.2 Object Orientation

Object orientation decomposes the system by describing the separate objects and underlying
relations. The concept of object orientation can be used both in the conceptual model as well as in the
programming of the simulation model. The fact that the first concepts of object orientation appeared
in Simula (Dahl 2002), a simulation language, is probably the best argument for the suitability of
object orientated in both conceptual as simulation modelling (Panagiotis, Vlahos et al. 1995).
In object orientated system description and programming, the system is divided into objects and
relations. Each object is characterized by a selected set of attributes (Booch, Rumbaugh et al. 1999).
Three primitive object characteristics are distinguished; identity, state and behavior.

»  Identity. The ability to identify and distinguishes objects from other objects.

P State. The state of an object is defined by its attributes (i.e. age, speed, weight, size, etc.)

»  Behavior. Objects invoke methods on themselves and on other objects.
A class is a template for a set of objects that share the same attributes (defining their state),
operations, relations and semantics (Booch, Rumbaugh et al. 1999). Characterizing object behaviour
requires thinking about objects of particular class in relation to objects of another class. In general
system relations can be grouped into three categories:

Generalization « Specialization.

Class A is a generalization of class B if and only if every instance of class B is an instance of class A,
and there are instances of class A which are not instance of class B. Equivalently, class A is a
generalization of B if B is a specialization of A.

Association
Where generalization specifies a relationship between classes, association refers to the structural
relationship between objects (or instances of objects).

Aggregation < Containment.
A special form of association specifies a whole-part relationship. An object is an aggregation of
another object when it contains attributes that are objects from other classes.

Object orientation distinguishes the following key principles to incorporate this relationships in a model
as described in (Booch, Rumbaugh et al. 1999; Eckel 2000):

Classification. Classes capture commonalities of a number of objects. A class can be viewed from
different perspectives: modeling, design, implementation and compilation. From a modelling
perspective, a class is a template for a category of objects. It defines the attributes, operations and
relations of category and thus of all objects belonging to the category. From an implementation
perspective a class is a global object with globally accessible attributes, relations and operation.

The object instances of each class form a hierarchy in which the highest level is the root of the
system. A visual example of such a model is presented in Figure 3-4.

Inheritance. Classes can be organized in a hierarchical structure. In such a structure the child inherits
the protected and public attributes and methods from its parent. The child is referred to as subclass,
the parents as super class. Inheritance allows the construction of new objects from existing ones by
extending their functionality. On implementation level inheritance provides a high level of software
reuse (Panagiotis, Vlahos et al. 1995).

Figure 3-5 provides an illustration of the concept of inheritance.

Encapsulation. Attributes and methods uniquely belong to an object; object can encapsulate other
objects and keep their services internal, useful to form abstractions. Objects are encapsulated in
components and components are encapsulated into systems. In the implementation phase
encapsulation is a technique for minimizing interdependency among modules by defining strict
external interfaces. The external interface serves as a contract between the module and its client
modules. The implication of data abstraction is achieved. In conclusion a client does not need to
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understand how operations are implemented, so a module can be re-implemented without affecting
its clients (Blaba, Premerlani et al. 1988). It also enables the concept of information hiding.

ClassA| ClassB ClassC
(Root) c: ClassC
c: ClassC
b: ClassB

Classes Declarations

@

Object Instances III

oo | [as0 | [an1] [a52]

| a.bl-O.c | | a.bl-‘l IC | | a.b;2.c |

FIGURE 3-4 OBJECT ORIENTATION, CLASS, INSTANT, ENCAPSULATION AND HIERARCHY
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FIGURE 3-5 ILLUSTRATION OF SUPERCLASS ANDSUBCLASS ADAPTED FROM BURNS AND MORGESON (1988)

Message passing is the way in which objects communicate. In order for one object to affect the state
of another object, the object sends a message that initiates the second object to execute one of its
methods. This is what is called a client-server relationship.

Polymorphism is the ability to take several forms. In the implementation of system by object
orientated programming, different objects can understand the same message, but react in different
ways.

In general, system relations can be grouped into three categories (Blaba, Premerlani et al. 1988, p.
416): generalisations, associations and aggregations. All three relation categories are identified in the
object oriented paradigm. Pracht (1990) points out that the functional and dynamics system view are
essentially concerned with association relations, through their emphasis on influence modelling.
Object oriented generalization relations (A is a kind of B) and aggregation relations (A is a part of B),
serve the purpose of forming hierarchies. Consequential hierarchic relations are difficult to capture
and communicate from a functional or dynamic viewpoint. The behaviour of a model over time, which
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involves the representation of the sequencing activities and states, is on the other side difficult to
interpret from an object oriented system representation.

3.3 Classification of simulation

Simulation modelling is the preferred method of inquiry in the context of ill structured problems, when
the system is too complex to be evaluated analytically, the computer becomes the laboratory for the
system engineer (Shannon 1975; Sol 1982). As aforementioned, Shannon (1975) defines simulation as
the process of designing a model of real system and conducting experiments with this model for the
purpose of either understanding the behaviour of the system or evaluating various strategies for its
operation. A simulation model is a system description, either object oriented or mathematical, of a real
system. This chapter will categorize simulations methods in order to provide a clear understanding of
the formal differences between continuous and discrete modelling.

3.3.1 Dynamic simulation vs. static simulation

This is of interest when the temporal element is not relevant to the analysis. Typical examples of
static models are deterministic spreadsheet models and stochastic Markov and Monte-Carlo models
(Hester and Tolk 2010). All static simulation models represent a system at a given point in time. Static
simulations are often simplifications of dynamic real world systems; if the evolution of a system state
over time is required a dynamic simulation is more suitable.

Current research is focused on the dynamic simulation methods, these specify both the relations and
the behaviour of the system as a function of the system time (Jacobs 2005). Having discussed a
framework for modelling the structure of a system in the previous sections, a concise way to
represent time and the system behaviour as a function of the system is provided in the following
subsection.

3.3.2 Definition of time and state in simulation

A dynamic simulation model may be considered as a set of rules that define how a system being
modelled will change in the future given it present state. In other words, dynamic simulation is the
execution that takes the model through state changes over time (Borschchev and Filippov 2004). A
set of basic definitions in which time and state relationships are carefully distinguished, is introduced
by Nance (1981). Starting point is considered to be that a simulation model exists of objects described
in terms of their attributes and values. The assignment of a value to an attribute of an object in a
system description is based on observations. These observations may change over time the state of
an object.

In time based simulation, simulation time is used to distinguish different observations of the same
attribute. Nance (1981) presents the following concepts concerning simulation time: instant, interval
and a span, the definitions of these concepts are illustrated Figure 3-6.

span _

—

simulation time

intervall interval ‘
| A |

instant
instant
instant
instant ——
instant ——

FIGURE 3-6 CONCEPTS RELATED TO TIME(JACOBS 2005)

P Instant. A value of a simulation time at which the value of an attribute can be altered.
»  Interval. Duration between two successive instants.
»  Span. The contiguous succession of one or more intervals.

The state of an object is the collection of attribute values of an object at an instant. Nance (1981)
introduced the following time and state relations: event, activity and process. As illustrated in
Figure 3-7.
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»  Event. A change in the state of an object at an instant.
P Activity. The actions performed over time in order to create the state change.
»  Process. The succession of activities of an object over a span.
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FIGURE 3-7 STATE RELATED CONCEPTS (JACOBS 2005)

The independent variable time and the state variables together describe the static structure of a
simulation model; the dynamics of the state variable as a function of the time is described by
transition functions that capture the behaviour of a systems. The simulation approaches used to
describe this behaviour of a system over time are introduced in the next section.

3.3.3 Taxonomy of simulation

The approaches used to describe the behaviour of a simulation model are referred to as formalisms.
The evolution of a formal description for these formalisms started with the categorization introduced
by Zeigler (1976). The formalisms were categorized based on the continuous or discrete nature of
their time advancing and state transition functions. The following fundamental formalisms are
distinguished and visualized in

FIGURE 3-8.
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state transition function.

The remaining part of this subsection, further sub categorises the DESS and DEVS specification. The
introduced formalism classification shows how different time and state transitions functions lead to
different simulation formalisms. Commonly used simulation taxonomies in literature categorize
simulation to either the discrete or continuous of state or time transitions. The remaining of this
subsection presents the taxonomy made by Vangheluwe and the Lara (2002) which categorises
formalisms by the nature of their state formalism and the categorizations according to the nature of
time advancing set out by Borshchov and Filippov (2004)
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Categorization according to state formalism

Vangheluwe and the Lara (2002) present the formalism space in what is known as a formalism graph,
presented in Figure 3-9. The different sub-formalisms or methodologies are presented as the nodes of
the graph. The vertical dashed line delineates the categorization between continuous state and
discrete state formalisms.
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FIGURE 3-9 FORMALISM TRANSFORMATION GRAPH (VANGHELUWE AND DE LARA 2002)

Complex systems often have components and aspects for which the state transitions function cannot
be described in a single comprehensive formalism (Vangheluwe and de Lara 2002; Zeigler, Praehofer
et al. 2002). For the design and analysis of a simulation model of such a system it would be desirable
to express the state tradition functions as a function of multiple formalisms. In the formalism
transformation graph, presented in Figure 3-9, the arrows show the possible transformation relations
between the formalisms. These relations are also referred as embedded relations in which one
formalism is mapped into another (Zeigler, Praehofer et al. 2002).

In the subset of continuous formalisms, these formalisms are related to a specific domain. For
example, system dynamics a sub-formalism of the continuous DESS formalisms is targeted at social,
socio-economic or ecological topics, while bond graphs are commonly used in engineering systems
with a variety of thermal, mechanical or electrical components. The subset of discrete formalisms is
not categorized by their specific domain of application. Instead the subset of formalisms is specified
by the unique approach or world view followed to specify, or group the behaviour of a simulation
model. Overstreet and Nance (1986) refer to the concept of /locality when they speak of grouping
behaviour in a simulation model.

Categorization according to time advancing

The common classification of modelling formalisms is recently adapted to ‘time driven’ and ‘event-
driven’ modelling formalisms, as can be found frequently in the more recent conference and journal
papers from the Winter Simulation Conference and the ACM Transactions on Modelling and Computer
Simulation. The difference between both branches lies in the incrementing technique of the simulation
clock.

Time driven systems (periodic scan): The value of the simulation clock is incremented by a fixed
amount, which is a predetermined uniform unit. After the simulation clock is adjusted by this fixed
time increment, the system is examined to determine whether any events occurred during that
interval. If any events occurred, they are simulated. The simulation clock is then advanced another
time unit, and the cycle is repeated.
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Event driven systems (event scan). The simulation clock is incremented at the occurrence of the next
event. Thus, the simulation clock is incremented from one event time to the next event time without
regarding the interval that separates these events occurrences. After updating the simulation clock,
the simulation system simulates the event (implements the resulting changes), and the whole cycle is
repeated.

The two distinct time-driven paradigms are the previously categorized continuous state formalisms
System Dynamics and dynamical systems distinct by their domain of application. The Event-driven
paradigms are distinct by the worldview with which the paradigms specify the behaviour of the
system. Discrete Event modelling is a top down approach centred on processes, which may be as
logical sequences of activities (Borschchev and Filippov 2004). The emphasis of this research lies on a
comparison of the insights produced by SD and DES in the decision making process of the youth care
sector. The concepts of these simulation approaches are further explained in the following sections.

3.4 System Dynamics (SD)

System dynamics (SD) is a methodology and computer simulation modelling technique for framing,
understanding, and discussing complex issues and problems. SD is develop by Jay Forester at the
Massachusetts Institute of Technology in the early 1960s (Forrester 1961) to help corporate managers
improve their understanding of industrial processes by applying feedback control theories. Forrester
frames the SD paradigm as:

“The study of information-feedback characteristics of industrial

activity to show how organizational structure, amplification (in

policies), and time delays (in decisions and actions) interact to

influence the success of the enterprise(Forrester 1961)(Forrester 1961)”

The goal of the SD paradigm is to develop an endogenous explanation for problematic dynamics
(Sterman 2000). SD modelling concerns influence modelling, it identifies the elements considered
fundamental to the systems and those that are likely to generate an influence on the problem
situation. A SD model presents all elements relevant for generating a real world’s system’s pattern of
behaviour endogenously. The model is composed of interacting feedback loops. The concept of
feedback, where output is again used as an input, makes a system capable of generating behaviour
endogenously. Such feedback can be either positive (indicated by the 'R’ reinforcing feedback loop in
Figure 3-10) or negative (indicated by the ‘B’ or balancing feedback loop). It can also sometimes
result in non-linear behaviour which is often found in complex systems. Such complexity possibly
produces counterintuitive behaviour which can confuse problem owners and stakeholders (Lane
2000).

Mathematically, SD simulations concern the representation of the system relations according to
differential equations (Forrester 1961). Because of the nature of these mathematical functions, SD is
well suited for the modelling of continuous process (Chanal and Eldabi 2008), at the specific domains
of urban, social, socio-economic and ecological topics. SD models are mostly used at strategic level
due to their problem structuring ability, when the problem owner is more interested in overall
performance than in the finite behaviour of particular processes within the system (Sweester 1999;
Brailsford and Hilton 2001).

SD is characterised by its modelling of a system in terms of levels (for example stocks of material or
knowledge), flows between these level and information (rates, delays) that determine the value of
these flows. An example of the SD problem structure, in which the system behaviour is described by
interacting feedback loops, is presented in Figure 3-10. The dynamic complexity embedded in SD
models arises because variables influence each other in ways that involve non-linearity, delays and
accumulative or draining relations. SD is a top-down modelling approach and as such it uses
aggregated values to represent stocks and abstracts from single events and entities. It is difficult, but
not impossible, for it to model heterogeneous populations where the effect of clustering and individual
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behaviour may be important. It can achieve this by segregating a large population into smaller and
related groups, with homogeneous properties, which are more tightly defined.

- Adoption
[stock] Rate [stock] Mathematical Model \
: [flow] d( Potenrial Adopters )/dt =
Potential AV ol
- h Adopters - Adoption Rate
Adopters P
di Adopters )/dr =
Adoption Rare
Total
. Adoption Rate =
+
AdOpth AdOptIOﬂ Population Adoption from Advertising +
+ from from ;_/ Adoption From Word of Mouth
Advertising Word of Mouth Adopt_lon Adoption from Advertising =
\ . + \___/ Fraction Advertising Effectiveness *
Advertisi ng Patential Adopters
Effact] Contact
ectiveness Rate Adoption from Word of Mouth =
Contact Rate * Adoption Fraction *

Patential Adopters * Addopters
S Stocks, Flows and Their Causal Relationships / Total Population

Structure as Interacting Feedback Loops

Bass Diffusion Model In the classic textbook model of product diffusion (Sterman 2000), Potential Adopters become Adopters at
Adoption Rate that depends on advertising and word of mouth promotion. The impact of advertising is modelled as a constant percent of
Potential Adopters (namely, Advertising Effectiveness = 0.011 in this paper) becoming Adopters each time unit. Therefore, the
corresponding summand of Adoption Rate equals Potential Adopters * Advertising Effectiveness. For word of mouth adoption it is
assumed that everybody contacts everybody else in this population group. The number of contacts per person per time unit is Contact
Rate (100). In case one of the two people in contact is adopter and another one — not yet, the latter one will adopt with the probability
Adoption Fraction (0.015). Then, during a time unit, each adopter will convert Adopters * Contact Rate * Adoption Fraction * [Potential
Adopters / (Potential Adopters + Adopters)] people into Adopters. The expression in the square brackets is the probability of another
person being not already adopter.

FIGURE 3-10 SYSTEM DYNAMICS MODEL STRUCTURE(BORSCHCHEV AND FILIPPOV 2004)

Literature argues that the SD methodology needs to engage with mental models (Lane 2000). The
most important information to include in these systems is not documented; it is embedded in the
problem owners and stakeholders mental models. The modelling work should be done in close
proximity with the problem owner’s mental model. Due to this engagement with the mental models
SD generates confidence in the simulation model. Additional to the strict predictive value of SD models
is the qualitative aspect, with the aim of enhancing the understanding of an identified problem and
improving comprehension of the structure of the problem and the relations present between relevant
variables (Brailsford and Hilton 2001). Validation of SD models is done to increase the plausibility of
the model as a theory for the causal mechanism generating the behaviour. SD models could be
characterized as a collective best guess based on a particular groups understanding of the system at a
point of time (Sweester 1999).

Although SD is been used with reasonable success in the understanding of supply chains and logistic
networks, it is nevertheless limited by its requirements, that the input variables have inherently
uniform properties (Brailsford and Hilton 2001). The models are basically deterministic and they treat
simulation objects as a continuous mass. SD does not attempt optimisation or point prediction, but it
is capable of modelling very large complex systems and can deliver a wealth of qualitative and
quantitative output measures. The paradigm is used to model problems where abstraction is high and
details are low. Parameters estimation and validation are less of an issue with SD than with DES. SD is
typically used to model problems such as global population dynamics, the macroeconomics of a
country, ecological systems, and national health systems.
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3.5 Discrete Event simulation (DES)

A discrete event simulation model is a system that changes its states at discrete points in time, at
specific instants as recalled from section 3.3. The purpose of discrete simulation is the modeling of
systems that are dynamic and stochastic, implementation of these models, and running these models
(Garrido 2001). As a modeling approach DES can describe complex system structures, which cannot
be described easily by analytical models (Law and Kelton 2000, p.115). The main objectives of these
models are prediction, optimisation and analysis of “what if” scenarios. To achieve statistical validity to
the performance of a real world system, a DES model requires accurate data on how the system
operated in the past or accurate estimations on the operating characteristics of a proposed system
(Lane 2000). Statistically significant results taking into account randomness, variability and uncertainty
can be obtained as long as enough simulations are made (Brailsford and Hilton 2001). The
components of a DES model are presented in

Figure 3-11, the following subsection provides an overview of the concepts and methods embedded
in these components.
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Figure 3-11 Structure of discrete models (Kreutzer 1986)

3.5.1 Passive vs. Active entities

All major components of a system are identified as entities or objects, which have attributes and
behaviour. Some of these entities are active entities, which have a life of their own. An example of an
active entity is a process. Process instances are represented as objects of a thread class. The
attributes of such processes are represented as attributes of the class. The behaviour of a process is
modelled by the operations that can be performed by the processes; these are implemented as
methods in the thread class (Garrido 2001). In addition to processes, a simulation model often
includes other entities that do not behave as processes. These entities are modelled as classes that do
not define a behaviour (Garrido 2001). A simulation can consist of several active and passive objects
of different classes. During a simulation run, all the active objects of the simulation model interact
with each other in some way or another. The introduced classification of active and passive objects is
presented Figure 3-12.

Real world
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b

| Abstract entities |
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Passive objects

Threads | Class objects |

i
l Active objects

FIGURE 3-12 ACTIVE AND PASSIVE OBJECTS (GARRIDO 2001)
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3.5.2 Simulation clock and modeling perspective

The simulation time at which an event occurs is called its event time. The simulation executive, the
program that implements and controls the simulation, must carry out time changes in the systems and
keep track of the passage of simulation time. The simulation executive of most DES systems use a
event scheduling world view.

Event scheduling provides locality of time. Each event routine in a model routine in a model
specification describes related actions that should always all occur in one instant (Overstreet and
Nance 1986). The simulator first identifies all events at which discontinuous state transitions occur. An
event can cause state changes, trigger other events, or schedule events at future simulation time
(Carson 1993). The strategy for the event scheduling world view is to repeatedly select the earliest
scheduled event, to advance the simulation time to the execution time of that event and to invoke the
operation specified by that event. The behaviour and thus the processes of the simulation model are
grouped in a time sorted event list. The simulation model is described as a time sorted set of
scheduled events (Jacobs 2005). Several events may be scheduled to occur at the same moment of
time. Simultaneous events may depend on each other or be truly concurrent. As a result of the event
executions, the discrete state of the model may change, timers may be activated, events may be
deleted from the event and other events may be added.

Time
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i . Time
(o—@——@h
S | % .

o On =

(&——(O—gh

® 0 ) o—

O Event is chosen to be executed

. Event is ready to be executed but not chosen
( ) Event is scheduled to be executed at some later time point

O Processed event (past)
FIGURE 3-13 EVENT SCHEDULING

When analyzing a system, the system can be decomposed from different perspectives as introduced in
subsection 3.2.1. For each of these system perspectives a distinct set of modelling methods has
emerged to specify the system and system behaviour in a DES simulation model. The following
modelling concepts are distinguished:

Object orientation: To specify the relations between objects and entities and to control complexity.
Object oriented generalisation relations (A is a kind of B) and aggregation relations (A is a part of B)
forms the purpose of creating hierarchies, as introduced in subsection 3.2.2.

State chart (dynamic perspective): State charts define the behaviour of a system from an individual
entity perspective by a collection of states and discrete state transitions. Transitions can be triggered
by a set of events or conditions and cause a set of actions (Borschchev and Filippov 2004). Hierarchy
in state charts permits one state to contain other states. Parallelisms permit multiple states to be
active concurrently. Important extensions of this formalism are state hierarchies, parallelism and event
broadcasting. Broadcasting of events allows one state to detect changes in other another states and
provides the means to trigger a series of actions in one activity depending on transitions that occur in
another (Soblev, Harel et al. 2008).
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Process orientation (functional perspective). Each process routine in a model specification describes
the action sequence of a particular model object (Overstreet and Nance 1986). Process interaction
provides a way to represent a system’s behaviour from the point of view of the dynamic entities
moving through the system. A process is a time ordered sequence of events: activities and delays that
describe the flow of dynamic entities through a system (Carson 1993). Each process in a simulation
model specification describes its own action sequence (Overstreet and Nance 1986). This worldview
reflects the autonomy of an individual process, the life cycle and the concurrency in the execution of
distinct process (Jacobs 2005).

Implicit focus in most discrete event literature is on process orientation. This could be a consequence
of the many commercial tools that support the process modelling style. Therefore, the dominant
process orientation worldview is further described in the following subsection.

3.5.3 Process orientation

Process modelling is well known for problems with queuing characteristics. Process model building
involves identification and representation of entities, resources, logic and flow of entities (Borschchev
and Filippov 2004). An entity is a passive object of interest in the discrete system. An attribute is a
property of an entity. An activity represents a time period of specified length (Banks 1998). The
process interaction worldview describes systems by a flowchart through which the entities travel.
Flowcharts blocks describe among other activities queues, resource seizing and releasing and activities
(Owen, Love et al. 2008). The classic view of such a flowchart for a bank kiosk is presented in Figure
3-14.
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FIGURE 3-14 PROCESS ORIENTATION DISCRETE EVENT VIEW (BORSCHCHEV AND FILIPPOV 2004).

In process orientated models entities have characteristics which determine their pathway through the
network. Unlike Markov models, which take no account of history, “service time” can be dependent on
individual characteristics and previous history, any parametric or empirical distribution can be chosen
to model activity durations. Complex logical rules can be used to determine entities routing through
the system.

3.6 Comparisons SD and DES

There is a growing concern in research in understanding which method is better or more suited for a
particular problem It has been argued that the choice of modelling methodology is dictated by the
modeller’s expertise (Brailsford and Hilton 2001; Lorenz and Andreas 2006; Morecroft and Robinson
2006; Chanal and Eldabi 2008). Rather than adapting a tool to the problem, analysts try to adapt the
problem to available tools. As introduced in preceding sections, all modelling methods are based on
certain concepts, philosophies and assumptions (Lorenz and Andreas 2006). Successful choice
between methods depends on understanding the contrasting and overlapping features of the
modelling methodology. This section provides a structured overview of the contrasting and
overlapping features of the DES and SD model found in previous sections. A distinction will be made
between the technical differences and the conceptual differences of the two methodologies.
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Discrete Event Simulation

System Dynamics

Systems (such as health care) can be viewed
as networks of queues and activities

Systems (such as health care) can be viewed
as a series of stocks and flows

Obijects in a system are distinct individuals
(such as patients in a hospital), each
possessing characteristics that determine what
happens to that individual

Entities (such as patients) are treated as a
continuous quantity, rather like a fluid,
flowing through reservoirs or tanks connected

by pipes

Activity durations are sampled for each
individual from probability distributions and
the modeller has almost unlimited flexibility
in the choice of these functions and can easily
specify non-exponential dwelling times

The time spent in each reservoir is modelled
as a delay with limited flexibility to specify a
dwelling time other than exponential

State changes occur at discrete points of time

State changes are continuous

Models are by definition stochastic in nature

Models are deterministic

Models are simulated in unequal time steps,
when “something happens”

Models are simulated in finely-sliced time
steps of equal duration

FIGURE 3-15 TECHINICAL DIFFERENCES BETWEEN DES AND SD (BRAILSFORD AND HILTON 2001)

Discrete Event Simulation

System Dynamics

Perspective

Analytic; emphasis on detail
complexity

Holistic; emphasis on dynamic
complexity

Resolution of models

Individual entities, attributes,
decision and events

Homogenised entities,
continuous policy pressures
and emergent behaviour

Data sources

Primarily numerical with some
judgemental elements

Broadly drawn

Problems studied

Operational

Strategic

Model elements

Physical, tangible and some
informational

Physical, tangible,
judgemental and information
links

Human agents represented
in models as

Decision makers

Bounded rational policy
implementers

Clients find the model

Opaque/dark grey box,
nevertheless convincing

Transparent/fuzzy glass box,
nevertheless compelling

Model outputs

Point predictions and detailed
performance measures across
a range of parameters,
decision rules and scenarios

Understanding of structural
source of behaviour modes,
location of key performance
indicators and effective
policy levers

Figure 3-16 Conceptual differences between DES and SD (Lane 2000)
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3.7 Simulation experiences in health care

Over the past decades, health care costs have dramatically increased, while health care organisations
have been under severe pressure to provide improved quality care for their patients. This situation has
compelled researchers and health care professionals to examine new ways to improve efficiency and
reduce costs. The synthesis made in this section is made based on the concept of analogy.

Analogy is a cognitive process of transferring information or meaning from a particular subject (the analogue of
source) to another particular subject (the target). The concept is based on making useful generalizations. The
purpose is to understand and articulate the rules that apply to a specific domain of knowledge and to discover
rules that are shared between domains (Robertson 2001).

Based on the concept of analogy, the general knowledge and techniques from the field of modelling
and simulation and the experience of their application in the context of the health care sector is
transferred to the specific youth care simulation problem under study. In order to provide a
justification of using dynamic simulation and to provide insight into the expected strength and
weaknesses of the SD and DES modelling methodology in the youth care context.

Static models

Most literature on waiting line management in health care is based on the static mathematical
approach described by the Markov queuing theory (Torgenson and McIntosh 2006). These studies
focus mainly on utilization of resources and the calculation of the minimum required amount of
treatment positions while maintaining a high service rate. Experiences with these studies identify that
static queuing theory struggles with the abstraction of phenomena like seasonal effects and the
incorporation of human behaviour. These issues are also identified by Brown et al. (2003), who argue
that traditional queuing theory in application of health care has a series of shortcomings; the absence
of customer withdrawals, time dependent behaviour or customer heterogeneity. Three characteristics,
which are all frequently present in healthcare systems. Mandelbaum and Shimkin (2000) made
attempts to construct a Markov model which incorporates withdrawal behaviour. They acknowledge
that a lot of work needs to be done to achieve practical usability of withdrawals in queuing theory.

Dynamic simulation: SD and DES

Dynamic Simulation is regarded by many as the operational research approach of choice in healthcare
modelling. In many respect it is the ideal approach for addressing health care issues, yet the relatively
small number of successful implementations would suggest that (outside) academia it has been under
used in the health care domain, compared with manufacturing industry or defence (Lowry 1992;
Benneyan 1994; Carter and Blake 2005; Brailsford 2007; Kuljis, Paul et al. 2007).

The SD and DES approach, introduced in previous sections, are frequently used in health care
modelling. Brailsford (2007) address the application of both modelling approaches in health care. He
argues that the SD approach is usually used to address strategic system wide models to answer long-
term, broad-brush questions, which are not concerned with individual patient flows through the
system. In contradiction, the DES approach is commonly used to address operational or tactical
models at the healthcare unit level, which are concerned with modelling the flow of patients through a
system in models. These models are used for capacity planning, resource allocation and process
redesign. The DES approach seems more appropriate for the youth care problem under investigation,
which investigates the children flow through the youth care sector in order to find an optimal pay off
between capacity investments and child waiting times. The following subsections evaluate available
literature about the application of both methods in health care modelling and abstracts these
experiences to their application in the youth care sector taking into consideration the requirements
formulated in sub-section 2.3.2. The subsections are categorized according to usefulness, usability
and usage factor.

3.7.1 Requirements Usefulness

Requirement 1: Accurate insight into performance indicators (PI's)
Sub-section 2.3.1 introduced the fit between the system, problem and methodology perspective as the
basis for sound models. This subsection discusses the fit between the SD and DES methodology and

38



Youth care waiting list dynamics: A Discrete Event Simulation Approach

the youth care problem and system perspective, based on past experiences with both simulation
approaches in health care modelling.

Problem perspective. The aggregated SD approach, which provides an understanding of the structural
source of behavioural modes and the impact of policy levers, provides an aggregated indication of the
average of the important performance indicator robustness to variability in the processes of the
system. It has been argued in the context of health care systems that basing analysis solely on
averages (“management by averages”) can vyield radically inaccurate results if significant variation
exists (Benneyan 1994). Unlike SD models, stochastic DES models are able to provide point
predictions and detailed performance indicators. A DES model provides insight into the possible spread
of the important performance indicators given the uncertainty in the system (Morecroft and Robinson
2005). Which allows the evaluation of possible policy strategies on other criteria’s than expect
averages for instance on overall robustness or minimum worst-case scenarios. These criteria are
relevant in health care and youth care systems, which both have a high intolerance to failure.

System perspective. Modelling the youth care sector requires the coupling of different political
information levels. SD models, in which entities are treated as a continuous quantity rather like a fluid,
do not provide the possibility to distinct entities by attributing characteristics (Brailsford and Hilton
2001; Lorenz and Andreas 2006; Morecroft and Robinson 2006; Chanal and Eldabi 2008) . Therefore,
it is not possible in the SD modelling approach to abstract realistic child care profiles and their
influence on the system behaviour. Unlike, the SD approach, entities in DES models are distinct
individuals, each of them can posses characteristics that determine their flow through the system
(Brailsford and Hilton 2001; Lorenz and Andreas 2006; Morecroft and Robinson 2006; Chanal and
Eldabi 2008). Complex logical rules can be used to determine patient routing through the simulation,
or the outcome of a treatment. Randomness, variance, uncertainty and conditionality can be
accounted, as long enough simulation runs are performed to obtain significant results. In the context
of the youth care sector a DES model allows the abstraction of realistic care profiles and therefore the
coupling between the child and trajectory layer. As a general remark the authors argues that the small
number of successful simulation implementations in healthcare, in comparison to industry, is likely to
be the result of the interaction of complex human withdrawal behaviour and patient priorities present
in many health care systems. The youth care system is an example of a health care system, which
faces both patient withdrawals and priorities.

Requirement 2: Data availability or collectability

The data dependency of a model is related to its aggregation level. Aggregated SD models are not
dependent on large quantities of high quality data, they have the capability of using descriptive or
judgmental as well as numerical data (Brailsford and Hilton 2001; Lorenz and Andreas 2006;
Morecroft and Robinson 2006; Chanal and Eldabi 2008). Disaggregation of a model requires
disaggregation of model inputs, a DES model with the objective to provide insight into the distribution
of individual child waiting times requires to abstract the exact distribution of child arrivals and
treatment times in parametric or empirical distributions which can be dependent on individual
characteristics. Such a model is data dependent 