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Abstract
There has been an increased focus within the AI ethics literature on questions of power, reflected in the ideal of accountability 
supported by many Responsible AI guidelines. While this recent debate points towards the power asymmetry between those 
who shape AI systems and those affected by them, the literature lacks normative grounding and misses conceptual clarity 
on how these power dynamics take shape. In this paper, I develop a workable conceptualization of said power dynamics 
according to Cristiano Castelfranchi’s conceptual framework of power and argue that end-users depend on a system’s devel-
opers and users, because end-users rely on these systems to satisfy their goals, constituting a power asymmetry between 
developers, users and end-users. I ground my analysis in the neo-republican moral wrong of domination, drawing attention 
to legitimacy concerns of the power-dependence relation following from the current lack of accountability mechanisms. I 
illustrate my claims on the basis of a risk-prediction machine learning system, and propose institutional (external auditing) 
and project-specific solutions (increase contestability through design-for-values approaches) to mitigate domination.

Keywords Responsible AI · Machine learning · Power relations · Domination · AI design · Design-for-values

1 Introduction

It is now well established within the AI ethics literature that 
consequences of AI systems, particularly opaque machine 
learning (ML) systems, are not clearly separated from the 
people involved in the system’s lifecycle. Human decisions 
influence the algorithm’s training data, the chosen model, or 
feature weighing. One aspect of this influence relates directly 
to issues of power between those who shape a system and 
those affected by it, as reflected in the call to establish effec-
tive accountability mechanisms (e.g., Jobin et al. 2019). In 
particular, there is an interest in who has–or should have–the 
decision-making authority regarding a system’s development 
(e.g., Busuioc 2020; Coglianese and Lehr 2016; Crawford 
2021; Kalluri 2020; Sloane and Moss 2019). The debate, 
hence, seems to invoke a moral intuition that there is some-
thing deeply problematic about how ML systems are cur-
rently developed and used within society.

Despite this intuition, there remains an inconsistency in 
the debate between the socio-economic importance of power 

and the level of conceptual clarity regarding what power 
is. Moreover, it remains unclear–even if we were to have a 
clear conception of power–how said power relations between 
people should be analysed from a normative perspective. 
Power relations entail exercises of power that inherently are 
normatively laden, implying that illegitimate power relations 
hinder responsible ML development. Thus understood, con-
ceptualizing power relations is an underdeveloped part of AI 
ethics that we can–and should–ethically evaluate to identify 
potential pitfalls in current AI ethics initiatives that hinder 
responsible ML development (e.g., ethics washing through 
the use of ethics guidelines, see Hagendorff 2020).

In this paper, I investigate the power dynamics underlying 
the development and use of ML systems and argue that said 
power dynamics give rise to the moral wrong of domination. 
Domination, as understood by the neo-republican frame-
work, occurs when one is subjected to a superior and unac-
countable power (Pettit 1997). It constitutes a moral wrong 
as domination provides an obstacle to human flourishing, 
or what is necessary to lead a good life (Lovett 2010). The 
concept of domination fits well the debate on power within 
the AI ethics literature as it normatively and theoretically 
grounds the moral intuition that there is something prob-
lematic with the current power dynamics of ML ecosystems. 
My two main contributions with this paper are, therefore, (1) 
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providing a workable conceptualization of said dynamics 
and (2) establishing normative grounds for familiar though 
relatively abstract issues of power and accountability of ML 
ecosystems.

My argument is as follows: first, the moral wrong of 
domination requires both superior and unaccountable 
power (Pettit 1997). Second, following the work of Cris-
tiano Castelfranchi (2003), there is a power-dependence rela-
tion between those who shape a system (i.e., developers and 
users) and those affected by a system (i.e., end-users). This 
ultimately implies that those who shape a system wield some 
power. This power asymmetry reflects the superior power 
necessary to constitute domination. Third, we currently 
face a lack of accountability mechanisms in ML systems 
due to their opaque and learning characteristics, resulting 
in responsibility gaps (Matthias 2004). This constitutes (to 
some extent) an unaccountable power of the developers and 
users (via the ML system). Therefore, the power asymmetry 
of the developers and users in combination with the lack of 
accountability mechanisms constitutes the moral wrong of 
domination, or at least gives rise to the potential of domina-
tion as current power dynamics are presented with the main 
ingredients necessary to constitute this moral wrong.

In the first sections, I lay out the building blocks for my 
argumentation. I discuss the concept of domination (Sect. 2) 
and elaborate on the different actors (developers, users, end-
users) involved in an ML system (Sect. 3). In Sect. 4, I dis-
cuss my core argument, i.e., that current power dynamics 
constitute a power asymmetry, and, consequently, that the 
lack of accountability mechanisms establishes the potential 
of domination. I end this paper with some recommendations 
at both institutional level (external auditing) and project-
specific level (increase contestability through design-for-
values approaches) on how to mitigate potential domination 
(Sect. 5).

2  Domination

Domination, as understood by neo-republican theory, 
implies that one is subjected to a superior and unaccountable 
exercise of power (Pettit 1997). In other words, someone is 
dominated when they depend on another’s unaccountable 
or arbitrary will, i.e., there are no effective accountability 
mechanisms in place to ‘check’ the power, obstructing the 
dominated agent’s possibilities for redress when wronged or 
to contest the dominant agent’s decision. This constitutes a 
moral wrong as it provides an obstacle to human flourishing, 
understood as to what extent an individual can flourish, and 
taken as a core value to realize1 (Lovett 2010). Superior and 

unaccountable exercises of power hinder human flourishing 
as they establish insecure situations in which the subordi-
nated agent is psychologically damaged because of a con-
stant threat of abuse.

Indeed, as neo-republicans point out, a benevolent dicta-
tor remains a dictator, even in the absence of interference 
(Pettit 2011, 714). The fact that the dictator can choose 
to change his or her behavior towards the citizens implies 
that citizens subjected to the dictator are not secured from 
unlawful and potentially harmful interference. Therefore, 
contrary to a dictator who has unaccountable power due to 
lack in effective accountability mechanisms, a democratic 
government, though exercising power over its subjects, does 
have these mechanisms as its subjects control governmental 
power thanks to accountability mechanisms like public con-
testation and the separation of powers.

Though neo-republicanism often relates to states, a 
similar reasoning holds between two individuals (e.g., par-
ent–child relation) or groups of individuals. To this extent, 
we see that an individual’s ability, or ‘power’, to achieve 
their goal rests in their political relation with another agent 
(or agents, for instance, a child and multiple parents). This 
gives strength to neo-republican theory, as it crosses the 
boundary between the common distinction ‘power-to’ and 
‘power-over’, where the former is often more understood in 
an individual’s capacity to realize their goal and the latter 
often understood in an exercise of power between agents 
(Lovett 2010; Haugaard 2012).

This, however, is not to say that such power-over is nec-
essarily problematic. Power-over becomes morally prob-
lematic in situations where the power-over unaccountably 
impedes an individual’s power-to, thereby constituting the 
moral wrong of domination. Indeed, domination comes in 
degrees: it is constituted by the degree of the individual’s 
dependency, the degree of the dominant agent’s reach of 
power, and the degree of the arbitrariness of the exercise 
of power (i.e., opportunities to hold the dominant agent 
accountable for their actions) (Lovett 2010).

So, domination combines the idea of how an individual’s 
power-to rests in their political relation with another with a 
lack in ability to hold the dominant agent accountable. Given 
the debate on power dynamics underlying ML ecosystems, 
domination, then, seems to fit well the moral intuition that is 
present in the AI ethics debate on power. Scholars mention 
the increase in power of those that have decision-making 
authority regarding the development and deployment of 

1 Human flourishing constitutes the basis for several normative 
accounts (see Lovett 2010, 131, fn 6). We see aspects of this term 
incorporated by the European Parliament in the Charter of Funda-

mental Rights (2012) (e.g., in Title II ‘Freedoms’ and Title IV ‘Soli-
darity’). I realize that these values may not be globally applicable due 
to contextual and cultural differences. For this paper, I endorse the 
European Union’s key values, rooted in the value of democracy.

Footnote 1 (continued)
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these systems, but criticize the public’s lack in decision-
making guidance or possibility to reverse a decision (e.g., 
Whittaker et al. 2018, 30). This resembles the idea of a dic-
tator, benevolent (i.e., good decision-making) or not, in that 
the public is left with little control over the decision-mak-
ing process. However, before making any claims related to 
potential domination, it is essential to identify which actors 
are involved and how to understand the power dynamics 
between these actors.2

3  Actors involved

I distinguish three main categories of actors in an ML eco-
system: developers, users, and end-users. The developers 
are the most relevant category regarding the influence on 
the system’s behaviour resulting from design and deploy-
ment decisions, and so relate more directly to questions of 
power. I interpret the category ‘developers’ in a broad sense, 
including all those actors that are involved with the devel-
opment of the software. With ‘development’ I refer to all 
input from the initial thought processes behind the system 
up to the moment the system is deployed.3 Thus understood, 
developers include the management that is in charge of the 
business side of an algorithm, those that wield the “algo-
rithm-specifying power” (Coglianese and Lehr 2016, 1216) 
including specifications related to value-judgements and 
determining acceptable error rates (Wieringa 2020, 3), and 
the programmers that code the algorithm. In addition, this 
category also includes stakeholders such as expert groups 
(e.g., doctors for medical AI). The ‘user’ category is more 
easily defined and relates to the actor that deploys the sys-
tem (which can but need not be the same as the developing 
company). Finally, with ‘end-user’, I refer to the actor who 
is directly affected by the system. Directly affected means 
that the end-user needs to stand in a direct relation with the 
system itself, although of course the effects of a system can 

‘trickle-down’ to other individuals.4 In addition, the end-user 
must be the target of the algorithm.

To illustrate these different actors, consider an ML algo-
rithm that is developed for a bank to determine whether 
applicants should receive a loan by analysing similarities of 
new applications with previous successful and unsuccessful 
ones (the ‘loan-algorithm’). Here, the developers include 
management actors that are in charge of the business side 
of the algorithm and programmers that code the algorithm. 
The user is the bank that implements the system and applies 
it to its customers: the system’s end-users. The manage-
ment, programmers and users all play an essential role with 
regard to their relation with the end-user: the management 
provides the opportunity for the algorithm to be created in 
the first place, the programmers design the system, and the 
user employs (and interprets) the system which all ground 
the system’s influence on end-users in the real world. Note 
that although an algorithm determining whether an applicant 
receives a loan directly affects the bank as well, the bank is 
not the target of the algorithm so does not conform to the 
end-user criteria.

Besides the roles of actors, we can distinguish between 
levels of actors, referring to the individual, group and organi-
zation level (Wieringa 2020). To illustrate, consider again 
the loan-algorithm, focusing only on the role of a ‘program-
mer’: on the individual level, we have one programmer 
developing the algorithm; on a group level, we have a team 
of programmers that together are responsible for the coding 
of the system; on the organization level, the programmers 
blend in with the company for which they work, i.e., the 
bank then forms the ‘developing’ actor.

There are, of course, many other roles of actors involved, 
which makes isolating one particular ‘role’ (e.g., ‘program-
mer’) impossible if not incorrect. For instance, credit-scor-
ing algorithms often use open-source software that was 
not necessarily built by the programmers employed by the 
bank. The point, however, is to show that when discussing 
a particular role of an actor, for instance in the context of 
assigning responsibility, we must keep in mind that it mat-
ters for the discussion whether we talk about one individual, 
a group of individuals, or refer to the developing actor in 
general, since moral and legal responsibility are not neces-
sarily equivalent. As these different roles and levels of actors 
confirm, the influence and corresponding power relations 
occurring during the development and use of an ML system 
are not traceable to one particular individual involved in 
the process (Mittelstadt, Allo, Taddeo, Wachter and Floridi 
2016).5

Moreover, the involvement of each actor depends on the 
context and type of algorithm that is developed, so to isolate 

2 Note that the neo-republican framework reflects a more West-
ern and individualistic mindset. Although it is essential to recog-
nize the limitations of a Western perspective, particularly given the 
limited focus on social relations (see e.g., Segun 2021), I endorse a 
neo-republican framework precisely for its link between individual 
and social power. Indeed, several neo-republicans argue that domina-
tion is necessarily embedded within larger societal structures (e.g., 
Gädeke 2020), highlighting the socio-contextuality between the more 
and the less powerful within a given relation.
3 Although software development is usually an iterative process and 
hence deployment may inform the development again.
4 E.g., a DSS that predicts my credit score has a direct relation with 
me and an indirect relation with my family as it will likely affect them 
also if I get flagged as high-risk and miss out on an important loan, 
mortgage, or social benefit. 5 I thank an anonymous reviewer for pressing me on this point.
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one role or level of actor who influences the system does 
not do justice to the broader societal structures in which 
the development and deployment of an ML system takes 
place. For instance, an algorithm used for public policies 
with a different developer and user arguably requires more 
consultation with stakeholders and the algorithm’s user than 
an algorithm developed and used by the same company for 
its private ends, such as Facebook’s recommendation sys-
tems. There is hence an interplay between the algorithm’s 
development and deployment context and the actors’ degree 
of involvement with the development and use, which deter-
mines the distribution of influence on the system amongst 
these actors involved.

4  Machine Learning and Domination

So what is the connection between domination and the influ-
ence of developers and users on a system’s behaviour? The 
moral wrong of domination urges us to critically reflect on 
any relation between actors involved in an ML ecosystem, 
because a concrete moral concern is at stake: that is, one’s 
potential for human flourishing. Yet, a relation of influence 
does not necessarily constitute exercises of power, let alone 
illegitimate exercises of power. In the following two subsec-
tions, I argue that there is in fact a potential for such illegiti-
mate exercises of power.

4.1  Power‑dependency relation

First, I argue there is a power-dependence relation between 
the developers and users on the one hand and end-users on 
the other. For this, I turn to the theoretical framework of 
Cristiano Castelfranchi, who shows how dependence rela-
tions turn into power relations. According to Castelfranchi, 
dependence is based on one agent’s “Power-of” and another 
agent’s “Lack of ‘Power-of’” (2003, 216, original empha-
sis). With ‘Power-of’, Castelfranchi refers to both internal 
and external ‘powers’ that enable agent X to execute action 
A to achieve her desired goal G (Castelfranchi 2003, 213). 
Therefore, when agent X does not have the ability (power) of 
doing A to get G, she lacks either skill, resource, or oppor-
tunity (Castelfranchi 2003, 214). When agent Y does have 
this power of producing A to fulfil G, X depends on Y doing 
A so X can achieve G. Dependence can hence be defined as 
“X needs Y’s action or resource to realize [Goal]” (Castel-
franchi 2003, 216).

Note that dependence relations go hand in hand with 
power relations (i.e., dependence and ‘power-over’ are 
intrinsically related). Indeed, where X needs Y’s action to 
realize her Goal, this simultaneously implies that Y has a 
“capability (power) of letting X realize her [Goal]”, result-
ing in Y’s ‘power-over’ X (Castelfranchi 2003, 221; 2011). 

Castelfranchi’s power-dependence relation is appealing as 
it discusses how one’s individual power becomes someone 
else’s power. This reflects one of the two main ingredients 
of domination, i.e., a dependency (and hence power) rela-
tion between two (groups of) agents. Thus, Castelfranchi’s 
framework bridges the gap between theory and practice as 
his description allows both for a conceptualization of current 
power dynamics of ML ecosystems and an ethical evaluation 
of potential wrong done to end-users.

There are other models that discuss power relations in 
multi-actor systems (Singh 2014; Kafali et al. 2019). For 
instance, the models of Singh (2014) and Kafali et al. (2019) 
are based on the interplay between social factors, technical 
factors, and ‘norms’ that form the heart of a socio-technical 
system. These norms can be understood as power relations 
as well. While these models could similarly provide a con-
ceptualization of the power dynamics underlying an ML 
system, particularly emphasizing the socio-technical ele-
ments of said system, they less explicitly bring the individual 
actor to the foreground and are less concerned with the step 
from individual power to relational power. For this reason, 
Castelfranchi’s framework is more suitable for the purpose 
of this paper.

So how does Castelfranchi’s framework relate to ML 
systems? Here, I argue that the influence of developers and 
users on an ML system produces a dependence asymmetry 
between those who develop and use the system and the end-
users. Given that (1) the developers and users of systems 
have an influence on the system’s behaviour, and (2) the 
system has an effect on the end-users, the end-users depend 
to some extent on the developers and users to design and 
deploy the system in such a way that it meets the end-users 
needs, upholds their rights, and respects democratic values 
like privacy, freedom, and autonomy. This dependence then, 
following Castelfranchi, automatically entails that the devel-
opers and users have some ‘power-over’ the system’s end-
users. To illustrate this dependence, ‘power over’ and their 
relation to the influence of developers and users, consider 
again the loan-algorithm mentioned previously.

The loan-algorithm is part of decision-support systems 
(DSS), which are increasingly used as predictive tools in 
numerous fields to indicate a level of some risk (e.g., health 
risk, fraud risk, recidivism risk). End-users stand in rela-
tion with a DSS when it makes a risk-profile of them. In the 
case of the loan-algorithm, the risk-profile is based on the 
applicant’s credit score. In determining whether the appli-
cant should receive a loan he or she is profiled by a DSS. The 
end-user is hence necessarily dependent on the DSS–and the 
human involvement that accompanies the DSS–to receive 
the loan. More formally: end-user [Agent X] lacks the 
power-of attributing approval [Action A] to receive a loan 
[Goal G], whereas the bank does have this power to attribute 
approval (using DSS). In this sense, the end-user depends 
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on the DSS. Yet, since ML systems are socio-technical and 
constituted by social factors, the dependence of end-users 
on the DSS indirectly corresponds to a dependence on the 
DSS developers and users, constituting a power-dependence 
relation between the developers, users, and end-users via 
the DSS.

An implicit claim in this power-dependence relation is 
that developers and users wield power over end-users (via 
the system). This is rather strong and arguably an objection-
able claim: there are so many actors involved during the 
development of an ML system that any individual influence 
is negligible, let alone that it could count as an exercise of 
power. Yet, as the different roles and levels of actors illus-
trate, we should not isolate one particular individual. The 
point is that when all actors are put together there is in fact 
an exercise of power. Indeed, to this extent, ML systems 
‘shift power’ towards the developers and users (Kalluri 
2020). The power-dependence relation is hence not so much 
meant to discuss the power of one individual developer or 
user in relation to one individual end-user, it is rather to 
show the power dichotomy, necessarily constituted by the 
ML system,6 between those who shape the system and those 
affected by it.

4.2  ML systems and their lack in accountability

Second, this power dichotomy is interesting for an ethical 
evaluation. If such power is exercised in an unaccountable 
manner, there is a serious potential for the moral wrong of 
domination. And this, I argue, is precisely the case with ML 
systems. ML systems are notorious for their opaque and 
learning characteristic. Their learning characteristic weak-
ens the causal relation between the design process and the 
system’s behaviour, which creates so-called responsibility 
and accountability gaps where no individual can be reason-
ably held responsible for the system’s behaviour (Matthias 
2004; Santoni de Sio and Mecacci 2021).

Moreover, the (current) opacity of the system enforces 
these gaps as it provides technical limitations to system 
interpretability (Lipton 2018). Although sometimes poten-
tially discriminatory inferences are identified in ML sys-
tems that developers can either tend to (e.g., Google’s clas-
sification of people as ‘gorillas’) or choose to abstain from 
using the system (e.g., Amazon’s sexist recruitment tool), 
the model’s opacity makes such identification difficult and 
not always successful. This is problematic as (1) identify-
ing causal relations within the data is necessary to judge the 

moral and epistemic reliability of a system, and (2) identi-
fication of causal relations between the developers’ input 
and the system’s behaviour is necessary to assign moral 
responsibility and accountability, which is in turn essential 
for establishing effective accountability mechanisms. To this 
extent, machine learning systems, due both to their learning 
characteristic and their opacity, reduce the room for account-
ability (see also Diakopoulos 2015; Busuioc 2020; Wieringa 
2020).

Consider again the loan-algorithm, which bases its rec-
ommendation for new applications on statistical similarity. If 
most applications containing a particular postal code did not 
receive a loan, the system learns to reject new applications 
with that same postal code. This implies that new applicants 
are judged on other people’s applications, rather than being 
individually assessed. This need not be an issue, yet bias 
in training data can lead to discriminatory outputs. Moreo-
ver, the algorithm may use new applications as input data, 
thereby establishing a biased reinforcement loop.

Now, whether it is fair to judge someone based on sta-
tistics arguably depends on one’s choice of normative 
framework. For neo-republicans, such treatment might be 
acceptable as long as there are effective mechanisms in place 
that allow the end-user of the system to hold the relevant 
actor accountable. Yet, since it might not always be clear 
on which grounds a system produces its output and whether 
these grounds are morally–and legally–justified (Hildebrandt 
2021), holding the responsible actor to account is not always 
easy. We are therefore confronted with a lack of effective 
accountability mechanisms due to the opaque and learning 
characteristics of the ML system.

So, combining the power-dependence relation with the 
lack in accountability mechanisms, we see the ethical dimen-
sion underlying the power-dependence relation of ML sys-
tems following the moral wrong of domination. Those who 
shape the system stand in a power-dependence relation with 
those affected by it, constituting a power asymmetry via the 
ML system. And the fact that it is not always clear who to 
hold accountable and on what grounds induces unaccount-
able exercises of power to which the system’s end-users 
are then subjected. This, therefore, creates the potential for 
domination.

I explicitly state potential for domination. Domination, as 
mentioned before, comes in degrees. Ultimately, it depends 
on whether an end-user has the possibility to use a different 
system, how extensive the dominant agent’s reach of power 
is, and to what extent there is some accountability possible. 
In the case of the loan-algorithm, for instance, the degree of 
domination would increase if there is only one bank avail-
able. If there are multiple options for the end-user to turn to, 
there is less dependence on that particular bank. Moreover, 
if the person is seeking a loan merely to have some spare 
money on their account the effects of (not) granting a loan 

6 This softens the claim that the ‘shapers’ wield power, as any exer-
cise of power depends on the ML system. However, the claim is 
stronger than arguing that the power rests solely in ML systems (see 
also Neyland & Möllers 2017).
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are arguably less significant than when a person requires a 
loan to support their family or buy a house. Finally, if the 
bank appoints one person to be responsible for all output 
of the system, there is at least some (legal) accountability. 
Hence, these three factors contribute to the degree in domi-
nation, ultimately making domination a possibility and not 
necessarily an unavoidable consequence.

Nonetheless, any potential for domination is problematic. 
Indeed, to be increasingly dependent on such an unaccount-
able exercise of power is not just problematic when the sys-
tem proves to be incorrect in its results, it is problematic 
more generally as it opens up the possibility for a moral 
wrong, limiting human flourishing by establishing a power 
dichotomy between the developers and users, on the one 
hand, and the end-users, on the other. We should therefore 
seriously consider the potential political asymmetry that the 
increased use of ML applications bring to society, where 
developers and users–in combination with the ML system 
itself–increasingly gain more power over a system’s end-
users due to inadequate accountability mechanisms.

To conclude this section, Castelfranchi’s framework of 
power-dependence illustrates how different actors in a sys-
tem stand in relation with each other; in particular, how we 
can understand the power dynamics between the developers, 
users, and end-users. In addition, the lack of accountability 
mechanisms in ML systems are sufficiently worrisome due 
to their opacity and arising responsibility gaps that current 
power dynamics establish the potential for the moral wrong 
of domination of the developers and users over the end-users 
via the system.

5  Moving forward

In order to mitigate potential domination between those who 
shape the system and those affected by it, there are two gen-
eral ways forward (cf. Pettit 1997). Either we equalize the 
level of power amongst the actors, thereby removing the 
‘superior’ power necessary for domination, or we increase 
effective (i.e., promoting non-domination) accountability 
mechanisms, thereby removing the ‘unaccountable’ power 
necessary for domination.

The first option requires an equal level of power amongst 
the developers, users, and end-users of an ML system. This, 
however, is an unrealistic ideal. It is simply not feasible to 
have everyone participate as a developer, a user, and an end-
user, which would be necessary to equalize levels of power. 
Moreover, these power imbalances are in fact inevitable, as 
not everybody has the technical knowledge or ambition to be 
involved with ML systems as a developer or user.

This leaves us with the second option: developing effec-
tive accountability mechanisms. Such accountability mecha-
nisms can be either on a broader, institutional level (e.g., 

legal regulation) or on a project-specific level (e.g., neces-
sary accountability measures for a particular ML system). I 
briefly discuss these two options in turn.

5.1  Institutional accountability: ethical guidelines 
and legal regulation

Establishing algorithmic accountability at the institutional 
level has already received much attention in the literature, 
particularly in the form of ethical guidelines (for an over-
view see Jobin et al. 2019) and proposals for regulatory 
frameworks (e.g., the recently proposed Act for AI regula-
tion by the European Commission). However, while numer-
ous scholars have already honorably devoted their attention 
to improving algorithmic accountability (for an overview see 
Wieringa 2020), these initiatives do not always necessarily 
mitigate domination.7

For instance, the more wide-spread initiatives like the 
development of ethical guidelines have been criticized 
either for purely being a “marketing strategy”, leading to 
‘ethics washing’, or for their implementation showing “no 
significant influence” on the decision-making process during 
the development of these systems (Hagendorff 2020, 113). 
Arguably, such soft regulatory initiatives are ineffective to 
ensure responsible ML development. In response to these 
‘soft’ initiatives, we find calls in the European Commis-
sion’s AI Act for auditing and internal control checks aimed 
to increase accountability. However, it is unclear what such 
auditing should look like, and therefore to what extent it 
might effectively increase accountability.

Moreover, we must question to what extent internal con-
trol checks will be sufficiently effective. Indeed, the potential 
‘ethics washing’ illustrates that we should not always trust 
companies to do the right thing. A neo-republican solution, 
therefore, requires external control mechanisms as an effec-
tive check and balance mechanism, as only external mecha-
nisms ultimately cross the power dichotomy between a sys-
tem’s developers and users and its end-users.

Some scholars do note the need for external checks, 
pointing out how external audit mechanisms lead to less dis-
criminatory outputs (e.g., Rambachan et al. 2020; Kleinberg 
et al. 2018; 2020). Although these scholars do not explicitly 
address morally problematic power relations, they do show 
promising results for how accountability mechanisms in line 
with mitigating the moral wrong of domination actually con-
tribute to more just ML systems.

However, such legal regulation is morally not fully sat-
isfactory, as there is a difference between moral and legal 

7 I discuss these concerns as well in Maas (2022), in which I argue 
that AI ethics should incorporate the neo-republican ideal of freedom 
as non-domination.
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accountability (i.e., liability) that the development of legal 
regulation may overlook. While legal liability definitely is 
one–and still underdeveloped–way to hold someone account-
able in case of wrongful output, moral accountability is a 
more difficult topic due to the responsibility gap in ML sys-
tems. And although legal liability is a first step in the right 
direction towards effective accountability mechanisms as it 
provides a means for end-users to enforce accountability, 
thereby shifting the power from the ‘shaping’ side to the 
‘affected’ side,8 we ultimately want such mechanisms to be 
fair as well, that is, to find the intricate combination of legal 
and moral accountability. Therefore, we need a second and 
complementary way to mitigate dominating tendencies.

5.2  Project‑specific accountability: 
design‑for‑values approaches

One option is through so-called design-for-values 
approaches, such as value-sensitive design (VSD) (Fried-
man et al. 2002), participatory design (PD) (Simonsen and 
Robertson 2012) or Responsible Research and Innovation 
(RRI) (Owen et al. 2020), and other democratic initiatives 
for technological innovation like participatory Technol-
ogy Assessment (pTA) (Joss and Bellucci 2002). Although 
these approaches may require some adjustments due to the 
learning character of ML systems (Umbrello & Van de Poel 
2021), they provide fruitful grounds for mitigating dominat-
ing tendencies, because they aim to integrate stakeholder 
input during the system’s entire lifecycle, including early 
planning stage and deployment stage.

Note that these approaches are not the same as equal-
izing levels of power as these approaches still distinguish 
clearly between the ‘shaping’ group and the ‘affected’ 
group. Instead, democratic design approaches like VSD or 
PD invite stakeholders to voice their concerns or preferences 
during the design process. This way, stakeholders have the 
opportunity to contest design and deployment decisions 
made by developers and users of a system during the lifecy-
cle of the system. Especially in the context of ML systems, 
where the inherent opacity and learning characteristics of 
these systems provide inevitable technical limitations to ex 
post accountability mechanisms and increase the possibil-
ity for unintended biases, tending to potential ambiguous 
yet important design decisions during development of a 
system positively contributes to accountability by increas-
ing moments for contestability–and hence control–for the 
affected group. For instance, end-users can be a greater part 
of testing, identifying earlier on potential problems (e.g., 
ensuring a diverse group to test the algorithm to avoid prob-
lematic consequences such as Google classifying people as 

gorillas). This way, moral accountability also increases as it 
is easier to pinpoint morally contestable decisions at a spe-
cific moment during the development process. Democratic 
design approaches hence match the neo-republican ideal for 
democracy, as they allow some form of public control.

That said, these approaches also have their drawbacks. 
For instance, VSD is often criticized for its vagueness 
regarding stakeholder inclusion (Davis and Nathan 2015). 
Yet clear decision-making processes, which include why and 
how developers choose their stakeholders, weigh different 
values, and to what extent stakeholders have the ability to 
contest developers’ decisions, are essential to neo-republican 
theory and to realizing the ideal of non-domination.

6  Concluding remarks

In this paper, I have attempted to provide a deeper analy-
sis regarding the social relation between an ML system’s 
developers and users and the system’s end-users by first pro-
viding a workable conceptualization of the power dynam-
ics underlying the development and use of an ML system. 
Here, I tried to show that there is some form of depend-
ence of an ML system’s end-user on the system’s devel-
opers and users, with dependence understood in the sense 
that one agent requires another agent to perform a particular 
action. Following Castelfranchi’s framework, this depend-
ence simultaneously contributes to the developers and users’ 
‘power-over’ the end-users. Second, I have evaluated the 
moral concern of the combination of a power asymmetry 
and a lack of effective accountability mechanisms, grounded 
in the example of a risk-scoring DSS, in light of the neo-
republican concept of domination, and discussed how this 
concept of domination can contribute to developing effective 
and fair accountability mechanisms on both institutional and 
project-specific levels. Though the ideal of non-domination 
provides fruitful grounds to establish effective accountability 
mechanisms, the solutions I have presented are still in their 
early stages and require extensive further research.
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