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The diffusion layer is a crucial part of most fuel cells and electrolyzers. We analytically solve a simplified set of visco-capillary
equations for the gas and liquid saturation profiles inside such layers. Contrary to existing numerical simulations, this approach
allows us to obtain general scaling relations. We derive simple explicit equations for the limiting current density associated with
reactant starvation, flooding, and membrane dehydration, including the effect of fluid properties, contact angle, tortuosity, and the
pore size distribution. This is the first explicit, extensive and thorough analytical modeling framework for the two-phase transport
in an electrochemical cell that provides useful insights into the performance characteristics of the diffusion layer. A more even pore
size distribution generally allows higher currents. Explicit expressions for the minimum pore size and maximum layer thickness
show that modern diffusion layers are typically well-designed.
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List of symbol

p Pressure, [Pa]

De Capillary pressure, [Pa]

)2 Threshold pressure, [Pa]

u Superficial velocity in x-direction, [m/s]
% Interstitial velocity in x-direction, [m/s]
K Absolute permeability, [m2]

\%4 Molar volume, [m®/mol]

j Current density magnitude, [A/m?]

Tmax ~ Maximum pore radius, [m]

R. Radius of curvature droplet/bubble [m]
c Reactant concentration, [mol/m’]

L Thickness of the diffusion layer. [m]
Dy Reactant diffusivity, [m?/s]

D Reactant diffusivity in porous medium, D = Dye™ [m?/s]

Do Effective diffusivity i L —. [m?/s]
s~ dx

T Operating temperature, [K]

Jx Exchange current density, [A/m?]

ji See Eq. 7 ji = Ji/L [A/m?]

b Tafel slope, [V]

Jmax ~ Maximum j when s, = Sy, [A/mz]
Jum  Limiting j when ¢; = 0, [A/m?]

jimo  Single phase jimo = ~; [A/m’]

R Gas constant 8.314 46, [J/mol/K]

F Faraday constant 96 485.3329, [C/mol]

X Coordinate across DL, [m]

Greek variables

1 Dynamic viscosity, [Pa-s]

o Surface tension, [N/m]

7  Tortuosity of the diffusion layer [-]
p  Density, [kg/m’]

1 Activation overpotential, [V]

uN Wetting overpotential, [V]

1. Concentration overpotential, [V]

a  Constant for DL in Eq. 8 [-]

A Pore size distribution index p, = p,s~!/*
e Porosity, [-]

x  Wetted fractional surface area, [-]

“E-mail: A.Rajora@tudelft.nl; J.W.Haverkort@tudelft.nl

® Fractional bubble coverage, [-]
0  Contact angle, [rad]

Subscripts and other notation

i Phase index n or w
n Non-wetting phase
w Wetting phase

* When —%2 . =2
(1- xﬁ . 5° N

0 Channel-DL interface, ¥ = 0
1 DL-CL interface, ¥ = 1

A

Dimensionless quantity
Pertaining to catalyst layer
Derivative d/dx

—,+ Left (-) or right (+) of interface

& =[1 — s)3ds™ />

I, Efs3ds_1“

Dimensionless variables

L DL thickness L = 0 L/K
J Current density j/j;
m  Exponent in D = Dye™

n Exponent in Dege = Ds™

k; Relative permeability

Z; Stoichiometric coefficient

s Saturation of the wetting phase
r Order of the reaction

q Exponent in k,, = s¢
Smin  Minimum saturation

Increased awareness of greenhouse gases has prompted acceler-
ated efforts for switching to renewable and cleaner sources of
energy. Primary renewable energy sources like solar and wind have
intermittent supply and hence require energy storage.' Hydrogen is
an attractive energy carrier that can be obtained sustainably through
electrgoél‘ysis of water” and converted back to electricity using fuel
cells.”™

Fuel cells (FC) and water electrolyzers (WE) generally consists
of a membrane electrode assembly (MEA) comprising a diffusion
layer (DL), catalyst layer (CL), and a membrane, as shown in Fig. 1.
The membrane is often a polymer electrolyte membrane (PEM) that
transports cations, like protons, or an anion exchange membrane
(AEM) that transports anions, like hydroxyl ions. The membrane
serves to separate the reactants and the products formed at the two
electrodes. The diffusion layer facilitates the transport of reactants
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Figure 1. Illustrative profiles of s, p,, and p,, throughout a diffusion layer.
The wetting-phase saturation s is the volume fraction of the wetting phase
reactant R, relative to the total fluid volume. It runs between sy at x = 0 at
the channel-DL interface and s; at x = L at the DL-CL interface. The
difference between the non-wetting phase pressure p, and wetting phase
pressure p,, is the capillary pressure p.. The wetting and non-wetting phases
moves with a superficial velocity u,, and u,, to the left and right, respectively.
As a result the capillary pressure always increases and the saturation always
decreases in the direction of *.

and products to and from the catalyst layer. It provides an electrical
connection between the catalyst layer and the current collector and
provides the mechanical strength to allow high-pressure operation.
Simultaneously, reaction products should be able to leave through
the diffusion layer, while reactants move in the opposite direction to
the catalyst layer. Therefore in the case of gaseous reactants and
liquid products, as in a hydrogen fuel cell, for example, a hydro-
phobic gas diffusion layer (GDL) is used. The hydrophobicity makes
the reactant gases the wetting phase, facilitating the transport of
gases into the system. For the same reason, a hydrophilic diffusion
layer is used in, for example, water electrolyzers, where water is the
wetting phase. Reference 5 illustrates an exception where a hydro-
phobic layer is used to obtain bubble-free alkaline water electrolyzer
operation, which requires water to be supplied from the opposite
direction.

Figure 1 shows the transport of the wetting and non-wetting
phases across the diffusion layer.

For PEM/AEM water electrolyzers and hydrogen fuel cells, the
half-reactions in which liquid and gas phases move in opposite
directions, are written as:

Electrolyzer
PEM: 2 H,0

—
Fuel Cell
Electrolyzer

AEM: 2 H,0 + 2¢- H, + 2OH". (1]

0, + 4H" +4e,

—
Fuel Cell

In both fuel cells and water electrolyzers, water management is
crucial. In water electrolyzers, water is the reactant and water
starvation should be avoided.®” Accumulation of oxygen in the
anode catalyst layer is often held responsible for observed mass
transport losses® although the origin is still very much under debate’
and various, arguably less convincing hypotheses, have recently
been proposed.'®!!

In hydrogen fuel cells, too much product water can flood the
diffusion layer, preventing the reactant gases from reaching the
catalyst layer.'? On the other hand, some water needs to be present to
hydrate the membrane sufficiently for it to remain well conducting.

Various studies'>™!” provide models and insights, focusing on a
single application. Here, the present model highlights the similarities

in transport between different applications in which gases and
liquids move in opposite directions. This is relevant for a wide
range of applications including AEM/PEM hydrogen fuel cells,'®°
water electrolyzers (WE),>'*? direct alcohol fuel cells®® like direct
methanol fuel cells (DMFC)**** and direct ethanol fuel cells
(DEFC),%%?7 alkaline anion exchange membrane (AAEM) fuel
cells,”® and CO, gas diffusion electrodes (COQ-GDE).”’32

Various researchers in the past have studied the two-phase flow
in the diffusion layer of the electrochemical cells through numerical
simulations.'*~""""92373% and experiments®>°~° However, far fewer
attempts have been made to establish analytical relations for limiting
currents, effective diffusivity and saturation in a diffusion layer
based on two-phase flow.***! This work is an attempt to provide a
new modeling perspective to the researchers in the electrochemical
engineering community and provide explicit formulae that enable
quick engineering estimates, can be used for analytical optimization,
and in real-time energy management systems. By using these
formulae, researchers can gain useful insight into the relevant
parameters and their scalings.

The most important omission in this study is that the phase
change between the gaseous and liquid phase due to condensation/
evaporation in the diffusion layer is neglected. This means that the
gas phase is assumed to be fully humidified so that the partial
vapor pressure is equal to its saturation pressure, and the rate of
phase change drops to zero. It should be noted that this assump-
tion does not always hold, for example, in fuel cells operating at
high temperature. In such cases, one needs to consider evapora-
tion to represent the physical conditions more realistically. It has
been shown that fully humidified conditions lead to poorer
performance of fuel cells.*> This means that the present model,
neglecting the phase change, will underestimate the performance
of the diffusion layer. It is also assumed that the water flux is
linearly proportional to the current density. This requires that both
the anode and the cathode are uniformly humidified, the pressure
differential across the membrane is negligible and the back
diffusion is limited.

We introduce the model equations and their approximate
analytical solutions to define and provide expressions for the limiting
current density and overpotentials associated with the diffusion
layer. We validate our analytical model by comparing it with the
experimental data given in Ref. 36, discuss its accuracy by com-
paring it with numerical solutions and, finally, summarize the key
insights gained from the model.

Mathematical Model

Model equations.—Using a multiphase Darcy model’*>*** in
1-D, the pressure gradient of a phase i reads:

dp; il
iR 2]
dx Kk,

where the phase index i =w, n denotes either the wetting or non-
wetting phase, u; is the x-component of the superficial velocity,
which can be both positive or negative, p; is the dynamic viscosity,
k; is the relative permeability, and K is the absolute permeability.
Using Faraday’s law

ZiVi.
u; = + }?'], [3]

with a plus sign for i =w and a minus sign for i = n. Here j is
magnitude of the total current density, V; is the molar volume,” F is
Faraday’s constant, and z; is the stoichiometric coefficient intro-
duced in Fig. 1. Other sources of liquid flow proportional to the
# The appendix on the Stefan Velocity illustrates that V; corresponds to the total
molar volume, not the partial molar volume of the reaction or product species in

case of mixtures. For an ideal gas, V; = RT/p;, where R is the gas constant, p; is the
partial pressure and 7 is the operating temperature.
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current density j can be added to Eq. 3. For example, electro-
osmotic drag of water through the membrane of a PEM can be

approximately taken into account by addmg * times the electro-

osmotic drag coefficient, the average number of water molecules
carrier per proton.

The capillary pressure is the pressure difference between the non-
wetting and the wetting phase. Various models are proposed in the
literature, like the Leverett-J function,®>*® the van-Genuchten
model,*” the Brooks-Corey model®® or analytical fractal
models.**® The Brooks-Corey relation®' = describes the capillary
pressure as

p.=p, —p, =ps [4]

It is stressed here that s is the saturation of the wetting phase. For
hydrophilic layers, s is the liquid saturation, while for hydrophobic
layers, s is the gas saturation.

The threshold displacement pressure is related to the surface
tension -y and contact angle 6 by the Young-Laplace equation, that is
valid for the capillary pressure when the pores would form
cylindrical channels of radius ry,x, as

2 0
p, = 2l @1 51

Tmax

In a general porous medium, Eq. 5 may be interpreted as the
definition of p,, loosely related to the maximum pore Size . A
high value of the pore size distribution index A is associated with a
relatively flat capillary pressure curve, as illustrated in Fig. 2. This
is associated with a more narrow pore size distribution, with most
pores near the maximum pore size, and only a small fraction of
smaller pores. Lower values of A correspond to wider pore size
distributions. It should be noted that the operating conditions in an
electrochemical cell may also influence the p. — s curve through
complex phenomena such as electrowetting. The Young-

54-57 co & V2

is often used to

Lippmann equation’ cosf = cos by +

describe the dependence of contact angle on double layer thickness
d and potential V. The variations in V are of the order jL/o, with
the effective electronic conductivity ¢, and usually lead to only
small variations in the contact angle.’® Nevertheless, an applied
potential can modify the contact angle from its value 6y in the
absence of an ap3p11ed potential, potentially resulting in undesir-
able phenomena.

The relative permeabilities are often expressed as k,, = s?
and k, = (1 — s)%.* For the Brooks-Corey capillary pressure
model, the relative permeabilities can be expressed as k, =
$3+2andk, = (1 — 5)2(1 — s'+3).° Only in the limit A>> 1 do
these reduce to the power law form with ¢=3. The added
complexity of using these more accurate expressions does not weigh
up to the potential improvement in accuracy. Furthermore, different
powers between 2 and 8 have also been used in the recent
literature.'* Therefore, in this work we will use the power law in
its general form, but will also provide expressions for g = 3.
Combining Egs. 2 and 3 with Eq. 4, using ¥ = x/L, gives

d —1/A 7 7
o S [6]
dx 1 —s) 54

where J, = kild (p;/p;) /dX| = p;|uil/p; K is a dimensionless pressure
gradient or velocity. With Eq. 3 it can also be interpreted as a
dimensionless current density. Note that because the wetting phase
moves in the positive x-direction and the non-wetting phase in the
negative x-direction, both terms in Eq. 6 are positive, despite the
1 _1_yds
=7 ; T
decreasing function of X. In Ref. 60 we study the complementary
case of gas and liquid flowing in the same direction.

s is a monotonously

40 A
30 1
=
2
< 20 T
£
10 A
0 T T T T 1
0 0.2 0.4 0.6 0.8 1

N

Figure 2. Capillary pressure curves for different pore size distribution 1ndex
A for p, = 10 kPa. The dashed lines show the linearization p. = p, : +A
near s = 1 for the two different values of .

With Eqgs. 2 and 3 we can write J, = j/j; where

J; 1/L
j = K F 2y cos()| F K 7]
! ,LLIL z; Vi Vi,LLl-Zi Fmax L .

It should be noted that for applications like air fuel cells there will be
consumption of oxygen at the catalyst layer, which has to be
replenished. This can be done in part by diffusion but necessarily
also at least in part by the so-called Stefan flow®' =% as described in
the appendix on the Stefan Velocity. In such cases, j,, will actually
be lower than the one calculated using Eq. 3. As discussed below
Eq. 3, additional transport of liquid through the membrane can be
incorporated in j;, as long as the associated flux is proportional to the
current density. This is usually valid for high current densities,
where the electro-osmotic flow dominates the transport through the
membrane.**® The expressions for saturation derived in the section
on 21 can also be used for j; varying non-linearly with current
density j. For simplicity and providing insights, we will, however,
continue to use the value of j, given by Eq. 7.

Based on the work of Ref. 59, Refs. 66, 69 relate the permeability

. 1 < 0)2
to the capillary pressure curve as K = ae? fo w&, where the
P

material-dependent constant « is of order unity. With Eq. 4 this
gives

3
QL S [8]
4 A+2
This gives for L = rpL/K
_ 401 4+ 2/ L
[= A+ ZH L [9]
ae’ Fimax

so for a given porous material L is a multiple of the characteristic
maximum pore SizZe Fix.

Boundary condition.—The relative permeability model of Eq. 2
assumes that there are continuous pathways for each phase. When

d3e3
180(1 — )2
consisting of spherical particles of diameter d,,, this gives 7. =

® Comparing with the Karman-Cozeny®® result K = , for a porous medium
dp [t + 2/X

1—¢ 45a
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applied to different porous media, the pressures across their interface
are also assumed to be continuous. When bubbles or droplets are
present at the flow channel-DL interface, they will typically be much
larger than the maximum pore size so that their capillary pressure is
much smaller than p,. From Eq. 4, this implies that s remains close to
its maximum, sg ~ 1.

As 5o approaches unity, the interstitial velocity v,, = u,/e(1 — s¢)
of the non-wetting phase starts to exert a non-negligible dynamic

pressure %pn v2. With continuity of pressure, equating %pn V2 to p,
using Eq. 3 gives

PV,

. 10
o er! [10]

S()%l—

Even for very large current densities of many A cm™2 this usually
negligibly deviates from sy = 1. Therefore, from now on, so =1 is
used as a boundary condition. Recent measurements found this
indeed to hold over a wide range of current densities in PEMWEs.’
For PEMFCs something similar is found, although there the exact
value of sy also depends on the relative humidity of the mlet gas and
can be substantially different behind flow channel ribs.®” High flow
shear may invalidate this assumption of negligible bubble or droplet
capillary pressure. Equation B-3 can be used to take this into account
where we see a dependence of surface coverage and bubble
curvature on the boundary condition sy. Other authors have
prev10us1y used a different constant value**’° or semi-empirical
formula’" as a boundary condition for s,

Note that we may modify Eq. 4 to p. = p;(s~
without changing Eq. 6. In this case the maximum pore size
disappears and for s > s, the capillary pressures becomes negative
as in, for example, Ref.72. Such a capillary pressure curve may
roughly approximate a hydrophobic medium in which the largest
pores are coated with a hydrophilic layer, or vice versa. Equal gas
and liquid pressures at the channel-DL interface give s=s, as a
boundary condition, as was also used in Ref. 19. Also, sometimes
part of the saturation is considered immobile.”® This fraction can,
however, for most purposes be simply added to the solid volume
fraction.

/XN _ SO—I/A)

Analytical Solutions

Analytical solution for the saturation.—As discussed below
Eq. 6, the wetting phase saturation s; at the DL-CL interface will be
below that at the channel-DL interface, so. An exact analytical
solution to Eq. 6 is not possible, so we approximate the solution by
dividing the domain into two parts where we neglect either the first
or the second term on the right-hand side, respectively. We define
the saturation s« as the saturation for which both terms are equal,
which is the case when

1

1+ Uy /I [

Sk =

Note that in the presence of transport of species through the
membrane, s+ may vary with current density, due to dependence of
J,/J,, on current density as discussed below Egs. 3 and 7. The low
power 1/q, however, means that s« will depend only weakly on
current density.

For s > s« neglecting the second term on the right-hand side of
Eq. 6 and integrating, gives

LE=LM, (5> 9. [12]

The integral I} = f(l — s)lds™ VA = f(l — s)4s~3~ds can be
performed analytically for integer q, so that

-1
1*|0:sA(1§qj (=D H( k)] [13]

— 2l — D)

For the values of A where the denominator in one of the terms
g'(=D/Ans

(@—=1/M0A/x=D!" For

becomes 0, we can replace that term with

q =73, Eq. 13 gives

2 3
3s 3s s ] [14]

DMo=sy|1+ - + .
o ( A—1 2x -1 3x-1

Solving Eq. 12 for s in terms of X can only be done numerically.
An approximation near s = 1 can however be obtained using the
linearized capillary pressure shown in Fig. 2. Equation 6 with the
second term neglected becomes

1 ds T

which is solved by s ~ 1 — (1 — so)' * 9 + (1 + )N, %) + 4, or
with the boundary condition sg = 1

s 1= ((1+ N, . [16]
For ¢ =3, Eq. 16 gives

s 1 — @N,DY* (52 06). [17]

This analytical solution is similar to that obtained in Ref. 40 for a
Leverett-J function capillary pressure relation. Comparing with the
numerical solution for large A shows that Eq. 17 is accurate to a
relative error in 1 — s of at most 10 % when used for s 2> 0.6. For
lower values of A =3, 2, 1 rather only apply it for s > 0.65, 0.7,
0.75, respectively.

When s = s« at x = xx, Eq. 12 gives

o Ll 5206 (1= s (18]
§ jn "Uzl 4)\jn '

where the final expression was obtained from Eq. 17.

For X > x4 the saturation drops below s« and we will neglect the
first term on the right-hand side of Eq. 6, so that integrating Eq. 6
gives

Jo@E =2 =I30, (5> 8. [19]

The wetting integral I = f sids~!/* evaluates to

1
s17X

g\ — 1

L= - , [20]

so that Eq. 19 gives

1
s=1[sy *—(g\ — j, @ — Fp)]a 11 7 [21]

It should be noted that for a non-integer power ¢, the solution to
Eq. 6 must be obtained numerically. In the subsequent analysis, we
will use ¢ =3 while deriving expressions for limiting current and
effective diffusivity to keep the equations clean and easy to under-
stand. The analysis we provide henceforth, can also be extended to
general g.

Analytical solution for the maximum current.—Various problems,
like flooding in hydrogen fuel cells or membrane dehydration in water
electrolyzers, are associated with a low saturation s;. An important
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question therefore is, what maximum current density is associated with
a minimum saturation sy,;,. The reasons for such a minimum saturation
can be diverse, and may also depend on subjective criteria, an analysis
of which is beyond the scope of this work.

When s > s+, Eq. 12 immediately gives jmax =jn I,;\ Ijg““. Although
useful and accurate when sy, is well above s«, an arguably more
insightful result is obtained when additionally s.;, = 0.6 so that we

~

may use the final expression in Eq. 17 to write

N-Ln (1 — smin)4

R Smin = Sx)- 22
Jmax A 4 ( *) [ ]

Inserting Eqs. 7 and 8 shows more clearly the dependence on the
various parameters

53 Tmax (1 — Smin)4

S
A+2 L 16

(23]

jmax ~

where J, = 2+|cos(0)| F/V,,z, contains the non-wetting phase
fluid properties. In terms of the diffusion layer properties, clearly a
sufficient porosity € and a pore aspect ratio . /L are beneficial for
obtaining a high maximum current density while maintaining a
sufficient saturation sp;,. The influence of the pore size distribution
parameter is less strong and only shows a strong negative influence

in case of very uniform pore size distributions with A > 1.
When sy, < sx we can solve Eq. 21 with s = sy, at ¥ = 1 for

Jw = J/iws tO give

1 1
Njw Sj t - Sn311nA

jm““?(l — 500G — 1/

(Smin < S*). [24]

This is an implicit equation, since Xy depends on current density.
If s« 2 0.6, or from Eq. 11 j,, < 0.3j,, we can use the final expression
in Eq. 18 to give®

(1 — 50 2T g3
. . — S R — 8.
I T gy G <80 (251

Note that there may just as well be a maximum s,,, to avoid, for
example, membrane dehydration in case of a gas-fed fuel cell. In this
case, the above equations can be used for a minimum current density
Jmin» by interchanging the subscripts max and min.

Interpretation.—With s, ~ 1, the diverging first term on the right-
hand side of Eq. 6 causes a rapid drop in saturation near the channel-DL
interface as described by Eq. 17 and illustrated in Fig. 1. In this regime,
Eq. 22 determines the maximum current density associated with a
minimum saturation sy;,. The interpretation of this result is relatively
straightforward. From Eq. 4 a driving capillary pressure gradient
dp./dx ~ —(p,/N)ds/dx is present near s = 1. This shows how a
wider pore size distribution, associated with a lower value of ), gives a
higher driving capillary pressure gradient allowing a higher maximum
current density. With k,, = 1, Eq. 15 would be solved by s =~ 1 — )],
1 — Smin

A
the friction through the relative permeability (1 — s)°, which introduces
the 4 in both the power and denominator of Eq. 22.

For s < s« the second term on the right-hand side of Eq. 6
dominates. This term represents the friction of the wetting phase,
which in this regime determines the maximum current density. The
presence of the non-wetting phase through the relative permeability
s°, in this case, introduces the 3 — 1/ in Eq. 24. Once the wetting
phase pressure gradient starts to dominate, the saturation has already
decreased to s, but also the remaining distance L — x- to the catalyst
layer, over which the capillary pressure gradient acts, has decreased,
explaining the appearance of these terms in Eq. 24.

so that ji.x =jn . The wetting phase however strongly increases

¢ For a general 5o, (1 — s4)* is replaced by (1 — s)* — (1 — s0)*.

Finally, Eq. 25 combines the results of Eqgs. 22 and 24. This may
be interpreted in analogy with a series circuit of “resistances”
proportional to 1/j,, and 1/j,,, but also depending non-linearly on the
“potential” s.

Note that, while in accordance with the discussion on the 12 we
assumed a boundary condition so=1, it is straightforward to
generalize the above equations to an arbitrary value of sy. Also,
note that when sg < s+, we can use Eq. 21 with s« = 59 and ¥4 = 0.

With a gaseous reactant and liquid product, usually
Jwlin = pnznVil 2V < 1 so that, from Eq. 11, s« 2 0.6 and
Egs. 17, 22, and 25 can be used. Note that in this case, usually,
the first term in Eq. 25 can be neglected.

Given the right integral I', Eq. 12 can be used for any type of
capillary pressure relation. Even different relative permeability
models can be accommodated after suitably re-defining s«. In the
appendix on the Udell Leverett-J Function we work out the integral

I for the Leverett-J function.

Performance Losses in a Diffusion Layer

Activation overpotentials n.—A limiting current density arises
when reactants cannot diffuse to the catalyst layer at a sufficient rate.
We assume that the concentration-dependent Tafel equation de-
scribes the half-reaction in the catalyst layer as:

. .| C ’
j= xz*(—‘] exp L, [26]
Co b

where r is the order of the reaction in the reactant concentration ¢y,
assumed constant throughout the thin catalyst layer, x is the fraction
of total surface area covered by the wetting phase reactant, j, is the
superficial exchange current density of the catalyst layer’* at the
bulk concentration ¢y at ¥ = 0, and the Tafel slope b . Rearranging
Eq. 26, the activation overpotential 7 is split into three separate
terms

, Ty n
n=>blnL + bln— + b, [27]
]* X 1

Here 7, is the overpotential required when the entire reactive area is
wetted with reactant at the concentration ¢o. In Eq. 27 7, is the
additional overpotential due to the non-wetting phase covering a
fraction x of the reactive area, and 7). is the concentration overpotential.
Note that, an often considered voltage loss that is not mentioned
in Eq. 27 is the change in equilibrium potential due to the dissolved
gases. &7 7717677 0 the associated reaction steps are not rate-
determining, they may be considered in equilibrium and described
by the Nernst equation
RTz, C

In—, 28
Cref [ ]

AEml =

with C the concentration of the dissolved product gases at the
position of the catalyst layer, and C,.s a reference value. See, for
example, Ref. 11 for a simple model to estimate C.

Wetting overpotential 7n,-—Using the Brooks-Corey p.—s
curve, the volumetric surface area a,, of the catalyst layer covered
by the wetting phase’® can be written as:

2¢ 2¢ X
2 sras = =< 55, [29]

Fax A — 1

a, =
Tmax Y0

Variables dressed with a tilde denote the properties of the catalyst
layer. It should be noted that Eq. 29 is only valid for X > 1. For

A < 1, the integral diverges unless we define a minimum saturation.
The reason is that for such a wide pore size distribution the smallest
pores have an infinite surface area. When s=1, Eq. 29 gives
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2¢ A

a = —=
W, max -
Tmax A — 1

covered by the wetting phase is given by

, while at a saturation s the relative surface area

v —(1/X = b5, [30]

UNES

Ay, max

As the catalyst layer pore size distribution parameter A — 1,
Eq. 30 gives that 17, — 0 and the surface coverage does not adversely
impact performance. The reason is that the smallest pores, that have
most of the surface area, remain available for the reaction. If X > 1,
Eq. 30 reduces to n = —bIn§, which is used, for example, in

Refs. 70, 71. In liquid-phase electrolyzers this is often referred to as
the bubble overpotential.”

For a very thin catalyst layer formed by spraying small particles on
the diffusion layer, we may use § = s;. For a more extended layer,
with potentially a wettability different from that of the diffusion layer,
continuity of the capillary pressure’”° is assumed which, from Eq. 4,
gives § = (p;s; l/A/p ) X, Both of these models are, however,
obviously s1mp11ﬁcat10ns that have to be used with caution. The latter
formula for example, may give rise to § > 1 in case of very small
catalyst layer pores, something that may be ameliorated by including
dynamic pressures as in the Appendix on the boundary condition for
sl. Often there will be a mixed wettability in the catalyst layer,
influencing the relation between s; and §.

Concentration overpotential 1).—In water electrolyzers, water is
present in high concentrations (c; =~ cp) and any transport losses
occur mainly due to the surface area of the catalyst layer getting
covered by gas. For applications such as hydrogen fuel cells or
CO,-reduction-GDEs, reactant gases have to diffuse through either a
mixture of gases or through water to reach the catalyst surface.® In

the dilute limit, ¢; can then be obtained from Fick’s law>*%! for the
molar flux
Zw . Cco — (]
Wi—D , 31
7 eft = [31]

where D is the effective diffusion coefficient, modified by the

saturation profile. A limiting current is obtained when ¢; — 0, which

gives

FDeirco
Zwl

Jim= [32]

In the absence of the non-wetting phase, a limiting current
density is given by

FDC()
zwL

Jiimo = (33]

where D = Dye/T in terms of the porosity € and tortuosity 7, and the
single phase diffusivity Dy. Often a power law relation 7=¢' "
approximately holds so that D = Dye™. It has been pointed out that
m = 1.5 as in Bruggeman’s correlation underestimates the effect of
tortuosity in diffusion layers and often a value between 2 and 5 is
more appropriate.>%?

Inserting c¢; from Eq. 31 in 7). from Eq. 27 gives the concentration
overpotential as

1
N, = rbln| ———|. [34]
[ 1 = j/Jiim )

Effective diffusivity D.;.—The diffusivity of gases in liquids is
several orders of magnitude lower than that in the gases, so we may
neglect the transport of gases in the liquid phase. This implies that
the transport of reactant gas in the presence of liquids will be less
effective than in a dry GDL so that the limiting current is also lower.

We can approximately incorporate this by the replacing the
diffusivity with Ds".3* In the presence of a liquid non-wetting
phase, neglecting the diffusion of gas through the liquid, Fick’s law
in the dilute limit, can therefore, be written as

w) dc

DsniC. 35
F Sk 1351

In general, the exponent n can differ from the exponent m, but is
also typically in the range between 2 and 5.%*® Using Egs. 31
and 35, the effective diffusivity of the gaseous wetting phase can be

written as:
1
b [ srax. [36]
Dy 0

For a high-s design GDL s > 5. = 0.6. When, furthermore 5o = 1,
Eqgs. 17 and 36 give

~ f (1 — @, O/ "dz, [37]
eff

To first order in (4\], %)'/* the integrand reads 1 + n(4), ¥)/*.
Performing the integrating therefore gives to leading order
L+ 2 @x)V* ~ (1 - ‘%”(4@)1/4)7”
turns out to be a substantially more accurate approximation, with
which Eq. 37 becomes

The second expression

—n

D %(1_%(4@-,,)1/4) . [38]

D

For a low-s design GDL, we consider that s < s,. Using the same
approach as for the 21, the integral in Eq. 36 is split in two parts to

give
f sdE + f [39]

Inserting Eq. 6 in Eq. 39 and neglecting the wetting phase
pressure gradient for ¥ < ¥x and the non-wetting phase pressure
gradient for ¥ > Xy, we can integrate by changing variables to give

fv* 7S_A_m 1(1 d +fsl 782_)\_”'
50 >‘Jw

f (17S)3dS7An f ds>
Zn ) S0 ’

eff

eff

— [40]
T ]w (1 — 3\, )W
where )\, = ; A
M\, instead of A. Therefore we can rewrite Eq. 40 as
A T3
3 S > Sk
J,
DD ~ A I/:ln Sk [)\nlSl [41]
e Ml 04 —W_ 2 sy < sy
A T

We hope that no confusion arises because of our use of a
subscript n here, not referring to the non-wetting phase but instead to
the exponent n in Eq. 36. The quantity in Eq. 41, inversely
proportional to the effective diffusivity, is a dimensionless mass
transfer resistance and has the structure of two resistances in series.

4 Note that for A = An» using Egs. 18 and 19, the first and last term between brackets
of Eq. 41 become %x and 1 — Xy so that D¢ = D as it should for n = 0.
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Diffusion limited current density jj,.—First we consider the
case in which s, > s+ 2 0.6 so that with so= 1, Eq. 17 can be used.

In this case we can derlve the Eq. 38, or with 4(4/5)* ~ 1.6

D N1/
Z o~ - [1erl . [42]
Dest I

From Eq. 17 this remains valid up to 1.6/\;% ~ 0.01 in which case

the diffusivity is reduced by a factor 0.68". This exponential
dependence on n highlights the importance of straight non-tortuous
gas pathways, potentially using techniques as in Ref. 85, that lower
n. Inserting into Eq. 32 gives

i 174 \"
jlim%jlimo(l - (1-6)\%) ] . [43]

Comparing with the numerical solution for A > 1 shows that this
0003
n+ A"
general, this implicit equation has to be solved numerically. When,
however, n =4 we find

oy —4
]hm []llml(/)4 +(ﬁ) ] . [44]

Note that jj;,, will always be lower than the smallest of jj;;,, o and
J./1.6\. This makes sense, as the presence of the non-wetting phase
can only lower the effective diffusivity and therewith the diffusional
limiting current.

Next, we consider the case in which s; < s« for which the bottom
result of Eq. 41 has to be used. Inserting into Eq. 32 gives an implicit
equation

approximation has a relative error below 10% when jji, < j, ——

L, 4 1By & dimo (1 + An). [45]

When the first term can be neglected” this gives, after some algebra
3=/
—AG—n) \3-1/\
‘7l1_(1+/11m0#) /
Jim s : [46]
GBGAx = DA = xy)

where s« and x- are given by Eqgs. 11 and 11, respectively.
Equation 46 simplifies in the following two limits

. 3-+ .
Jw Sx Jlimo

> 1
. 1 —%e 30— 1 j g3 V/N
Jiim ™~ z Jw * [47]
Jlimo S% Jiimo 1
1 — 7y ]wsﬁ 1/

The above equation is exactly Eq. 25 for sp;, = 0, which makes
sense since when the saturation s; vanishes, the effective diffusivity
vanishes as well, causing a limiting current. If s« 2> 0.6 we can use
Eq. 18, similar to in Eq. 25, to give for the bottom case of Eq. 47

(1 — syt

Jtim im0 5% + Jy 5\ [48]

Here jjim is reduced by a factor sy due to the lower saturation s-,
which in this limit does not drop much further. The final term in
Eq. 48 adds a bit for the initial part where s > sx.

¢ When s+ = 0.6 we can use Eqs. 18, 20, 11 to write ];TT‘ < - . This is
\n

3
2@\ - 1)
usually the case when s; drops somewhat below s, or from Eq. 18 when
2 j, s
JR

Results and Discussion

For the hydrophobic SGL carbon paper, Toray090, E-Tek Cloth
“A” and Lyflex felts, A lies between 0.95-4 and p, varies between
6-39 kPa.®® These hydrophoblc diffusion layers are typically a few
hundred micrometres thick.**®” Water electrolyzers usually have
titanium-based hydrophilic layers with the largest pore diameter
roughly 12-16 pm, the Spermeability of the order 10~ "> m? and a
thickness around 1 mm®® corresponding to a threshold pressure p, of
the order of 10 kPa. For illustration, we choose the diffusion layer
parameters for both electrolyzers and fuel cells to be same as that of
Toray090*® for which A~ 4 and p,= 10 kPa. Table I lists the
properties for exemplary gaseous and liquid wetting phase cases,
representative of a typical PEM fuel cell and water electrolyzer,
respectively.

Numerical verification of the analytical model.—Figure 3a
shows a comparison between analytical and numerical saturation
profiles for the two cases listed in Table I. The analytical solution for
the wetting phase saturation is always higher than the numerical
solution. This is expected, because we always neglect one of the
terms on the right-hand side of Eq. 6 and hence underestimate the
capillary pressure gradient. The agreement with Eq. 17 is none-
theless good since s remains rather high.

In Fig. 3b we also show a case where we increased L to show the
effect of, for example, a much smaller pore size. In this case in part
of the diffusion layer the wetting phase pressure gradient dominates,
represented by the final term in Eq. 6. In this case we used the
analytical result of Eq. 21 for which the agreement with the
numerical result is reasonable.

Experimental validation of the analytical model—We validate
our analytical model by comparing the saturation profile across the
SGL10 BB diffusion layer of a PEM fuel cell with the experimental
data obtained in Ref. 36 from high resolution neutron radiography.
The SGL10 BB diffusion layer consists of both a gas diffusion layer
(GDL) and microporous layer (MPL). The diffusion layer properties
are listed in Table II. The liquid thickness is defined as the integral
amount of liquid encountered by a neutron beam in the direction
perpendicular to the flow in the diffusion layer. The liquid saturation,
1 — s, obtained from our model is converted into corresponding
liquid thickness using the following equation

t=ty(1 — 5)e, [49]

where 7y is the width of the diffusion layer. The width of the
diffusion layer #, in the experiments was 6 mm. The liquid thickness
in the membrane is taken to be equal to 1.6 mm as given in the same
experimental reference.*® Due to the finite resolution of the neutron
radiography in the experiments and high water content in the
membrane, the liquid content in the MPL appears to be much higher
in the neutron radiographs than it actually is Ref. 36. To take this
instrumental broadening into account and allow a direct comparison
to the neutron radiographs, the neutron detector point spread
function is used to perform 1-D convolution on our analytical
results. The details of the neutron point detector function can be
found in Ref. 36.

Figure 4 shows a comparison of experimental results and model
prediction using Eq. 17 for a current density of 300 mA cm ™2 at 80 °
C and the properties of the diffusion layer listed in Table II. Due to
the low current density in the experiments, the effects of evaporation
can be neglected. We see that the agreement between the analytical
predictions and experimental results is good. The small quantitative
disagreements may be attributed to the fact that the properties of the
diffusion layer are assumed to be constant in our model, while in
reality, these properties may vary across the diffusion layer.
Calculating the properties of the compressed layer from the proper-
ties of the uncompressed layer may also contribute to the quantita-
tive error. This highlights the importance of benchmarking the
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Table I. Characteristics and operating conditions for example diffusion layers at 1.2 bar and 60 °C. The common structural parameters used are
K=8-10"2m? p, =10 kPa, r;y, = 10 pm, 27| cosf] = 0.1 N/m, A=4,m = n = 3, and ¢ = 0.78.%° A diffusivity Dy, = 2 - 10-5 m* s for oxygen in air
gives ji.o =11 A cm2. Note that for p, and V, property we used the wetting phase properties of the adjacent column.

Wetting phase Gaseous

Liquid

Examples PEMFC, AEMFC, CO,-GDE
L [pm] 300 8¢
L= rmaxL/K 375
Iy, [Pa-s) 22-107°
V,, [m*/mol] 23.10°
1/z,, 4
1/z, 2

S 0.75
Jold, 0.03
J,, [A/m?] 7.6- 10"
J, [Am?] 23-10"
Jw [Am?] 2108
Jjn [A/M?] 6.1-10°
j [A/m?] 2.10*

Table II. Properties of an SGL10BB diffusion layer used in Fig. 4. In
Ref. 36, the diffusion layer is compressed from the original thickness
Ly =420 pm to the compressed thickness, L = 254 pym. To calculate
the compressed porosity, it is assumed that the solid material in the
diffusion layer is incompressible.” The Brooks-Corey parameters for
the MPL are calculated from the van-Genuchten parameters in
Ref. 86 using relations given in Ref. 90.

Property GDL MPL
Compressed Thickness [pm] 188 62
Porosity 0.84 % 0.72 %
Compressed Porosity 0.73 0.53

p, [bar] 0.06 % 8.75

A 161 % 0.86

K [m?] 3741077 5310713

diffusion layer properties at different compression conditions.
Nevertheless, the analytical model shows a good agreement with
the experimental data presented in Ref. 36.

Maximum current density.—For the properties listed in Table I,
to reach sy, = 0, according to Eq. 24 requires a current density
Jjmax2107 A/m? for both layers. This extremely high current density
shows that for the typical diffusion layer properties of Table I there
will be no risk of approaching spi, = 0.

Although the boundary condition sy~ 1 was argued to be the
relevant boundary condition for most cases, in Fig. 5 we show the
effect of sy on the jn.. This can be useful for mixed-wettability
layers and because different boundary conditions are sometimes
used.'”7®7! Figure 5 shows that the maximum current ju, is
insensitive to the exact boundary condition when sq is close to 1.
The reason is the large drop in s that occurs in a very thin layer near
X = 0 seen in Fig. 3. This strong decrease is caused by the first term
on the right-hand side of Eq. 6 and described by the formula given
just above Eq. 17.

Limiting current density.—Air with 21 v% of oxygen at 1.2 bar
and 60 °C has an oxygen concentration of co = 9.1 mol/m?,' so that
with Do, = 2.107° m*s™', n=3, and the gaseous wetting phase
properties in Table I, we find a single phase diffusion-limited current
density of jjmo = FDco/z,L =~ 11 Acm™2. Since this is below
0.01j,,/4\ we can use Eq. 42 to calculate D.g. Solving Eq. 32 for

 From the appendix on the Stefan Velocity, a better approximation would be to use
lnm ~ 0.24 times the molar volume, but in line the with present dilute
approximation we use 0.21, instead.

PEMWE, AEMWE, Direct alcohol fuel cells
1000 %8
1250
47-107*
1.8-107°
2
4
0.25
30
23-10"
7.6 - 10"
1.8-10°
6.1-107
2-10*

j = jim iteratively gives jum~8.1 A cm™2. The presence of water in
this case actually only moderately decreases the limiting current
density, which is expected giving the high saturation throughout the
diffusion layer, shown in Fig. 3a.

Using the explicit Eq. 44 gives jim~7.3 Acm 2, which is
slightly lower than the numerical value because it was derived for a
higher value n = 4.

Mass transport losses.—The limiting current densities calculated
in the 44 are well above typical desirable current densities so that the
associated concentration overpotentials will be small. With j=
2 Acm™?, for example, Eq. 34 gives 7./b = 0.28 amounting to at
most a few tens of millivolts. It has been pointed out previously that
modern diffusion layers do not contribute significantly to transport
limitations.™

For a water electrolyzer concentration overpotentials are negli-
gible, but the lowered saturation at the catalyst layer can incur a
wetting or bubble overpotential 7, according to Eq. 30. With =4
and § = s; = 0.75 from Fig. 3 this gives 7,/b ~ 0.21.

Design limitations on L.—Figure 6 shows the saturation s, at the
DL-CL interface and the effective diffusivity D.g as well as the
associated concentration overpotential as a function of the dimen-
sionless diffusion layer thickness L. For not too low s > 0.6, we can
use Eq. 44 to calculate explicitly what the maximum dimensionless
layer thickness L = Lin,, /K is to reach a desired limiting current
density jiin®

L G = di 50
With the values from Table I, this gives L =~ 2 - 10’ for A =4 and
L ~ 7 -10° for A= 1.2. Despite the different value m = 4 used to
derive Eq. 50 this is in reasonable agreement with the results of
Fig. 6.

The value of L ~ 2 - 103 for A =4 corresponds to a very small
maximum pore size of ry,x &~ 0.02 pum for the same thickness, L and
is actually not much smaller than the pores of £y, ~ 0.1 um
typically used in a microporous layer.”>*® These microporous
layers are, however, typically much thinner than the diffusion layers
so that their contribution to the mass transport resistance remains
limited.

& With Eq. 33 we can also solve Eq. 50 explicitly for L, to give
K

L~ 1.6 Alim max

T
- K a /4
1.6 ) im rmax FD co
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Figure 3. (a) A comparison between the analytical and numerical wetting
phase saturation s across the diffusion layer for j = 2 A cm ™2 and the typical
diffusion layer properties listed in Table I. For the bottom figure (b) we used
a much higher L = 8.8 - 103 and 3.8 - 10° for the PEMFC and PEMWE case
respectively to show the effect of, for example, a much smaller pore size. For
X < Xy, the non-wetting phase dominates and Eq. 12 is used for analytical
solution while for ¥ > X, the wetting phase dominates and Eq. 21 is used.

Even for jjin=6 A cm 2 the value L = 2 - 10* is well above the
375 in Table I. This shows that even with substantially smaller pores
the liquid saturation does not decrease the limiting current density to
values in the typically desired operating window. Therefore, the
diffusion layer designs are often influenced by other considerations
such as electrical resistance and mechanical strength.”*

When s 2 0.6, usually the case for gaseous reactants, we can
use Egs. 25 and 22 to find the value of L that corresponds to a
desired sq:

0.7 7 ——— Present Model 0.1

06 1 = m Experiment [36]

r 0.08

Liquid saturation

0.5

0.4 r 0.06

0.3

Liquid saturation

Liquid thickness (mm)

0.2

F 0.02
0.1

0.0 % : . - - 0.0
0 50 100 150 200 250

Distance from cathode channel (um)

Figure 4. A comparison between liquid thickness obtained using the present
analytical model (solid line) and high resolution neutron radiography (black
squares) in Ref. 36. The properties of the GDL and the MPL are given in
Table II. The analytical saturation profile, shown by dotted line, is obtained
by using Eq. 17. It can be seen that there is a significant saturation jump at
the GDL-MPL interface due to the smaller pore sizes in the MPL, described
by Eq. A-2. The liquid saturation is then converted to liquid thickness using
Eq. 49. Due to high water content in the membrane, the neutron radiograph
shows higher liquid thickness in the MPL due to scattering of the neutron
beam. This scattering effect is applied to the analytical thickness profile
using the 1-D Gaussian convolution to give the liquid thickness profile,
shown by solid black line. The details of the Gaussian convolution are given
in Ref. 36.

YT
S 4 = s)7 51> 5
I A
L~ 3.1 3.1 [51]
Jn (1 - S*)4 Jw Sx r - D *
i i Sp < Sx
Jmax 4A Jmax 3A -1
Using Eq. 9 in the top result gives
. 4
w ~ ﬁ(ﬁ) .S sy [52]
Q€ Fnax j 2

where . = 27| cos(0)|/p, and J, = 2+|cos(0)| F/V, p,z, from
Egs. 5 and 7. Equation 52 shows the various geometrical diffusion
layer parameters on the left, and operational and material parameters
on the right.

This shows that, for example, for the same s; at a two times
higher current density would require, equivalently, halving the DL
thickness L, doubling 7y, or increasing e by a factor 2" ~ 1.26.

Conclusions

We thoroughly studied the multiphase flow in porous diffusion
layers, providing a general unified framework, valid for both PEM or
AEM fuel cells and electrolyzers in which the gas and the liquid
move in opposite directions. We provide fully analytical expressions
that can be readily used to provide guidance on choosing for
example the layer thickness and pore size distribution. Such an
analytical modeling framework can be useful in understanding the
influence of operating and structural parameters on the performance
of the diffusion layer and establishes a theoretical understanding of
the diffusion layer from relatively general equations.
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Figure 5. The maximum current for which s; = s,;, = 0 as a function of s¢
for the gaseous wetting phase properties given in Table 1. The solid black
line indicates the numerical result obtained by solving Eq. 6, the solid gray
line indicates the two-regime 22 and the dashed gray line indicates the three-
regime analytical solution described in the appendix on the Three-Regime
Solution. In this model we also consider a third domain where the saturation
profile is assumed to be linear, and contributions from both j, and j, are
important.

We derived accurate semi-analytical expressions for saturation
profiles, Eqs. 21 and 17. These were used in Eqgs. 22-25 to calculate
the maximum current density for which the saturation at the
diffusion layer-catalyst layer interface becomes critically low.
Equations 44-48 give useful expressions for the diffusion-limited
current density.

These results show that for modern gas diffusion layers the
wetting phase saturation usually remains above 0.8 so that perfor-
mance is only modestly impacted and that they are well-designed for
their intended operating conditions.

Boundary Condition for s,

Here we derive what happens when the porosity or wetting
properties suddenly change. This is relevant, for example, at the
interface between the diffusion layer and microporous layer or
catalyst layer, but also at the interface between the diffusion layer
and the channel. Neglecting friction over the interface we can use
Bernoulli’s equation to equate the total pressure p; + %pl.vf on
either side of the interface. Using a + and — to denote properties
right (slightly larger x) and left (lower x) of the interface this gives
with Pc=Pn = Pwt

1 1
D + 5(pn,Vnz, - pW,VM%,) = ngr + E(pn+‘7712+ - pw+Vv%+)~
[A-1]

. 1 2 .. . .
Usually dynamic pressures SPvi are negligible, resulting in the
frequently used continuity of capillary pressure p._ = p, +.79’80 With

an explicit capillary pressure-saturation relation this can then be used
to relate the saturations on either side of the interface. Using e.g.

Eq. 4 gives p,,s:I/A* = p,+s;l/’\*, or

(a)
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Figure 6. (a) The effective diffusivity D.g (black) and the saturation s;
(gray) at the DL-CL interface as a function of L = rpL/K at a current
density of 2 Acm 2 for the gaseous wetting phase properties listed in
Table 1. A discontinuity appears because the approximation Eq. 17 is
used only for high s. (b) The associated concentration overpotentials,
calculated using Eq. 27. The diffusion coefficient is taken to be equal to
Do, =210 m*s™\.

P\
5= (i) s [A-2]

If the threshold pressure of the right medium is much larger than that
of the left, as may be the case for a diffusion layer—microporous
layer interface this equation may give s, > 1 so that the dynamic
pressure of the non-wetting phase has to be included to give,

assuming p, = p, = p,

1
Epn(‘}?f - r12+)2 =Ly — P [A-3]
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The average interstitial velocity v, = u,/€e(1 — s) where, from
Eq. 3 we have u,f = (z,V,j/F)*. With an capillary pressure-
saturation relation like 4 this gives an explicit relation between s
and s_ that has to be solved numerically in general. There are
obviously several assumptions in this analysis that require further
investigation and validation, which is beyond the scope of this work.

Boundary Condition for s,

Near x = 0, the presence of bubbles or droplets on the diffusion
layer surface may cause the saturation to show variations also in the
normal directions as schematically indicated in Fig. B-1 similar to
what was postulated for near the catalyst layer in Ref. 73. Likely this
disturbance from one-dimensional profiles is of the order of the
droplets or bubble. Here we will assume the transition zone to be
negligibly thin compared to the diffusion layer thickness. The
capillary pressure of the droplets or bubbles will be

L 2O _ ) s -

R, R,

where R, is the radius of curvature of the bubble or droplet. Here we

assumed that the contact angle is the same as inside the porous

medium. Correcting for an effective contact angle will be possible
using the Cassie-Baxter equation.”>*®

Usually R, > rnax so that the capillary pressure of the droplets or

bubbles is negligible compared to that inside the porous medium.
With pey = pisy /X this implies that s, will be close to unity.
Neglecting therefore the dynamic pressure of the wetting-phase, we
can use Eq. A-3 to write

poul( 1 1 : "
non — - 5| = so—l//\ _ fmax [B-2]
2p, \© e“(1 — s9) R.

where O is the fractional bubble coverage, for which correlations
exist in terms of j.°7 This implicit relation for so can be re-written to

so~ 1 — ! N [B-3]

1 2p, ( ~1/A rmax)
€|z — J—=l|s —
\/92 \//Jnunz 0 R,

where u,f = (z,V,j/F)*. In the unusual circumstance dynamic
pressures dominate over capillary pressures this gives for the
saturation of the wetting phase 1 — sy ~ ©/e, which represents the
fraction of the pores covered with the non-wetting phase. In the more
common case of dominant capillary pressure this gives that sq is
close to unity. With r,.x < R, Eq. 10 results.

Stefan Velocity

In the 1 model equations we assume purely convective transport
of reactants. However, if the reactant forms only a small fraction of
the total wetting phase it will be transported primarily by diffusion,
as assumed in the section on 3. Here we consider the general case in
which transport consists of both diffusion and advection, a problem
referred to as Stefan flow.

Consider the case of a reacting species with concentration ¢ and a
non-reacting species with concentration cy. The may, for example,
correspond to oxygen and nitrogen in an air mixture at the cathode of
a fuel cell. We assume that the total concentration

C=cy+c [C-1]

is a constant, which is a good approximation for gases. The flux of
non-reacting species ucy — Ddcyldx =0, with D the mutual diffu-
sion coefficient. Or, with Eq. C-1:

0=uC—c)+ D%, [C2]
dx

Pc- Pe+

Figure B-1. Schematic of a potential transition region near a droplet (or
bubble, in which case m — 6 becomes 6) the flow channel, we assume any
deviation from one-dimensionality to be negligible. The “-” and “+” are
denoted in the figure. The contact angle is denoted as ¢ and the radius of
curvature of bubble/droplet is denoted as R,.

With boundary conditions ¢y = fC at the flow channel at x =0 and
c; =0 at the CL at x = L, the differential Eq. C-2 can be solved for
the Stefan velocity u as

u=2m 1 [C:3]
L 1—f

Using Eq. C-2, the reacting species flux is N = uc — Ddc/dx = uC so
that the velocity reads u = N/C = fN/co. We thus see that in Eq. 3 the
molar volume is that of the total mixture. In the dilute limit f << 1 we

have lnl%f ~ f so that from Eq. C-3 Fick’s law N = uC = % is

obtained.

Udell Leverett-J Function
The dimensionless capillary pressure p./p, is often referred to as
the Leverett J-function. In the main text we used J(s)=s . A
particularly popular function is that by Udell:*

J(s) = 1.417(1 — s) — 2.12(1 — s)> + 1.263(1 — s)%.  [D-1]

Note that in Eq. D-1 the capillary pressure vanishes for s = 1, the

pressure p; is no longer associated with the capillary pressure of the

largest pores as in Eq. 5. Equation 6 is now replaced by
i)y ds ], Jo

- + 2 D2
ds dx (1 —s)3 53 [>-21

Similar to the main text we can again introduce a non-wetting phase
integral

5 dj (s
1,,5]0 a- s)3%ds

— _ 2
C (LT 4240 =) 37890 — )
4 5 6
— 0.13775 [D-3]

Note that Eq. D-1 corresponds to a fixed normalized pore size
distribution, so there is no free parameter like ) in the Brooks-Corey

model. The slope %ﬁ

- = —1.417 using Eq. D-1. This is equal to
2 ls=1
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the — 1/ of the Brooks-Corey model. The variation in capillary
pressure however is much smaller for intermediate s. At s = 0.5, for
example, the same slope is obtained for A~ 9. For s close to I,
Jn

solving —1.417% = similar to Eq. 15, gives

(1—-s>%
s~ 1 — (2.827, %)% [D4]
Similarly, for 7,,(s), we have
s 5dJ(s)
I, = 3= ds
fo ds
= —5%(0.6315s% — 0.6676s + 0.2415) [D-5]

The integrals Eqgs. D-3 and D-5 can be used in, for example, Egs. 12,
12, and 41 to calculate for example jp. and jjp,.

Three-regime Solution
In the analysis of the main text, we always neglect one of the
pressure gradients in Eq. 6. However, around s, both the wetting
phase and the non-wetting phase pressure gradients are important.

We define s«; as the saturation above which the ratio
dp, [dx __ kyj, > .

bl =k ~ 5 and we neglect the wetting phase pressure
gradient. We also define s« , as the saturation below which the ratio
dp, jdx _ knj, > ~ .

bl = g~ 5 and we neglect the non-wetting phase pressure
gradient.”

By using Eq. 6 and above definition for s ; and sx », we can write

1 1
Sx,1 = ETENVER and Sx2 = EENVEE
Jw Jw
1+($) 1+(5./,1)
When s > s+;, we use Eq. 12 to calculate the saturation. When
§ < $x, we use Eq. 21 to calculate the saturation. For s« ; < < $x 2,

we consider a linear variation of saturation. At s, = (s« + §+2)/2,
using Eq. 6 we can write

(E-1]

ds

dx

T T 1
=—— — )
e N A

X=Xq

(E2]

The non-dimensional coordinates Xy ; at which s = s« ; and %x, at
which s=ys:, are evaluated using Eq. 12 or Eq. 13. If
§xp < 5o < S« 1, we take Xy = 0 and s+; =50 in Eq. E-2. In the
linear part, we then have

__ . ds
S =8x1+ (X — Xy, ) —— [E-3]
dx |z_z,
The limiting current for a three-regime analysis is given as
3A-1 3A-1
. A A
Jmax o s*,2 — Smin [E4]

J, (= F)BA - 1)
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