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Abstract

3D building models play an important role in many real-world applications. Different models are
suitable for different application scenarios based on their levels of detail. LOD3models with facade
details are crucial for many applications, such as virtual reality and urban simulation. Currently,
3D building models with lower LOD are largely available, but the number of LOD3 models is very
limited. Most LOD3 reconstruction methods depend on manual operation, which is very time-
consuming. How to automatically reconstruct the detailed facade for buildingmodels has remained
a problem in computer vision. The problem can be seen as an image processing problem, but how
to convert the 2D results into 3D smoothly should also be considered.

In this project, we proposed a method to automatically reconstruct the detailed building models
based on the Faster R-CNN. The method starts from a set of street view images, and the results
are models with facade elements. A 3D point cloud can be extracted from the images using SfM
andMVS, and the camera parameters can also be recovered. We take advantage of the high-quality
facade images and parse the facades to detect their bounding boxes. The bounding boxes can match
pretty well with the rectangular shape of the facade elements. The 2D facade elements can be added
to the 3D building model based on the camera parameters. The process is very efficient and auto-
matic. The regularity of the facade elements will be reserved, making the result more convincing.
Our method includes four main steps: (1) coarse model reconstruction, (2) facade image selection
and rectification, (3) facade element detection and regularization, (4) detailed facade reconstruction.

Experiment results show that our method can produce reliable building models with facade details
for many different situations. It can work for both themulti-face building blocks and the street side
buildings. Our test shows that the window detection performance is pretty good. The object de-
tection is extremely fast, and the whole pipeline is lightweight and efficient. In theory, the method
can also be extended to reconstruct large-scale city models, which means it has broad application
prospects.
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1 Introduction

This chapter starts with a brief introduction to the background and motivation of this graduation
project. The social value and scientific contribution of this project will be discussed. Then, the
overview of the whole pipeline is introduced. Based on themotivation, themain research questions
to be answered in this project are defined. Finally, general information about every chapter in this
thesis is presented in the last section.

1.1 Background and motivation

A 3D city model is a representation of urban environment with a 3D geometry of common urban
objects and structures [Biljecki et al., 2015]. Visualisation dominated the early use of 3D city mod-
els. However, with the development of the technology of 3D modeling and virtual reality, 3D city
models are becoming more important in various applications, such as urban planning, utility man-
agement, spatial analysis, and 3D cadastre [Kolbe, 2009] (Figure 1.1).

Figure 1.1: 3D city models are applied in many different application domains [Biljecki et al., 2015].

A typical 3D city model can be derived from many different techniques. One common method of
obtaining 3D citymodels is photogrammetry, which will acquiremassive point clouds data through
Structrue FromMotion (SfM) andMulti ViewStereo (MVS) froma set of images, and then reconstruct
the 3D surface meshes based on the point clouds. Another way is to acquire the point cloud directly
from the laser scanning, like LiDAR, and reconstruct the model. The variety of techniques to gen-
erate the 3D city models will lead to the diversity of the model characteristics. Different models
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1 Introduction

are suitable for different applications based on their Level of Detail (LOD). The CityGML standard
defines five levels of detail (LODs), generally used in 3D city modelling (Figure 1.2):

• LOD0: A horizontal polygon representing the footprint.

• LOD1: A block model with horizontal and planar roof which is resulting from the extrusion
of the building footprint.

• LOD2: The generalised roof shape and larger roof superstructures are presented.

• LOD3: A detailed architectural model containing windows, doors, chimneys, and other fa-
cade details.

• LOD4: A detailed model of the building, including indoor features.

Figure 1.2: Levels of detail [Biljecki et al., 2016].

Currently, 3D citymodels with lower LOD (LOD1 and LOD2) are largely available, and the number
of LOD3 models is very limited. However, LOD3 models with fine details of facade elements (e.g.,
windows, balconies, doors) are crucial for many advanced real-world applications such as virtual
reality and urban simulation. In general, there are two main approaches to generating the LOD3
models [Zhang et al., 2019]. The first is directly reconstruct the LOD3models from3Dpoint clouds,
such as the O-Snap [Arikan et al., 2013]. However, such methods need many manual efforts to give
instructions and correct the result. The second is to add facade details to the LOD2model to extend
it to LOD3, which reconstructs the facade based on the facade texture images or the images of the
textured model. However, such reconstruction may have many errors because of the low quality of
the texture images. Figure 1.3 shows an example of extending the model to LOD3.

Figure 1.3: Enrich the coarse model with facade details [Nan et al., 2015].
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1.1 Background and motivation

In order to obtain high-quality facade details, we will implement the detection on facade images in
this project. Building facade elements detection has become an important topic for many applica-
tions in computer vision—for example, the 3D urban scenes and automatic drive [Liu et al., 2020].
The problem with facade element detection is automatically identifying and classifying facade ele-
ments, including windows, doors, balconies, air-conditioning, and others. The detection can pro-
vide semantic information about the facades, which can also be served as a set of facade templates
or the urban environment information. However, the detection is challenging since there will be
occlusions and illuminations in the facade images. At the same time, the diversity of facade ele-
ments in different buildings and the irregularity of facade elements distribution may also lead to
inconsistent detection results (Figure 1.4).

Figure 1.4: Examples of facade images. Data from the CMP facade database [Tyleček and Šára,
2013].

The traditional facade parsing method will segment the facade images at a pixel level, and such re-
sults can only provide semantic information, but the geometric information is very limited. When
we want to model the facade elements, geometric information like the position and sizes of the ele-
ments is as crucial as semantic classification. Object detection algorithms can provide the bounding
boxes of specific elements in images, which is suitable for generating geometric information (Figure
1.5). In addition, most facade elements are rectangular so the bounding boxes can be used as a good
representation of the facade elements directly.

Figure 1.5: Examples of object detection result in facade images.

The goal of this project is to enrich the coarse model of LOD1 or LOD2, which means parsing and
adding facade details into the polygon faces of the coarse models. The input is a set of street view
images, and the output is a simplified LOD3 building models. We propose a new pipeline which
starts from the image acquisition. Reconstruct the coarse buildingmodels based on the point clouds
from SfM and MVS. Generate the front view images for every facade face of the model. Discover
the facade parsing based on the object detection algorithm to make the facade layout regular and
match the actual situation as much as possible. The regularization of the layout will be considered

3



1 Introduction

an optimization problem. Finally, add the facade elements based on the layout to make the model
have a higher LOD.

1.2 Reasearch questions

Based on the background of the problem and the motivations, our main research question is:

How can we bring more facade details into the image-based urban reconstruction pipeline?

As we mentioned in section 1.1, this project aims to discover the method to automatically add the
facade details to a model of LOD1 or LOD2. It will be a whole pipeline, including the reconstruc-
tion of the coarsemodel based on the street view images, the automatic generation of the front view
images, and the regularization of the facade layout. The challenging part is how to ensure that the
final result matches the actual situation as close as possible. So a sub-question also needs to be ad-
dressed as follows:

1. How can we detect facade elements from the facade images?

2. How can we ensure the regularity of the facade elements’ layout?

Scope of the thesis

• We assume that all the buildings obey the Manhattan-world assumption, so that our approach
canbepossible to implement. In real-world,manybuildingswill obey this assumption [Cough-
lan and Yuille, 1999]. It states that there is a predominance of a triple of mutually orthogonal
directions in the scene. This assumption has been used to reveal the regularity for 3D recon-
struction methods of buildings.

• The reconstructed coarsemodel will not contain the roof structure andwill only have thewall
faces since it’s generated based on the street view images. In general, all the coarsemodels used
in this project are LOD1 models, but the proposed method can also be applied to the LOD2
model.

• We will not focus on reconstructing specific 3D facade element models in this project. All the
facade elements will be treated as rectangles that can be intruded or extruded on the wall.

1.3 Thesis outline

The main content of the thesis can be divided as five chapters:

Chapter 2 introduces and analyses scientific research related to this graduation project. It con-
tains three parts. The first part is the related researches about the building model reconstruction.
The second part talks about researches about facade parsing.

Chapter 3 presents the proposed method of adding facade details to the coarse building model.

4



1.3 Thesis outline

Every processing step is described with an example building. The method consists of four com-
ponents: (1) coarse model reconstruction, (2) facade images selection and rectification, (3) facade elements
detection and regularization, (4) facade elements addition

Chapter 4 provides the implementationdetails of themethodology in practice, including the datasets,
the programming specifics. The last section provides some solutions for problems in the implemen-
tation.

Chapter 5 shows results of the pipeline and evaluations of the results. The first part is about the
evalution of the object detection results. The second shows the final reconstruction results, and
some analysis are provided based on the results.

Chapter 6 answers the research questions proposed in Chapter 1. The second part is the discus-
sion about the whole pipeline. The contributions of this project are listed. Finally, the future work
are discussed in the last section.
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2 Related work

In this chapter, some scientific research related to this topic will be introduced and analysed. Since
the reconstruction of the coarse model will also be implemented in this project, we first review
some work related to the building model reconstruction in Section 2.1. Then the main part of this
chapter is about facade modelling methods, in Section 2.2.

2.1 Building model reconstruction

The reconstruction of buildings in the urban environment can be divided into twomain categories:
single building reconstruction and urban scene reconstruction. For the first category, the polygonal
surface reconstruction algorithms are focused on one building or 3D model. Most work are based
on point clouds. Arikan et al. [2013] proposed the O-Snap, which is an automatic polygonal recon-
struction that can be refined by users interactively. It extracts planar primitives along with their
boundary polygons using random sample consensus (RANSAC) and then snaps polygon elements to-
gether. The optimization-based snapping algorithm can be participated by the user interaction to
fix the polygons. Users can also edit the generated coarse model to add details like windows (see
Figure 2.1).

Figure 2.1: Optimization-based snapping for modelling architecture [Arikan et al., 2013]

Nan and Wonka [2017] proposed PolyFit to reconstruct the polygonal surface from SfM point
clouds. The algorithm also strat with detecting planar primitives based on RANSAC. Then, the
intersection of the planes will produce a set of candidate faces. The face selection problem for the
final model is solved as an energy optimization problem. Holzmann et al. [2017] proposed a hy-
brid method between generic 3D reconstruction and plane-based urban reconstruction. The point
cloud is divided into a set of tetrahedra. The tetrahedra set will be labelledwith an energy optimiza-
tion problem to determine which of them needs to be reconstructed. Jonsson [2016] discovered the
method to filter and simplify 3D building mesh models, which is suitable for preserving the piece-
wise structures and sharp features.

As for the urban scene reconstruction, the entire urban scene will be reconstructed in the process.
Verdie et al. [2015] introduced an approach to reconstruct 3D urban scenes in the form of LODs,
which can generate large scale urban scenes with meaningful LoDs while being robust and scalable.
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Li et al. [2016] presented an automatic reconstruction method from unoccupied aerial vehicle (UAV)
images. They segment the point cloud and filter the building cluster. A set of footprints are extracted
based on the building point cloud, which is regularized with the Douglas-Peucker algorithm. The
whole urban scene of buildings can be reconstructed by extruding the footprints. Kelly et al. [2017]
apply three different data sources to reconstruct the urban scene: the building surface mesh, the
street-level facade image, and the buildings’ footprints. They use this data to generate a set of pla-
nar segments representing the facade, a group of edges representing the ground plane and a set of
line segments representing the building frame. They finally combine all the elements using opti-
mization (see Figure 2.2).

Many of thesemethods depend onmultiple sources of information that are not always available(e.g.,
point clouds, aerial imagery). Meanwhile, most reconstruction methods don’t consider the fine de-
tails of the buildings, but the results of such methods can be served as the basic step for the facade
details reconstruction.

Figure 2.2: Large-scale structured urban reconstruction [Kelly et al., 2017].

2.2 Detailed facade reconstruction

Photogrammetry-based reconstruction
The photogrammetry-based reconstruction of the facade relies on image-based techniques, which
obtain dense point clouds and textured models from a set of photos. Xiao et al. [2008] discovered
the depth enhanced facade modelling based on the SfM. They assume that the facade elements are
essentially 2.5D rectangular elements on the top of the facades. They decomposed the facades into
patches, and then augmented a depth value from SfM for each patch (see Figure 2.3). Xiao et al.
[2009] designed an automatic method to reconstruct building blocks with facade details from a set
of street view images. They segment the building images at pixel level to distinguish the facade and
the other areas. They also proposed a method to separate the building point cloud into different
parts based on the building blocks. For every building block, they used a patch-based approach to
model the facade based on the point cloud directly, which also applies the depth map in the input
image space. Wu et al. [2012] proposed a schematic algorithm for reconstruction from sparse point
clouds. The result representation can be extremely concise, and a displacement map can be put on
top of the schematic surface, to make it possible to recover fine details like facade elements.

Interactive facade reconstruction
Buildings usually consist of an assembly of basic primitive shapes. Most of theworks focus on the re-
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Figure 2.3: Image-based facade modeling[Xiao et al., 2008]

construction of the 3D primitives interactively. Nan et al. [2010] proposed an interactive tool called
SmartBoxes to quickly assemble detailed 3D primitives balancing between data fitting and struc-
tural regularity based on the regularity of facades. Arikan et al. [2013] proposed an optimization-
based interactive tool that can reconstruct relatively detailed building models from sparse point
clouds. Lin et al. [2013] segment the urban scenes into different categories using supervised learn-
ing and reconstruct 3D models using prior knowledge. This method can create building models
that are merely approximated with a small number of textured planes. Nan et al. [2015] recon-
struct building details by automatically assembling 3D templates on coarse textured building mod-
els. They first discover the method to optimize the coarse model. Then, use the Histogram of Ori-
ented Gradients (HOG) feature to detect the positions of the facade elements based on the facade
texture images. The detection method is optimization-based and can balance the image matching
and structural regularity. Finally, the detailed 3D templates are added to the coarse model based on
their positions. Unlike the works above, this method focus on including geometric details into the
coarse models based on the template assembly (see Figure 2.4).

Figure 2.4: Template assembly for detailed urban reconstruction [Nan et al., 2015]

2.3 Facade element detection and layout regularization

Facade parsing
Facade parsing is an important task in computer vision. The goal of facade parsing is to segment
the facade images into regions for different facade elements. Facade parsing can be seen as a part of
the facade reconstruction, but many work also treat it as a independent problem.

One typical form of facade parsing is classifying each pixel in facade images into a specific semantic
category. Deep learning has shown its power in facade parsing tasks. There is a large body of work
about the facade image segmentation problems based on deep learningmethods. Cohen et al. [2014]
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used a dynamic programming algorithm with extentsions to find labels of facade. The global op-
timality certificates will be obtained if the individual algorithms remain independent. Martinović
et al. [2012] proposed a three-layered approach to parse facade. They merged the pixel-level results
from recurrent neural network (RNN) and the object detection together using a 2DMarkov Random
Field (MRF). This method can apply information about semantic segmentation and facade objects at
the same time. They also proposed some layout rules for different facade types to constraint the dis-
tribution of the facade elements. Schmitz and Mayer [2016] applied a fully convolutional network
approach on facade image patches. They use a relatively small dataset to train the network based on
the transfer learning. Liu et al. [2020] proposed a novel symmetric loss for the deep convolutional
neural network and tested the method on two facade datasets. The result of deep neural networks
is combined with the bounding boxes generated by the Reginal Proposal Network. Themethod can
use both the power of deep learning and the building facade structures (see Figure 2.5). However,
the pixel-based facade parsing can only segment the facade image at the pixel-level, which is not
suitable to generate the layout of the facade elements.

Figure 2.5: DeepFacade [Liu et al., 2020].

Another type of facade parsing is to subdivide the 2D facade images into different rectangle regions.
Müller et al. [2007] model the facade grammars based on image analysis to derive a hierarchical
facade subdivision. The facade images can be subdivided into floors and tiles using mutual infor-
mation. A shape tree can be constructed based on element recognition. Finally, the shape grammar
rule can be extracted from the shape tree for the 3D modelling (see Figure 2.7). Alhalawani et al.
[2013] proposed a semi-automatic framework to recover a factored facade representation based on
the repetition patterns and the deformation parameters. They extract the Canny edges of the facade
images first. Then, identify potential candidate elements usingNormalizedCrossCorrelation (NCC)
based on the user-providedwindow template. They use an optimization-basedmethod to select the
candidate elements tomake the layout regular andmatch the pre-provided template (see Figure 2.8).
Koziński et al. [2015] proposed a method to parse facade using a linear binary programming, which
can approximate global optimal segmentation without grammar samplings. The method is also in-
spired by the hierarchical image subdivision. Object detection can detect bounding boxes of the
facade elements, so it has also been used a lot to get the initial layout of the facade elements in many
approaches. Zhang et al. [2019] detected bounding boxes of windows and doors in facade texture
images using Mask R-CNN to model the facade elements on the coarse model and generate LOD3
CityGMLmodels. They changed the Mask R-CNNmodel framework to make it more suitable for
the facade images. This method is close to what we have done in this project, however, they did not
use the multi-view images and the facade images used are of low quality (Figure 2.6).
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Figure 2.6: A data-driven approach for adding facade details to textured LoD2 CityGML models
[Zhang et al., 2019]

Figure 2.7: Image-based procedural modeling of facades [Müller et al., 2007]

Facade layout enhancement
Urban facades often contain variations because of allowed deformations of repeated elements. So
the layout enhancement is also important when modeling the facade. In most facade subdivision
tasks, the layout regularity is considered as a crucial concept. We also reviewed some in-depth study
on the layout enhancement.

The layout enhancement problem can also be called regularization and beautification, which has
been studied in different areas, e.g., object alignment, 3D shape symmetrization. Nan et al. [2011]
model conjoining Gestalt rules for grouping and summarization of facade elements. Huang et al.
[2014] combine patch-based image completion with translational symmetry detection to fill in the
missing part of a planar structure. Jiang et al. [2016] use an optimization-basedmethod to automat-

Figure 2.8: Interactive facades analysis and synthesis of semi-regular facades [Alhalawani et al.,
2013]
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ically detect constraints in the layout. And then formulate the layout regularization as a quadratic
programming problem similar to previous work. The work can be used in many applications apart
from facade layout enhancement, such as the slide design and poster design.
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3.1 Overview

In this chapter, we will provide details about the methodology adopted for this graduation project.
An overview of the methodology is provided in Figure 3.1. Firstly, the data should be prepared and
pre-processed to be applied as input for the reconstruction. The methodology can be divided into
four steps: (1) coarse model reconstruction, (2) facade images selection and rectification, (3) facade
elements detection and regularization, (4) facade elements addition. Every sections in this chapter
will discuss each step. An example building will be selected to present the whole pipeline.

3.2 Geometry and motion recovery from images

The first step of the method is to prepare the data that will be used to apply the reconstruction.
The input of our pipeline is a set of street view images. A 3D point cloud for these images can
be extracted using SfM and MVS. At the same time, the camera parameters of every image can be
recovered from SfM. Since wewill reconstruct the coarse model of the building facade based on the
point cloud, we need to manually remove the planes and outliers outside the facades roughly.

3.3 Coarse model reconstruction

In most situations, it is hard to take photos around the whole building during data collection, which
meanswewill only get a few facades of the building from the images. We cannot obtain information
about the roof from the street view images, so the point cloudswill only containwalls of the building.
As a result, we consider to reconstruct the facade faces first. Then, complete the building blocks as
closed models based on the reconstructed faces.

Since we consider all the buildings as Manhattan-world buildings, all the facades should be rect-
angles. In this way, orthogonality and parallelism of the building structure can be enforced in the
coarse model. There are two reconstructions situations: one-face and multi-face situations. It is
relatively simple to find a rectangle representing the facade based on the point cloud for the one-
face situation. For the multi-face situation, the main idea is to find the footprints of the facades and
then extrude them as rectangles. All the points belonging to every facade will be projected as lines
to a plane representing the ground, and then we can snap all the lines as a graph to reconstruct the
footprint. The ground plane should not be considered as the horizontal plane since the point clouds
extracted from SfM and MVS may be placed in 3D space at an arbitrary angle. Both the situations
will start from the initialization, which contains plane fitting and outlier removal.
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Figure 3.1: An overview of the whole pipeline.

3.3.1 Initialization

In this step, we use a local RANSAC-basedmethod [Schnabel et al., 2007] to segment the input point
cloud into subsets, which contain the different sets of points lying approximately on a plane and a
set of unclassified points. Before the RANSAC stage, a local Principal Component Analysis (PCA)
[Ian T. Jolliffe, 2002] with fixed size neighbourhoods should be applied to approximate 3D normal
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vectors from the point positions. After the segmentation, a statistical outlier removal algorithm
needs to be applied to every point segment. This algorithm can remove points that are further away
from their neighbours compared to the average for the point cloud, which is suitable if we want to
remain the main structure of the facades.

After obtaining different point segments of facades, we can fit planes on them. We apply a Least
Median of Squares (LMS) estimator[Rousseeuw andLeroy, 1987] to find normal vectors of the facade
planes, which can fit a plane to points that contain no more than 50% of outliers. Then, we can
project all the corresponding points onto the plane for every fitted plane.

3.3.2 One-face situation

When themodel has only one facade, we can simply convert the 3D coordinates of the points on the
same plane to 2D. Then, the problem can be simplified as a 2D problem. In order to polygonize the
on-plane points, we calculate the minimum area bounding rectangle of the points. Since we assume
that every facade should be rectangle andwe removed the outliers, this method can be very efficient
and accurate for most facades. Figure 3.2 shows the pipeline for this situation.

Figure 3.2: The pipeline of reconstructing one facade face. The initialization step is included (left,
middle left). A 2D minimum area bounding box can be calculated for the projected points. The
bounding box in 3D is drawn in red (middle right). The final facade polygon can fit the facade
point cloud pretty well (right).

3.3.3 Multi-face situation

When the model has multiple faces, the main idea of the reconstruction is to extrude every edge of
the building footprint as rectangles. Since we do not have information about the camera positions,
we cannot do geo-registration for the model, so the gravity and horizontal direction of the model
are not parallel to the axis. As a result, we cannot just project the points of every facade plane to
the x-y plane to get the footprint. In this step, we apply a method to find the bottom plane of the
building, and then we can project the points and reconstruct the footprint. Figure 3.3 shows an
overview of this situation.

3.3.3.1 Find the bottom plane

Since the gravity and horizontal direction of the point cloud may not parallel to the axis, we should
determine the bottom plane of the building in our experiments. First, every intersection line be-
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Figure 3.3: The pipeline of reconstructing connected multiple faces.

tween adjacent facades needs to be calculated, and this can be done based on every plane’s normal
vector. Then, for every intersection line, we can project all the points belonging to the adjacent
planes to the line. The two endpoints of these lines can be simply found using the point coordi-
nates. The two endpoints of the projected points will determine the length of the intersection line,
and we choose the longest one as the normal vector of the bottom plane. The point with the lowest
z coordinate should be the point on the bottom plane. We can determine the final bottom plane
with a normal vector and a point on the plane. The length of the selected line should be the height
of the building, which also means how much should we extrude from the footprint.

3.3.3.2 Construct the footprint graph

We project points belonging to every face to the bottom plane, and we will get a set of lines made
of points. Then, we can find the two endpoints of different lines, determining every line segment,
and it will result in a soup of unconnected line segments L = {l1, l2...ln}. Every line segment is
combined with two vertices. In order to construct the footprint graph based on the line soup, we
need to find the intersection node between adjacent lines andmake a linked list of the nodes. Figure
3.4 shows an illustration of this step.

First, for every vertex in each line segment, we compute the distance between them with the other
vertices belonging to other ling segments. We need to record the corresponding line pairs for every
calculated distance value. Then, for every vertex, we can find the point closest to it with the small-
est distance value. If the value is smaller than a threshold, then we consider the two line segments
corresponding to these two vertices to be adjacent. In our experiment, the threshold should be set
as half of the length of the shortest line segment.

After getting the line segment pairs, the corresponding intersection vertex can be updated. If a
vertex cannot be paired successfully, we know it is an endpoint for this unclosed footprint. All
the intersection vertices and endpoints will be the nodes that should be connected in the footprint
graph. We store all the node points in a list. If the footprint is unclosed, we will start from one end-
point and find the other node that should connect to it based on the relationships between vertices
and line segments. If the footprint is closed, we can start from an arbitrary node in the list. Finally,
the linked graph of nodes can be constructed.

The graph’s direction is not determined, so we need to make it counterclockwise. We applied a
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formula to measure the winding of the graph, which is inspired by the Green’s Theorem. Given the
vertex list in the graph, we know the 2D coordinate (xn, yn) for the vertex vn. The following metric
can be calculated:

N

∑
n=1

(xn+1 − xn)(yn+1 + yn) (3.1)

The graph has a clockwise winding if the value in formula 3.1 is positive and a counterclockwise
winding otherwise.

Figure 3.4: An example of the footprint graph construction. We start from the initial soup of line
segment, and then find the adjacent pairs of the lines (left). The intersection node can be found
for every line sement pair (middle). After connecting all the nodes, the graph can be constructed
(right).

3.4 Facade image selection and rectification

The image used for the object detection should be chosen from all the input street view images
automatically. And every facade face should correspond to a facade imagewhich is chosen as the best
image from the data. The best image means it contains the complete building facade and requires
minimal transformation when rectified to the orthogonal frontal view image. So the best image
should ideally be taken exactly in front of the facade’s centre and include the whole facade face. The
rectification is a crucial step for accurate facade elements detection. Unlike conventional methods
that use image information, we used the camera parameters and the information of the 3D facade
plane for the rectification.

3.4.1 Automatic image selection

The image selection is a crucial step in which we will connect the coarse model with the images. In
other words, we will pair every face with the corresponding facade image to correctly add facade
details to faces. We need some geometric elements to calculate the relationship between cameras
and the facade face. The normal vector of the facade plane is written as v0. For every facade, po-
sitions for a camera to take photos with an orthogonal frontal view should be located on a plane.
This plane should be orthogonal to the facade face, parallel to the vertical edge of the facade, and
passes the centroid of the facade face. We call it the central orthogonal plane. The normal vector of
the central orthogonal plane should be a vector parallel to the horizontal edge of the plane, and we
call it vp. At the same time, we can make a vector which points from the facade face centroid to the
camera centre, and this vector can be called vc. Another vector we need is the forward vector of
every camera v f . Figure 3.5 illustrate the different vectors.
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Figure 3.5: The vectors defined to calculate the relationship between cameras and the facade face.
The blue plane is the central orthogonal plane of the facade face. p is the centroid of the face and
c is the camera center.

We can also project the facade face to the image plane based on the camera parameters. The pro-
jected polygon can be written as P f , and the image rectangle is Pi. Figure 3.6 illustrate the relation-
ship between these two polygons. Based on these, we can determine three indicators to select the
best facade image for every face:

Figure 3.6: The projected facade polygon P f (red) and the image rectangle Pi (green).
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1) The angle θ0 between v f and v0, which can be used to identify if the camera is located in front
of the facade. When the camera centre is in front of the facade, θ0 should larger than 90◦, and
the dot product between v f and v0 should smaller than 0.

2) The percentage of the intersection area between the projected facade polygon and the image
bounding box to the facade polygon: pintersect = area(Pi

∩
P f )/area(P f ), which can be used

to identify the completeness of the facade in the image.

3) The angle θ1 between vc and vp, which can be used to identify how close the camera is to the
central orthogonal plane. When the camera centre is perfectly locate on the central orthogonal
plane, θ1 should equal to 90◦, and the dot product between vc and vp should equal to 0.

The first two indicators can be used as two constraints when selecting the best image. For a given
image, if θ0 is smaller than 90◦ and the pintersect is larger than 0, it’s impossible for this image to be
selected as the best image. For images that meet the two constraints, we can compare their θ1 value.
The image with the smallest θ1 value should be selected as the best image.

3.4.2 Facade image rectification

After selecting the best facade image for every face, we need to rectify the image to make the facade
face and facade elements rectangles, which is crucial for the next object detection step. It is helpful
to make sure all the facade elements in the image are rectangles and maintain the correct aspect
ratio. The rectification is based on the perspective transformation. Perspective transformation
can be represented as the transformation of an arbitrary quadrangle(a system of four points) into
another one. Figure 3.7 shows an example of the perspective transformation for a facade image. We
need to specify the coordinates of quadrangle vertices in the source image and the coordinates of
the corresponding quadrangle vertices in the destination image. The destination rectangle’s aspect
ratio should also be provided based on the facade face. Then the transformation matrix can be
calculated according to the coordinates correspondence.

Figure 3.7: A facade image before(left) and after(right) the perspective transformation. The four
circles represent the four corners of the facade face.

We have the camera parameters for every image, so the projected four corners of the facade face
can be determined on the image. However, the four corners may locate outside the image in some
cases. In order to make sure the corners of the facade locate inside the image, we add an offset for
the image pixels, which means we enlarge the image to include all the four corners based on their
projected coordinates.

19



3 Methodology

3.5 Facade element detection and regularization

We assume there are three types of facade elements: window, balcony and door. All of them will
be treated as rectangles when modelling. Treating them all as rectangles simplifies the problem
and simultaneously facilitates the extraction of their location information and other geometric in-
formation. The rectangular facade elements can present a relatively accurate 3D structure during
modelling through simple extrusion/intrusion operations. The traditional facade parsing method
may only provide us with pixel-level results. Fitting rectangles in pixel-level segmentation results
may cause more errors than the actual situation. The object detection method has been applied to
many object detection and segmentation tasks and provides the position of a bounding box for each
detected object in an image and matches the object to a class. In theory, the bounding boxes can
match pretty well with the rectangular shape of most facade elements. In this research, we apply the
Faster R-CNN object detection architecture to detect the bounding boxes of the facade elements.
After the detection, we proposed a method that automatically regularizes the detected bounding
boxes.

3.5.1 Facade element detection

We apply Faster R-CNN as the object detector in this project. R-CNN algorithm stands for the
Region-based Convolutional Neural Networks. The original R-CNN was introduced in [Girshick
et al., 2014], which applies a Selective Search Algorithm to extract the candidate region propos-
als. Fast R-CNN is proposed in [Girshick, 2015], which improves the R-CNN by introducing the
Region of Interest pooling technique. Generation of region proposals through selective search in
R-CNN and Fast R-CNN is time-consuming due to the calculation of similarity features among
all input image regions. Faster R-CNN [Ren et al., 2015] eliminate the need for the selective search
and instead lets the network learn the region proposals. It does so by introducing a Region Proposal
Network (RPN). Features from the convolutionwill be sharedwith the RPN and the RPN can tell the
network where to look. The output of an RPN is a set of rectangular object proposals, and it will be
done with a fully convolutional network. As shown in the figure, Faster R-CNN consists of Deep
Fully Convolutional Net-work (DFCN), RPN, ROI pooling, Fully Connected networks, Bounding
Box Regressor and Classifier.

The training details of the Faster R-CNN in this project are provided in Section 4.2.2.

Figure 3.8: High-level framework of Faster R-CNN [Liu et al., 2018]
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3.5.2 Facade element regularization

The detected facade element bounding boxes are not well aligned. However, the windows on the
same wall normally have the same size for the same row or column and are well aligned in horizon-
tal and vertical directions in real world. We hope to regularize the layout of the windows, doors and
balconies to make the facade modelling result closer to the real situation after detecting the facade
elements.

Given the initial result of the object detection, the layout consists of the elements bounding boxes, so
the layout canbewritten as L = {b1, ...bn}. Every box bi is definedby its left corner coordinate(xi, yi)

and the size (wi, hi) (Figure 3.9). The following calculations will all be based on these four attributes
of the bounding boxes.

Figure 3.9: A facade element can be seen as a box.

For most facades, the layout of windows is regular or semi-regular, which means there should al-
ways be windows distributed at the same level and same column, and windows of different types
should have the same size. The regularity of the facade layout can be expressed in a series of con-
straints. The constraint selection method is inspired by [Jiang et al., 2016]. We use two types of
constraints, alignment and same-size constraints, to ensure the final layout is regular. Our final
goal is to regularize the layout based on these constraints. The regularization can be done as an
optimization problem to minimize the box location and size changes.

3.5.2.1 Constraint groups

Figure 3.10 illustrates the constraints used in the regularization. The detected boxes will be di-
vided into different constraint groups. In order to accurately select the constraint groups, we use
one threshold σ to control the size of the groups for both horizontal and vertical directions. The
threshold value will multiply the average size of the elements to decide a distance value. For the
vertical direction, it will multiply the width and height for the horizontal direction.

Horizontal and vertical alignment
The alignment constraint can guarantee that the same row or column boxes align with the same
horizontal or vertical line. For example, the horizontal and vertical alignment between two boxes
bi and bj can be formulated as yi/2 − yj/2 = 0 and xi/2 − xj/2 = 0.
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Figure 3.10: Constraints for the facade element layout. Boxes along the blue line should be hori-
zontal aligned. Boxes along the green line should be vertical aligned. Boxes with the same color
should have the same size.

To determine the same-alignment groups in the input layout, we must divide them based on their
coordinates. For example, if we want to get the vertical alignment groups, we will sort all the boxes
in the initial layout according to their centroid’s x value (middle-X value). Then we can calculate
the difference of the middle-X value of every adjacent pair of the boxes in this sorted list. If the
difference is smaller than σv(σ × avg(width)), this pair of boxes are belonging to the same vertical
alignment group. This method can also be used to determine the horizontal and vertical grid lines
if the layout of windows is regular.

Same size
A clustering method will be used as an unsupervised classification for the different types of win-
dows. Since the unstable prediction result of the object detector, it is difficult for us to classify
each box into the correct group accurately based on size without knowing the number of types.
We choose to specify the number of window types before the clustering and apply the k-means
method. The input variables for the k-means are the width and height of every box. The same-size
constraints can be formulated as wi − wj = 0 and hi − hj = 0.

3.5.2.2 Fix the initial layout

Due to the variations of the facade elements and the limitation of the facade image quality, we may
not detect all the facade elements. However, we can fix the detection result based on the regularity
of the facade. In reality, most facade layouts are regular grids, and we can infer the structure of the
grid based on the part of the layout. When most of the facade elements are located correctly, and
we can observe a regular distribution of the layout, then we can fix the initial detection to make it a
regular grid. Figure 3.11 illustrates the process of this step.

First, we can identify facade elements on the same row or column using the method in Section
3.5.2.1. Then the average coordinate for every row (y value) and column (x value) can be calculated.
All the coordinate values for the row and column can be used as the gridlines. Every intersection
point of the gridlines should be a centre point for one facade element. We can add facade elements
at these positions if the added element does not intersect with the existing elements. Wewill record
the average width and height for the elements on the same row, and the added element will have the
same size as the elements on the same row.
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Figure 3.11: The detected facade layout is not completed (left). A grid can be constructed based on
the existing elements (middle). Themissing elements can be added, and the last row of this layout
is complete (right).

3.5.2.3 Final regularization

After optimizing the initial layout, we will do the final layout regularization. The regularization
problem can be addressed as a transformation, which changes the boxes’ locations and sizes in the
initial layout. We consider the energy term for differences in element locations as El and element
sizes as Es. The regularized boxes will have their new locations (x∗i , y∗i ) and new sizes (w∗

i , h∗i ). The
El and Es can be formulated as below:

El =
n

∑
i=1

(x∗i +
w∗

i
2

− xi −
wi
2
)2 + (y∗i +

h∗i
2

− yi −
hi
2
)2 (3.2)

Es =
n

∑
i=1

(w∗
i − wi)

2 + (h∗i − hi)
2 (3.3)

We can get a set of linear equations based on the determined constraint groups as mentioned in
Section 3.5.2.1. Every adjacent element pair in a constraint group will form a constraint pair corre-
sponding to a linear equation to constrain the objective function. To limit the range of the location
and size changes, we also add some other constraints for the (xi, yi) and (wi, hi). The changed x
value and y value should be smaller than the extent of the facade face: 0 ≤ x∗i ≤ w f and 0 ≤ y∗i ≤ h f .
w f and h f ) means the width and height of the facade face, which can be derived by project the fa-
cade face on the 2D image. To prevent the size change of the elements be too large, we also added
an upper bound for the w∗

i and h∗i : 0 ≤ w∗
i ≤ 1.5 · wi and 0 ≤ h∗i ≤ 1.5 · hi. The overall objective

function to be minimized is:
w · El + Es (3.4)

where w is a weight to balance between the two terms El and Es according to the user preferences.
Finally, we can solve the quadratic programming problem defined in Equation 3.4 to get the regu-
larized layout. Figure 3.12 shows an example of the regulariztion results.

3.6 Detailed facade reconstruction

We can add the facade elements to the facade face based on the regularised layout, which can be
done using the camera parameters to back-project the boxes. Every box on the facade face will be
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3 Methodology

Figure 3.12: Original and regularized layout of 18 detected windows.

extruded(for balconies) or be intruded(for windows and doors) to make them 3D structures.

3.6.1 Back-projection

Given an image with camera parameters and the corresponding 3D facade, we can back-project 2D
pixels in the image to the 3D facade. Let the intrinsic parameter matrix be K, the rotation matrix be
R, and the translation matrix is T . We can calculate the 3D coordinate of the camera centre Pc:

Pc = −R−1 · T (3.5)

Given a pixel coordinate(u, v) in the image, since we don’t know the depth value(Z value) of this
pixel, we can assume the Z value as 0, so the coordinate P′

pixel of this pixel in the camera coordinate
system is:

P′
pixel = (

(u − cx) · Z
fx

,
(v − cy) · Z

fy
, Z), Z = 0 (3.6)

where fx , fy are focal lengths in x and y direction; cx , cy are respective principal point offsets. Then,
we can further convert the coordinates to the world coordinate system. We assume the 3D coordi-
nate of this pixel is Ppixel :

Ppixel = R(P′
pixel − T) (3.7)

With the 3D coordinate of the camera centrePc and the pixelPpixel , we can connect them to get a 3D
line. The intersection point between the line and the facade face should be the back-projected point
of this pixel(Figure 3.13).

3.6.2 Intrusion/Extrusion

The projected rectangles will be intruded or extruded at a certain depth on the facade. The depth
information can be extracted from the dense point cloud where the facade elements are recessed a
bit from the facade plane. We can filter out the points from the fused point cloud whose distance
from the facade is less than a threshold. Coordinates of the filtered points will be converted based
on the facade plane, which means the points on the plane will have the zero Z value. This is helpful
to locate points within the bounding box of the facade elements. Then, we overlay the facademodel
on the filtered point cloud tomeasure the distance between the points and the plane for every facade
element. The median value of the distances will be the depth for the corresponding element type.
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3.6 Detailed facade reconstruction

Figure 3.13: Back-projection of an image pixel.

We assume all the facade elements of the same type have the same depth. For example, we cal-
culate the depth for each window element and then get the average depth value as the depth for all
the window elements. The intrusion or extrusion will clip a hole on the facade face first and then
add the 3D structure based on the depth.

We also allow the intersection between a window and a balcony. Figure 3.14 shows an example
of this situation. When we want to model the a window and the balcony below it, we need to mod-
ify the size of the window to ensure the reconstructed model is watertight. It can also be used to
express the occlusion relationship between the window and balcony. We can calculate the height
at which the window is blocked by the balcony, and then the height of the window will be changed
based on this value.

Figure 3.14: From left to right: A window and balcony in the image, the detected bounding boxes,
the reconstruction results, side view of reconstruction results.
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4 Implementation

This chapter introduces some implementation details of this project. Section 4.1 explains the dataset
we used for the project and how they are prepared, including the SfM reconstruction and editing.
Section 4.2 talks about some implementation details, including the programming specifications and
some other important decisions we made during the experiment.

4.1 Datasets

The datasets used in this project can be divided into two parts: the training facade image data for
the Faster R-CNN and the ground-level images for the model reconstruction.

We use the CMP facade database [Tyleček and Šára, 2013] as the training and evaluation data, in-
cluding 378 images in the base dataset and 228 images in the extended dataset. It contains 12 fa-
cades classes, and we will only select windows, doors and balconies in our project. All the facade
images are manually annotated and rectified. The facade images are taken from many different
cities worldwide and contain various architectural styles. The base dataset is used for the training,
and the extended dataset is used to evaluate the detection results. Figure 4.1 shows an example of
the data.

Figure 4.1: An example of the CMPdata, which contains the facade image (left), the annotated image
rendered in PNG format (middle) and the annotations (right).

To conduct our whole pipeline, we take several sets of ground-level photos of buildings ourselves,
with various building types. All photoswere takenwith the samemobile phone. The image setsmay
contain different numbers of facade faces, from 1 to 4. The largest image set includes 89 images,
and the smallest one includes 9 images. The resolution for all the images is 4032×3024. The SfM
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4 Implementation

and MVS process is conducted in COLMAP [Schönberger et al., 2016] [Schonberger and Frahm,
2016], a general-purpose SfM and MVS pipeline with a graphical interface. Since all the images
are undistorted and are taken with the same camera, we choose the PINHOLE camera model and
share the intrinsic parameters when recovering the camera parameters. We do not have geographic
information about the camera positions, so we cannot do geo-registration for the extracted MVS
point cloud. The gravity and horizontal direction of the point cloud are not parallel to the axis.

The MVS point clouds are edited in Mapple [Nan, 2021], a software for processing and visualiz-
ing point clouds and polygonal models. We remove planes outside the building and only remain the
main facades in the point clouds.

4.2 Implementation details

4.2.1 Programming specifics

For the purpose of our project, the following hardware and software were used for implementa-
tion. All the programming was finished on a device with Ubuntu 20.04 having a NVIDIAGTX2060
graphic card. The main part of the methodology was implemented in C++, along with the Open
Source Computer Vision Library (OpenCV)1 for image processing, Eigen2 for linear algebra calcu-
lation, Open3D3 for the point cloud processing and Easy3D [Nan, 2021] for the 3D modelling. At
the same time, the ETH3D Format Loader [Schöps et al., 2017] was used to load camera parameters
from the COLMAP text format. The non-commercial GUROBI4 solver was used to solve the opti-
mization problems. The object detection algorithmwas done in Python with Pytorch [Paszke et al.,
2019], an optimized tensor library for deep learning. We also used Albumentations5 to augment the
training images.

Since we did not implement the object detection algorithm in C++, the facade detection step should
be done outside the main program, so we divided the main program into two parts. The first part
includes the coarse model reconstruction, the selection of front view images and rectification. We
record the selected image names and corresponding camera parameters to be used in the second
part. The second part will read the object detection result and then finish the regularization and
back-projection.

4.2.2 Training specifications

In order to train an object detector for the facade elements, we use the pretrained Faster RCNN
modelwith the ResNet50 FPNbackbone provided by Pytorch. We train themodel using 347 images
and 31 for validation, and set the learning rate to 0.001 andmomentum to 0.9. Due to the hardware
limitation, we can only set the batch size as 1 in the experiment. The images and the corresponding
bounding boxes will both be resized to 640 before feeding the images to the augmentations, which
can shorten the training time. At the same time, in order to increase the diversity of the images, we
augment the training images, including flipping, rotation and adding blurs.

1www.opencv.org
2www.eigen.tuxfamily.org
3www.open3d.org
4www.gurobi.org
5www.albumentations.ai

28

www.opencv.org
www.eigen.tuxfamily.org
www.open3d.org
www.gurobi.org
www.albumentations.ai


4.2 Implementation details

The evaluation of the object detection result is done using the CMP extended dataset. We use the
normally used evaluation scores to measure the performance of the object detection results, includ-
ing precision, recall and IoU. We calculate the scores separately for each facade element type. The
result is shown in Section 5.1.

4.2.3 Detection result optimization

For different styles of buildings, the layout of facades is changeable. As a result, the detected facade
elementsmay not perfectly subdivide the space without overlapping. In general, we only accept one
type of overlapping: the overlapping between the windows and the balcony below them(Figure 4.2).
Meanwhile, we need to fix the other overlapping types in the detection result.

Figure 4.2: An example of the correct window-balcony relationship.

One simple type of overlapping is somewindows located close together (Figure 4.3). It is also possi-
ble for somewindows or balconies to be detected inside other bounding boxes of the same type. We
can merge the elements for such a situation based on their common extent. Then, the overlapping
windows or balconies can become one large element.

Figure 4.3: A window before and after solving the overlapping.

Another type of overlapping is between the balconies and windows. Since we allow them to form
the state of the Figure 4.2, we need to identify if their relationship is not the correct situation. Then,
we can compute their overlapping length horizontally or vertically. Finally, we can adjust the width
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4 Implementation

or height of the balcony based on this length to separate them. One example is provided in Figure
5.1.

Figure 4.4: An example of incorrect window-balcony relationship, the balcony cut the window be-
low it.

When we take photos of the facades, other buildings may be included in the image extent, and their
facade elements may also be detected. The bounding boxes not belonging to the facade will influ-
ence the regularization of the layout. We choose to project the facade rectangle onto the 2D image
and transform it based on the transformation matrix obtained during the rectification. Then the
facade face can be used as a large bounding box to filter the facade elements not belonging to the
current facade.

4.2.4 Parameter tuning

From the analysis of themethodology in the chapter3, users can tune the following basic parameters
to control the quality of reconstruction:

1) The minimum support points for the detected planes in RANSAC. This is an important pa-
rameter for the RANSAC algorithms. It can decide if we can detect the main facade plane
and neglect the other plane structures. In our experiment, this parameter should be fixed as
100000 when using the fused point cloud fromMVS. All the points belonging to the wall can
be extracted, and the points inside the window extents can be filtered out.

2) The distance threshold σ mentioned in Section 3.5.2.1. In our experiment, most regular or
semi-regular facade layouts can be perfectly divided into constraint groups with a value of
0.3. We also fix this value for most of the facade layouts. However, there will also be some to-
tally irregular facade layouts, for example, the facade in Figure 4.5. The object detection can
perfectly detect all the windows, but when we still use the threshold 0.3, the regularization
will ”optimize” windows that are not on the same row to the same row in the result. We set
the threshold as 0.05 to limit the extent of searching the same column or row elements for
such a situation.

3) The number of window types in the facade layout. This value will be used in the k-means
algorithm when selecting the same-size constraint groups. At the same time, users also need
to decide if the facade layout needs to be fixed by the method mentioned in section8. For
every facade, the program will display the object detection result first and then ask the user
the decisions for these two parameters before the back-projection.

30



4.2 Implementation details

Figure 4.5: An example of the totally irregular facade. The original detection result(a). The regular-
ization cannot handle this situationwith a σ value of 0.3(b). The regularization result is improved
by setting the σ value as 0.05(c).

4) The detection confidence threshold. This value will filter out the bounding boxes with a con-
fidence lower than it. It ensures that the predicted bounding boxes have a certain minimum
confidence score. In most cases, we set this value as 0.8 to remove the unreliable predictions.
However, the value needs to be tuned to 0.9 or higher for somemore complex scenes to ensure
a cleaner layout.
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5 Results and evaluation

This chapter reveals the reconstruction results of the proposed pipeline. Section 5.1 is about the
object detection results evaluation. Section 5.2 shows the final reconstruction results and also gives
some analysis based on the results.

5.1 Evaluation of the facade element detection results

5.1.1 Evaluation metrics

In the object detection context, basic concepts of the confusion matrix can be defined as:

• True positive (TP): Total number of the correctly detected ground-truth bounding boxes.

• False positive (FP): Total number of the wrongly detected ground-truth bounding boxes.

• False negative (TN): Total number of the ground-truth bounding boxes which are not de-
tected.

The true negative(TN) should not be applied in the object detection task since there will be an infi-
nite number of bounding boxes that should not be detected in one image. Based on these definitions,
we need to know when should a detected bounding box be classified as TP or FP. A common way
is to use a threshold of Intersection Over Union (IOU). Given a detected bounding box and the cor-
responding ground-truth bounding box, the IOU can be defined as illustrated in Figure, which can
evaluate the overlap between two bounding boxes.

Figure 5.1: Intersection Over Uniou(IOU).

Then, we can set a threshold t to determine if a detected box is correct. If the IOU is larger than
t, we know that this bounding box is correctly detected. Based on the definition of the TP, FP and
TN, the commonly used assessment metrics precision P and recall R can be defined as:

P =
TP

TP + FP
=

TP
all detected boxes

(5.1)

R =
TP

TP + FN
=

TP
all ground truth boxes

(5.2)
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5 Results and evaluation

We also apply the F1-score to measure the harmonic mean of the precision and recall:

F1 = 2 · P × R
P + R

(5.3)

As mentioned in Section 4.2.4, we set the confidence threshold as 0.8 to filter the possible facade
elements in the pipeline. This threshold will also be applied in the evaluation. In this project, the
availability of the detection result depends largely on the level of the IOU, so we need to set a higher
t value to ensure that the bounding boxes classified as TP have a larger overlapping area with the
ground truth boxes. In the evaluation, the t value is set as 0.75.

5.1.2 Evaluation results

The evaluation is conducted on the extended dataset of the CMP facade dataset. First, we evaluate
the detection results for all the facade images, including three types of facade elements: window,
door and balcony. The evaluation result is shown in Table 5.1.

Class P R F1

window 0.823 0.816 0.819
balcony 0.662 0.691 0.676
door 0.516 0.487 0.501

Table 5.1: Performance of facade elements detection using all the test data

We can observe that the detector has a poor performancewhen detecting balconies and even poorer
when detecting doors. This is due to the high diversity of these two structures and the limited num-
ber of them in the training data. There are only 1118 balcony instances and 398 door instances in
the training data, while the number of windows is 12222. However, since windows are the most
important elements that make up the facade layout, we can still conclude that the detector achieves
a good result for the facade element detection.

In order to further evaluate the performance of the detector for specific facade types, we select
three groups of images according to the facade styles and evaluate the window detection results
only. Group A contains facade images with relatively simple window layouts and no wall decora-
tions. Facades in Group B are from some classical buildings, with more decorations on the walls
and prominent balconies. Facades in Group C contain many window-like structures on the wall,
and it is difficult for humans to distinguish windows in these images. Figure 5.2 shows some exam-
ples for the three groups. The three groups have 13, 15, and 11 images respectively. The result of
evalution for these three groups is listed in Table 5.2.

Group P R F1

A 0.915 0.872 0.893
B 0.878 0.744 0.805
C 0.869 0.457 0.599

Table 5.2: Performance of window detection using facade images from different groups.

The evaluation result shows that the detector performs much better when detecting windows on
the clean and simple facades. Accuracy decreases when detecting the facades of complex classical
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5.2 Reconstruction results

Figure 5.2: Some examples from the three facade image groups.

buildings, perhaps because there are too many balconies obscuring windows, but the result is still
acceptable. However, the detection results are not satisfactory when detecting facades that are dif-
ficult for the human eye to recognize. The high recall value means that there are a large number of
ground truth windows that are not detected. In general, the detector’s performance is acceptable in
most situations for window detection, especially for facades with clean walls and clear layouts.

5.2 Reconstruction results

As we stated in Section 4.1, the pipeline’s inputs are some street view images taken by myself. We
chose 13 buildings which contain 18 facades of various architectural scenes, and they can be divided
into 7 tasks. We applied these images and the corresponding MVS fused point clouds to generate
the detail enhanced building models. The results of this project are some building blocks with fa-
cade details.

Figure 5.3 shows some reconstruction results of multi-face buildings. In this project, we can add
facade details for every facet of a single building in one pipeline. In theory, if the user can provide
the multi-view images and the corresponding 3D building model, we can reconstruct all the faces
for the building. As can be seen in the result, the walls can match the facade images perfectly, and
the distribution of the added facade elements also corresponds to the actual situation.

However, whenwe take street-view images, we aremore likely to get images for only one face of the
building. Figure 5.4 presents some results of the street-side facades. The facades in Figure 5.4(a) and
Figure 5.4(b) are from some townhouses located on two different streets. For the facades in Figure
5.4(a), we take photos and extract point clouds for them separately, so the reconstructed models
don’t in the same coordinate system. For the case in Figure 5.4(b), we take photos of all the facades
and extract point cloud in one SfM andMVS process. Then, we can divide the point cloud into dif-
ferent facade planes as the pipeline’s inputs. The results can be well aligned and closer to the actual
situation.

35



5 Results and evaluation

(a)

(b)

(c)

Figure 5.3: Detailed reconstruction results of multi-face buildings. Rectified images with the reg-
ularized facade elements (red boxes) are put on top of the 3D models. (a) ∼ (c) : task1, task2,
task3.36



5.2 Reconstruction results

(a)

(b)

(c)

Figure 5.4: Detailed reconstruction results of some street-side facades. (a) ∼ (c) : task4-1∼task4-4
(from left to right), task5-1∼task5-4 (from left to right), task6&task7.
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As can be seen in these reconstruction results, our method of facade elements detection can lo-
cate all the window elements even though there are occlusions or reflections in the facade image.
All the windows are well aligned, and the result can also reflect subtle differences in the size of dif-
ferent types of windows. However, most located doors are classified as windows, and there are still
many doors not detected. In Figure5.4, there should be balconies on every facade, but we can only
locate four of them in the leftmost model.

The total reconstruction time for each task is less than 50 seconds. The timing does not include
the SfM and MVS processes. As can be seen from Table 5.3, the facade image selection and rectifi-
cation step take the longest time. Since we need to traverse all the images for every facade face, the
processing time increases when we input more images. The facade element detection and regular-
ization take less than a second.

Task f
(#facade)

i
(#image)

Execution time (sec)
Coarse model Selection Detection Regularization Total

task1 3 89 8.80 30.42 0.62 0.55 43.33
task2 3 69 7.20 28.27 0.52 0.63 38.85
task3 2 18 3.76 2.95 0.45 0.33 8.71
task4-1 1 13 0.89 2.32 0.35 0.22 4.35
task4-2 1 17 2.35 2.66 0.32 0.19 6.31
task4-3 1 13 1.22 2.07 0.31 0.22 4.55
task4-4 1 15 1.88 2.29 0.34 0.21 5.44
task5-1 1

64

2.15 2.57 0.31 0.16 6.35
task5-2 1 2.75 2.05 0.32 0.17 6.47
task5-3 1 1.68 2.66 0.30 0.23 5.98
task5-4 1 1.78 2.16 0.29 0.28 5.79
task6 1 17 2.94 2.40 0.37 0.19 6.67
task7 1 16 1.50 2.40 0.28 0.20 5.01

Table 5.3: Summary of the runtime of every step in the pipeline.
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In this final chapter, the research questions of this graduation project are reviewed and answered
based on the experiments and results. The contributions of this thesis are presented, along with the
limitations of the proposed methodology. Finally, we discussed some future work and an outlook
in the last section.

6.1 Research overview

This thesis presents a pipeline to reconstruct detail enhanced 3Dbuildingmodels based on the street
view images. The main question of this thesis is:

How can we bring more facade details into the image-based urban reconstruction pipeline?

The image-based urban reconstruction pipeline will typically producemodels with a low LOD. The
main idea of our method is to extend these produced models to LOD3. Every wall face can be iden-
tified in the images based on the coarse model. Using camera parameters, we can then connect each
wall face with one facade image corresponding to the wall. As a result, the located facade elements
in the image can be added to the wall face to achieve facade detail enhancement. So the main prob-
lem is actually about what is our proposed facade parsingmethod. The sub-questions of this project
should be answered first before we can fully answer the main question.

The sub-questions are addressed as follows:

1. How can we detect facade elements from the facade images?

Our answer to this question is to use the state-of-the-art object detection algorithm. This
thesis selects Faster R-CNNwith the ResNet50 FPN backbone to detect windows, balconies,
and doors in facade images. The bounding boxes resulting from the object detection can align
pretty well with the facade element rectangles. Unlike the pixel-level facade parsing tech-
niques, object detection can directly output geometric information of the facade elements. In
addition, object detection is much more efficient than some other detection or subdivision
algorithms, such as the template matching or hierarchical subdivision. We trained the model
using 378 facade images from the previous work. The detection process for every facade im-
age may take less than 0.4 seconds. It can be implemented for any facade type with different
patterns, though the detection precision may differ for different facade types.

We also evaluate the performance of the Faster R-CNN on facade images. The F1 score for
window detection can reach 0.817 for the 228 testing images under an IOU threshold of 0.75.
When the wall is clean and the facade layout is relatively simple, the F1 score can reach 0.893
for the windows, which means most of the windows can be detected. The detector performs
worse on more complex facades, but the F1 score can still be higher than 0.8 for window
detection. In conclusion, object detection can be served as a good start for facade parsing.
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The object detector cannot always detect all the elements. The results may lose some facade
elements when occlusions or reflections are in the facade image. In order to optimize the
detection results, we apply a method to fix the results based on the global regularity of the
facade layout. This method can work pretty fine, which can also be seen as a balance between
the regularity rule and the data.

2. How can we ensure the regularity of the facade elements’ layout?

We assume there are two types of regularity for the facade layout: alignment and same-size.
These two types of regularity ensure that the facade layout conforms to the real-world situ-
ation. Suppose the facade elements can be well aligned in horizontal and vertical directions
and the elements of the same type have the same size. In that case, we think the facade lay-
out has a reasonable regularity. To improve the regularity of the facade elements, we need to
change the position of the detected facade elements and also their sizes. The problem can be
seen as an optimization problem.

We divide the facade elements into different constraint groups according to the requirement
of regularity. The positions or sizes of the elements in the same group should conform to the
established rules, which will be used as the constraint for the subjective function. After solv-
ing the optimization problem, the facade element will have the correct positions and sizes. As
a result, the answer to this question can be concluded. We should adjust the elements’ coor-
dinates and sizes while maintaining the global layout as much as possible based on the object
detection results.

After answering the sub-questions, we can also conclude the answer to themain question. However,
other steps that make up the whole pipeline are also crucial apart from the facade parsing. We
reconstruct the coarse model as the fundamental of detail enhancement. The front view facade
images can be selected and rectified automatically based on the coarse model. Finally, we apply
the back-projection to locate the facade elements in 3D. We also find a way to roughly calculate the
facade elements’ depth based on the fused point cloud. Combining all these steps will be our answer
to the main research question.

6.2 Discussion

6.2.1 Contributions

In this graduation project, we bring more facade details to the coarse building models in the image-
based reconstruction pipeline based on object detection. We take advantage of themultiview facade
images, which allowus to overcome the occlusion problemwhenmodeling the facade elements. The
whole pipeline can be done automatically with a reasonable amount of user-defined parameters. At
the same time, this method can be very efficient because of the use of the object detection algorithm.
The project’s backbone is actually Faster R-CNN network, and some of the ideas may not be the
origin. However, we still believe that our implementation can contribute to current research. The
prominent contributions of this work are:

• We design a whole pipeline that can automatically reconstruct building models with fine fa-
cade details from a set of images.

• We provide a LOD1 model reconstruction method from the unclosed building point cloud.
The walls in the data do not need to be orthogonal to the ground.
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• We propose a method to automatically select the best facade image for the corresponding 3D
wall face in a set of street view images around the building.

• We design a facade parsing method using object detection and optimization-based regular-
ization.

6.2.2 Limitations

In addition to the contributions of our method as mentioned in Section 6.2.1, there are also some
limitations, which we will discuss in this section. Some limitations may not result from the design
of themethodology but are related to the complexity of the facade elements detection problem. Due
to time constraints, our work cannot be tested on more types of buildings, so there may be other
situations where it does not apply. Therefore, the limitations we proposed are just some problems
that we can summarize so far. With this information, we can propose some ideas to improve the
methodology in future work.

• We assume that at least one photo contains all the facade elements on the wall. We only use
one image from the image set to detect the elements for every facade. If the selected image
cannot contain the whole face of the facade, our method will not model the complete facade
layout. This limitation means we can only reconstruct buildings with relatively small facades.
At the same time, this limitation will also set a strict requirement for the input image set. In
most cases, taking photos to contain the whole facade exactly can be challenging.

• Doors and balconies are poorly detected. The training difficulty is very high since the types of
doors and balconies have high intraclass variation. The training data we used contains many
different facade styles, so the training results for the doors and balconies are not satisfying. We
can consider relabeling the datasets based on the material or color of the doors and balconies,
which means differentiating them more precisely. However, this will significantly increase
the complexity of this problem, and it can still be challenging to distinguish windows and
doors in some situations.

• The reconstruction result is largely dependent on the unpredictable object detection result.
Even though we can fix the detection results to a certain extent based on the regularity of
the layout, the accuracy of the results is still not guaranteed. The Faster R-CNN framework
is not designed for facade elements only, and the detection performance may be terrible in
some situations. We can apply the texture or color information of the facade image alongwith
the detection results to optimize the detection performance. However, processing the image
may be time-consuming, affecting the method’s efficiency. One possible way of improving
is to change the framework of the Faster R-CNN, for example, to combine the pixel-level
segmentation resultswith the detection results, and the loss functions should also bemodified.

• Differences in facade layout between different building types are not taken into account. This
limitation is also related to the post-processing of the object detection results. We only define
some simple principles to regularize the facade layout. However, the different building facade
types may have different regularity. For example, for the Haussmannian-style buildings in
Paris, the last row of the facade layout will always be a door, and every window will be above
a balcony. We may also observe the symmetry or co-occurrence of the facade elements in
some facade styles. If we can adjust the principles for different facade types, the results can be
more reliable.
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6.3 Future work

Based on the limitations mentioned in section1 and some further research, we would like to discuss
some future work in this section. These future works will improve the current method and also
allow the method to extend to other applications.

• Enhance the Faster R-CNN for facade elements detection. Another fully connected layer
can be integrated into the classification layer of the original R-CNN.This new fully connected
layer can generate a pixel-level binary mask based on the image or the depth map, which can
be used to adjust the classification and position of the bounding boxes.

• Investigate the facade styles and their layout principles. Building facade styles are varied
and can be changed in different cities and eras. There is still no comprehensive and specific
research on building facade styles. If we can identify the main facade style of the building that
will be reconstructed, the reliability of the facade parsing will be greatly increased.

• Apply this method to large-scale city modeling. In theory, if the camera parameters and
the coarse building model are provided, we can reconstruct the LOD3 model based on the
facade images. As a result, extending this method to large-scale city modeling is possible. The
large-scale LOD1 or LOD2 model can be obtained easily using many existing methods. The
extent of the 3D facade face can be identified on the UAV images since we have the camera
parameters(Figure 6.1). We can easily rectify the image based on the projected polygon. How-
ever, the problem is distinguishing the facade planes of different buildings. In our methods,
we assume different facades are different faces, but the facade faces may be connected in the
large-scale models. In addition, the quality of UAV images may also be lower than the street
view images. The detection results may also be affected by the image quality.

Figure 6.1: The 3D facades can be projected to the UAV images.
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