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ABSTRACT

The paper discusses the influence of the Hartmann-(Shack) wavefront sensor geometry on the total error of modal wavefront
reconstruction. A mathematical model is proposed which describes modal wavefront reconstruction based on Hartmann
or Hartmann-Shack sensor in terms of linear operators. The modal covers the most general case and is not limited by
the orthogonality of decomposition basis or by the method chosen for decomposition. The total reconstruction error is
calculated for any given statistics of the wavefront to be measured. Based on this estimate, total reconstruction error is
calculated for regular and randomised Hartmann masks. The calculations demonstrate that use of random masks with
non-regular Fourier spectra for Zernike wavefront reconstruction for atmospheric turbulence allows to double the number
of decomposition modes with the same total error.
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1. INTRODUCTION

Hartmann or Hartmann-Shack (HS) wavefront sensor1, 2 is one of the most widely used in adaptive optics (AO) systems,
where monochromatic light source and/or reference beam are often not available. The HS sensor measures the averaged
local tilts over an array of sub-apertures (s/a) – holes in a Hartmann screen, or lenslets in HS test. From these local
measurements, the wavefront can be reconstructed.

The problem of wavefront reconstruction with HS test has been addressed in many publications.3–16 There can be
distinguished two general approaches, modal and zonal reconstruction. Zonal algorithms3–6, 13 build discrete phase field
with finite differences closest to the measured slopes in the least-square sense. The phase data in between the measured
points are interpolated. Modal algorithms5, 7, 17 approximate the wavefront’s phase by a linear combination of a number of
aperture functions, or modes. According to Southwell,5 the modal approach is superior to zonal estimation in terms of
error propagation, and is computationally easier and faster.

In adaptive optics systems, commonly modal algorithms are used, with different choice of decomposition modes and
methods. Zernike polynomials are often chosen as decomposition basis due to their connection with classical aberrations;
Karhunen-Loève functions or their pseudo-analytical analogues10 present an optimal basis for compensation of atmospheric
turbulence; exponential functions are suitable for direct demodulations of hartmannograms14, 15; influence functions of the
adaptive element are used in any case to correct the aberrations.

The error of modal wavefront reconstruction was analysed by a number of authors.7, 9, 11, 12, 17 Herrmann17 intro-
duced the basis gradient matrix and used it to describe cross-coupling and aliasing effects; Roggemann7 proposed to use
minimum-variance reconstruction algorithm instead of standard least-square minimisation, which makes no use of wave-
front’s aberration statistics; Dai9, 11 developed a clear theory to analyse the total modal reconstruction error and apply it to
define the optimal number of decomposition modes for various sensor configuration.

In this paper, we address the modal reconstruction error using Dai’s approach of total reconstruction error minimisa-
tion. Dai9, 11 has shown that this error is difficult to eliminate and one thus should either define the optimal number of
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decomposition modes for a given sensor geometry, or to use iterative methods to increase this number while keeping the
error at the same level. However, iterative methods increase the computation time, a crucial factor in real-time AO sys-
tems. We propose here to use randomised sensor geometry, which doubles the number of correctly reconstructed modes,
has the same computational time and smaller total reconstruction error. We also show, that the randomisation of the sensor
geometry via small movements of s/a centres, although eliminates cross-talk of low-order aberrations, does not decrease
the total error and should not be used.

Next section presents the most general description of the modal wavefront reconstruction in matrix, or linear operators
notation. A formula for the total reconstruction error is derived in a more general, then that of Dai,11 context, which
is valid also for not least-square algorithms. In the following sections, the theory is applied to build and compare Hart-
mann reconstruction matrices for five sensor geometries and least-square minimisation. Then, total reconstruction error is
calculated for the case of Kolmogorov’s atmosphere turbulence.

2. MATHEMATICAL DESCRIPTION OF HS WAVEFRONT SENSING

2.1. HS sensor as a linear operator

In modal wavefront sensing with Hartmann or Hartmann-Shack (HS) sensor, the incoming phase distributions f � f �x, y�
is represented by the sensor as some function f̃ , which is a linear combination of some given decomposition modes f j, j �
1 . . . , N. Because this representation is based on linear operations of measurements of the averaged over subapertures
wavefront slope and least-square approximation of this slopes, the Hartmann sensing mathematically can be represented
as a linear operator�, such that

f̃ � � f �
N

�
j�1

Λ j f j � Λ j f j,

where Λ j are the coefficients of the modal decomposition�. Due to linearity of �, if the incoming wavefront can be
decomposed over some “native” basis gi, i � 1, . . . ,�, (eg. Zernike polynomials for optical shop tests, K-L functions for
AO in turbulent media), so one can write

f � cigi � c0,

where the constant (piston) term c0 is not sensed by HS-sensor, then the Hartmann operator� is fully defined by its matrix

H � �h
j
i �, i � 1, . . . ,�, j � 1, . . . , N. The elements h

j
i of the matrix H are given by the Hartmann-images of the basis

function:

�gi �
N

�
j�1

h
j
i f j,

and thus and one has

� f � � f1, f2, . . . , fN� �H �
	






�

c1

c2

. . .

�






�
� h

j
i ci f j.

The properties of the HS wavefront sensor is thus defined by the properties of the matrix H, which, in turn, depends on
the sets of basis and decompositions functions f j and gi, on the HS mask or lenslets geometry, and on the demodulation
algorithm. These properties are discussed in following subsections, and first we dwell on common properties of linear
operators mapping infinite-dimensional space in finite-dimensional.

�for brevity, we have adopted here tensor notation, namely upper index denotes the rows and the lower – the columns; thus Λ j is a
column vector, and f j – a row-vector. The same index repeating both as superscript and subscript denotes the summation by this index.
Moreover, to further simplify the formulae, we will use indices spanning always the same range for given letter, for instance, j, j1, j2
running always values 1, . . . , N� i, i1, i2 � 1, . . . ,�, l � N � 1, . . . ,�, and so on. We also will use this for splitting sums and vectors, for
instance, we will write ci � c j � cl and �cici� � �c jc j� � �clcl�.
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2.2. The error of the operator�

For given basis and decomposition functions, one can identify the functions with their decomposition coefficients, and
operator � may be regarded as mapping an infinite-long vector ci in N-dimensional vector Λ j. Then, according to a well-
known fact from the linear algebra, the dimension of the subspace of all vectors mapped to zero, Ker�, is infinity. Hence,
that for any HS sensor there exists an unlimited choice of aberrations sensed as zero by the sensor, and so the natural
definition for the error � of the HS sensor as

� � �� f � f �
is useless without some imposed restrictions on the possible forms of f . Usually, these restrictions are expressed in a form
of statical properties of the expansion coefficients ci of the sensed function. This can be either Kolmogorov statistics of
the Zernike coefficients of the plane wavefront passed through the turbulent media, or some expected values of optical
aberrations for given polishing process etc. These will be transformed by the operator� in the probability properties of �.
Namely, one has:

��� � �� f � f̃ �� � �� f � � � f̃ �� � ��ci�gi � �Λ j� f j� � ��ci�gi � �ci�h j
i f j�, (1)

which in often case of �ci� � 0 leads to ��� � 0. In applications with non-zero expected values of the decomposition
coefficients, as, for instance, in optical shop tests, equation (1) provides a formula for a systematic error of HS sensor.

To simplify the calculations of the second moment of �, let us consider the case where decomposition modes are just
the first N basis functions

f j � g j, (2)

and let the basis be orthonormal for some dot product � f , g�,so

�gi, gi� � � ∆i�
i ,

where ∆i�
i is the Kronecker symbol. Then one can write

��2� � �� f � f̃ , f � f̃ �� � �� f , f �� � 2 �� f , f̃ �� � �� f̃ , f̃ �� � �ci1 , ci2��gi1
, gi2 � � 2�ciΛ j��gi, gj� � �Λ j1Λ j2

��g j1
, gj2 �

� �cici� � 2�c jΛ j� � �Λ jΛ j�, (3)

and thus
��2� � �cici� � 2�c jci�hi

j � h
j
i1�ci1ci2

�hi2
j . (4)

Hence the variation Σ2
� � ��2� � �2 can be calculated, provided the matrix of cross-correlation �ci1ci2

� and matrix H are
known. Note, that formula (4) includes infinite summations and in practice should be approximated with a finite sum, or

use explicit estimates for h
j
i and �ci1ci2

�.
Let us now consider a case of “ideal” Hartmann matrix H, given by

h
j
i � ∆

j
i . (5)

The HS-sensor with such a matrix is an ideal low-order filter in the space of basis function, giving exact coefficients for
the first N modes and being insensitive to the modes of the higher order:

��
�

�
i�1

cigi� �
N

�
j�1

c jg j.

In this case Λ j � c j and from (1) one has

��� �
						

�

�
l�N�1

clgl

						

for the mean error; and from (3)
��2� � �cici� � �c jΛ j� � �clcl� � Σ2

tr . (6)
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The last term represents a mean-square error due to infinite-series truncation, a minimum possible error for the orthonormal
basis. This explains the name “ideal” for such a matrix.

In practice, however, the matrix H is often only an approximation to the ideal one, and the error increases. If first N
rows of H form an identity matrix and other rows are not zeroes, then equation (5) is valid only for i � N

h
j�

j � ∆
j�

j . (7)

Using this, after splitting sums in index i into two sums with indexes j and l, one obtains from (4)

��2� � �c jc j� � �clcl� � 2�c jc j��h
j�

j � 2�c jcl�hl
j � h

j
j1�c j1c j2

�h j2
j � h

j
l1�cl1c j2

�h j2
j � h

j
j1�c j1cl2

�hl2
j � h

j
l1�cl1cl2

�hl2
j

� �c jc j� � �clcl� � 2�c jc j� � 2�c jcl�hl
j � �c jc j� � h

j
l �clc j� � �c jcl�hl

j � h
j
l1�cl1cl2

�hl2
j

� �clcl� � h
j
l1�cl1cl2

�hl2
j .

(8)

Now the error is given by the infinite-series truncation Σ2
tr plus a new term due to aliasing of the high-order modes,

Σ2
al � h

j
l1�cl1cl2

�hl2
j , (9)

an aliasing error. The obtained expression coincides with that of Dai.11

It is obvious now, how important are properties of the H for the error estimation. Next sections consider the practical
way to calculate the matrix.

2.3. Dependence of the error on the sensor geometry

To build the matrix H , let us first try to separate the dependence on the geometry of the mask. Note, that the measuring
of the averaged wavefront slopes in HS-sensing also represents a linear operator. Indeed, if the slopes are measured over
m subapertures ak, k � 1, . . . , m, then hartmannogram contains encoded information about m pairs of numbers

1
Sak


�
ak

� f
�x
�r,�

ak

� f
�y
�r� ,

where Sak
is the subaperture’s area. If all subapertures have the same symmetrical form, thus that all ak’s characteristic

functions Χak
are obtained from the same even function Χa�r�:

Χak
�r� � Χa�r � rk�,

where ri are the subapertures’ centres, these m pairs can be presented as sampling of “filtered” function written as

1
Sa
�
�2
Χa�r � rk�� f �r��r �

1
Sa

Χa � � f

in points rk. This is equivalent to multiplying the filtered wavefront by the sampling function

m

�
i�1

∆�r � rk�.

Thus the result of HS-sampling can be presented as a linear operator � such that

� f �
1
Sa

m

�
k�1

∆�r � rk��Χa � � f �. (10)

Although � f consists of m pairs of numbers, we will represent it as a 2m-vector for simplicity. Then in basis gi
operator � is described by its matrix G, formed by �gi as i-th row. This “filtered basis’ gradient” matrix contains an
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� flow
� fhigh

�� Χa

��
k ∆�x � xk�

Figure 1: A schematic sketch of sensing high- and low-order modes for regular nd irregular sensor geometry. Note the
similarity of sensed spectra in case of regular sampling (aliasing). Irregular geometry should not have aliasing effect.

important information about “compatibility” of the mask geometry and the basis functions. For instance, for regular 91-
holes hexagonal mask and Zernike polynomials as the basis, only first 87 rows of G are linearly independent. This means
that for any further linear transformation, the dimension of the space of all reconstructed wavefronts will be less then 87,
and in general case the following inequality holds:

dim Im� � rank�.

Hence the number of possible reconstruction modes is limited by the rank of G. Thus the geometries which result in
matrices G with higher rank are desirable.

It seems to be extremely difficult to get an analytical dependence of rank G on the mask geometry. However, some
insight can be obtained from the equation (10) considered in the frequency domain:

� �� f � � 1
Sa

� �
m

�
k�1

∆�r � rk�� � �� Χa � �� f �.

In this formula, the influences of subaperture size and centres are separated. If, as usual, the higher order modes contain
higher frequencies, the term � Χa � �� f leads to sensing of high frequency modes as low-frequency ones, because � Χa is

a low-pass filter. On the another hand, the term � �
m
k�1 ∆�r � rk��, given by the centres position, broaden the spectrum of

the low-frequency functions. For regular masks, this broadening is performed in a regular way, and the resulting spectrum
is similar to spectrum of high-order mode, also regular due to the symmetry. As a result of this operation, some different
modes can be seen by the sensor as very similar (see Figure 1 for illustration).This, in turn, produces ill-defined G. An
irregular centres distribution does not have a periodical spectrum and should increase the rank of the matrix G.

2.4. Dependence on the decomposition functions

The matrix H is defined not only by the gradients matrix G, but also by the choice of the decomposition functions f j, or,

more accurately, by the choice of the decomposition vectors f̂ j generated by f j. The possible choices of f j are:
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• the same basis function g j, e.g. Zernike polynomials;

• the influence, or response functions r j of the adaptive optical element;

• an arbitrary set of functions f j satisfying the desired properties, e.g. trigonometrical basis appearing in the Fourier
analysis of the hartmannograms.

The 2m-vectors f̂ j are obtained from the chosen f j either by applying the same gradient operator �,

f̂ j � � f j,

or, sometimes, by sampling unfiltered (one-point gradients)17 (or filtered with another filter) gradients of the decomposition
functions

f̂ j �
m

�
k�1

∆�r � rk�� f j.

In any case, the coefficients Λ j are found as the closest by some norm ��� vector in space generated by f̂ j:

�� � Λ j f̂ j� � min
x1,...,xN

�� � x j f̂ j�.

Independently from the choice of f j, f̂ j , ���, the result of the minimisation can be presented in the form of some linear
operator �:

Λ j � ��� f � � �� � �� f � � f ,

and thus
H � L �G.

From this equation, it is obvious that to minimise the HS-sensor error, one must to chose proper matrix L, and not the f̂ j
or ���, which can be chosen a posteriori. For instance, if the decomposition modes coincide with the basis function, one
usually uses a pseudoinverse for the first N rows of G (denoted as GN) as matrix L

L � G�
N, (11)

to obtain first N rows of H closer to the identity matrix, and to eliminate the systematic error. If the systematic error is
expected to be zero, the choice of L given by the equation (11) may not necessary provide the minimum variance of the
error. The discussion of this topic however is beyond the scope of the present paper, and further we restrict ourselves to the
case of equation (11).

2.5. Gradient measurement and jittering error
There exist two additional sources of the error in HS wavefront sensing. The first is the measurement error of the spots
centers in the hartmannogram, ek, say, so one has

Λ j � ��� f � ek� � � f ��ek.

If the measurement errors are zero-mean independent variables, uncorrelated with coefficients ci, with a standard deviation
Σg rad:

�ek� � 0, �ek, ek�� � Σ2
g ∆

k
k� , �ciek� � 0,

then, instead of (4), from (3) follows

��2� � �cici� � 2�c jci�hi
j � h

j
i1�ci1ci2

�hi2
j � l

j
k1

l
k2
j Σ2

g ,

and we name
Γ2

meas � l
j
k1

l
k2
j Σ2

g (12)

the measurement error term.

The jitter error appears because the subapertures centers rk are known only with some finite accuracy. According to (10),
this leads to non-linear changes in matrix G. Usually, the uncertainty is much smaller then the size of the subapertures,
and the error is negligible or can be considered as a part of the measurement error. Moreover, in this article we compare
masks with regular structures with ones with irregular pattern, for which the jitter error is irrelevant.
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(a) Hex91 (b) Hex61 (c) Hex61s

(d) move61 (e) MC61

Figure 2: 5 masks used for calculation of H, shown in the unit circles. The subapertures are circles with radius 1
11 ,

except (b) with radius 1
9 . Each mask contains 61 subaperture, except (a) with 91 holes.

3. IRREGULAR HS MASKS

To investigate the dependence of the error on the mask regularity, we will calculate the matrices H for 5 different HS masks
shown in Figure 2. Masks Hex91 and Hex61 are regular hexagonal masks with 91 and 61 subapertures (s/a) of maximum
size (1/11 and 1/9, resp.). Because the hexagonal mask is the densest one, the s/a size should be decreased to allow some
randomisation. We have chosen to use the size of Hex91 for masks with 61 holes. Hex61s is a regular hexagonal grid
with smaller s/a, move61 and MC61 represents two irregular masks.

Move61 represents a “small-movement” randomisation of the Hex61s. Each of the centres of s/a in Hex61s was
moved by a random vector uniformly distributed in the circle of radius 1/9 � 1/11 � 2/99 to avoid s/a overlapping. This
kind of randomisation seems to be a usual approach in randomising regular structures. For instance, s/a centres of modified
HS sensors considered by Dai9 can be regarded as small-movement modification.

MC61 is a more random centres distribution. We obtained it by Monte-Carlo method, by adding a random vector
uniformly distributed in a circle with radius 1�1/11 as a new s/a centre, if it was not closer than 2/11 to any of the existing
centres (to avoid overlapping) and not further than 3/10 at least from one of the existing centres (to avoid too spare pattern
containing less than 61 point).

For 61 s/a, the maximum possible rank of G is 122. Consider a determinant of the first 122 rows of G as a continuous
function of s/a centres rk. Then due to continuous dependence one can expect this determinant to be ill-defined for
move61, and similar matrix H. Again, looking at the Fourier transforms of the s/a centres of different types of mask,
we see that small-movent randomisation has still a regular spectrum, while Monte-Carlo centres does not have any regular
pattern in its transform (see Figure 3 on the next page). Thus one can expect bigger rank of G for Monte-Carlo mask
geometry.
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Figure 3: Fourier transforms of the s/a centres for Hex61, move61, and MC61 masks.

Table 1: Properties of the HS sensing for various mask types

Hex91 Hex61 Hex61c move61 MC61

Geometry regular regular regular small movements Monte-Carlo
Number of s/a 91 61 61 61 61
Radius of s/a 1

11
1
9

1
11

1
11

1
11

N� 86 62 62 122 122
NOpt 29 29 23 23 42

Σ2
tr � Σ

2
al , rad2,

for D � 2 m, r0 � 20 cm 0.946536 1.17109 1.0295 1.17998 0.894046

4. CALCULATION RESULTS

We have used�� for our calculations. First we calculated first 1000 of Zernike polynomials gi in Noll’s18 form
using a free package written by Dr. Brett Patterson.19 To calculated the filtered basis 1

Sa
Χa � �gi in analytical form for any

s/a radius a and s/a centre rk, we converted gi in polynomials in x and y with the origin translated in rk, and replaced every
monomial xiy j by its integral over s/a:

xiy j
��

1

Πa2 �
x2�y2�a2

xiy j�x�y �
��������
�

ai� j � i�1
2 � � j�1

2 �
Π � i� j

2 �2� , i and j are even,

0, otherwise.

Then we calculated numerically matrices G for 5 masks shown in Figure 2, and obtained maximum number N� of first
linearly independent rows of G for each of the sensor configurations. The results are shown in Table 1.

From G we can obtain H for any number N of decomposition modes using the Least-Squares approach given by
equation (11). Figure 4 presents obtained matrices for N � 45 and N � 122. One can notice that for N � 45 matrix H
for MC61 mask contains smaller elements, while regular masks contain less non-zero elements. For maximum possible
number of decomposition modes N � 122, H for regular masks do not satisfy condition (7), and even low-order aberrations
are sensed as some combination with high-order ones. This potentially could result in bigger aliasing error, as correlation
coefficients usually are greater for low-order functions.

For calculation of the residual error, the turbulence statistics from Roddier’s article20 was used. For number of de-
composition modes less then N�, the formula (8) can be used�. This expression involves infinite sums, which should be

�for N > N�, (8) is not valid, and the variance of the error is given by (4). The plot of Σ2
al according to (9) for N covering the whole

range from 1 to 2m has a discontinuity in monotonic behaviour in N�. This allows to calculate implicitly N� for a given mask.
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Hex61
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(k) Gray-scale coding

Figure 4: Matrices H, obtained for various masks for N � 45 ((a) – (e)) and N � 122 ((f) – (j)) decomposition modes.
Absolute values of non-zero elements are indicated by a gray level scale shown in Fig. (k).
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Figure 5: An infinite sum h
j
l1�cl1cl2

�hl2
j for Hmove61 for N � 15 decomposition modes is approximated by a finite one with

l1, l2 � N � 1, . . . , L and plotted against L.
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Figure 7: Measurement error, in Σ2
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approximated for practical purposes. We used Dai’s9 asymptotical approximation for the infinite-series truncation term
�clcl�,

�clcl� � 0.274N�0.8428 
D
r0
�

5/3

,

and approximated infinite sum in the aliasing term h
j
l1�cl1cl2

�hl2
j by a finite one, letting l1, l2 to change from N � 1 to some

L. For matrices H under consideration, the aliasing term can be considered to be a constant for L > 700 (see Figure 5 for
an illustration), and thus we used L � 700 in our calculations.

The results for the contribution of aliasing and series truncation terms in the residual error are presented in Figure 6.

The plot presents the variance of truncation and aliasing errors (in � Dr0
�
5/3

rad2) against the number of decomposition modes
N. As it was expected, the Monte-Carlo randomisation of the s/a centres results in a a smaller error and in the same time
can be used for a bigger number of decomposition modes. Table 1 shows optimal number of decomposition modes NOpt
for all of the masks and minimum aliasing plus truncation error calculated for �D/r0� � 10.

The measurement error was calculated for each mask by (12) in terms of slopes measurement variance Σ2
g , which

depends strongly on the application parameters, such as detector sensitivity and pixel size, spectrum of the light, etc.
Added to the truncation and aliasing error, the measurement error can affect the optimal number of decomposition modes
and, of course, the total restoration error. Nevertheless, from Figure 7 it follows that the total error still be the smallest for
mask MC61 for N > 40.

5. DISCUSSION AND CONCLUSIONS

In this paper we have developed the reasoning of Dai11 to the general case of modal wavefront reconstruction. We have
shown, that independently on the choice of the native wavefront basis and reconstruction function set, the modal wavefront
reconstruction with HS wavefront sensor can be presented as linear operator in space of continuous functions. As this
operator maps infinite-dimensional space into finite-dimensional one, there is an infinite-dimensional space of function
reconstructed as zero by the sensor. As a consequence, no statement about the accuracy of the HS-sensor-based measure-
ments should be made in the lack of statistical model of the incoming wavefront.

We have also illustrated the developed model by calculating the total error of wavefront reconstruction with Zernike
polynomials, in the case of Kolmogorov’s turbulence. The error was calculated for various geometry of the sensor subaper-
tures array. According to the calculations, the use of 61-holes mask with randomly distributed centres gives better results
then the regular hexagonal mask with 91 subapertures of the same size.

The results can be different for another wavefront statistics, but comparing of the matrices for Zernike basis for instance,
for 45 decomposition modes allows to expect better performance of the random masks. This encourages to use randomized
masks in practice.

Some expected problems with location of the spot centroids due to the irregular nature of the mask are related with
the need of calibration, which, in principle, increases the slope measurement error. But in practice, any Hartmann sensor
is calibrated first, and thus the slope measurement error increases equally for regular and irregular mask. Associated
measurement error of the Hartmann sensor, as was shown, is smaller for the irregular masks starting from some number of
decomposition modes.

The proposed model allows also to estimate the error of the correction with active element’s influence functions, which
are usually not orthogonal. In this case, the use of irregular masks was not yet justified. Also an interesting problem
in this case is the construction of the optimal decomposition operator �, either for a given statistics or for least-square
approximation. This makes the aim for our future research.
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