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Abstract

The offshore industry is adopting Autonomous Underwater Vehicles (AUVs), to decrease the costs as-
sociated with surveying underwater sites. Despite requiring less human supervision, AUVs still depend
on costly servicing from a vessel, before and after deployment. Combining an AUV with an Unmanned
Surface Vessel (USV), a survey vessel that operates without humans on board, could drastically reduce
operational costs. This thesis focuses on the crucial requirement of this combination: the autonomous
docking of the AUV to the USV.

Current studies focused on the AUV-USV combination lack effective solutions for docking in rough
ocean conditions, while this is key for its operational employability. These studies have explored hori-
zontal docking approaches, while an unexplored alternative is a vertical docking approach from below
the USV. This approach may experience reduced influence of waves, as the wave disturbance acting
on the AUV and the USV are phase synchronized. The objective of this study is to evaluate the viability
of vertically docking an AUV to a USV in rough seas, using the Lobster Scout AUV as a case study for
an initial performance evaluation.

This study first identified and scoped the key elements for this initial performance evaluation, which
included the waves, the USV, the Lobster Scout, the Docking Station (DS), and vertical docking Guid-
ance Navigation and Control (GNC). Furthermore, the scope was limited to the critical docking stage,
where the vehicles are within meters of each other. The study used simulation as the primary method to
investigate the thesis objective and a 2-Dimensional (2D) model was developed to simulate the system
dynamics, which was fitted and verified using a variety of methods, including analytical calculations,
mesh convergence studies, experiments, and visual analysis.

To determine the viability of the vertical docking approach of the USV-AUV combination, a probability
distribution-based method was developed. Viability was expressed in terms of the maximum opera-
tional sea state and the estimated operational up-time. Since docking success under the presence
of waves is described probabilistically, the requirement was set that at least 991 out of a 1000 docks
should be successful. Furthermore, Monte Carlo simulations were used to obtain the docking perfor-
mance over a variety of sea states, navigational settings, and different guidance and control methods.

A target state vertical guidance method using way-points was designed with various Proportional-
Integral-Derivative (PID) based controllers to guide the Lobster Scout to the DS. It was also deter-
mined whether kinematic prediction or polynomial prediction could improve docking performance and
the impact of navigation on docking performance was investigated. It was found that the vertical dock-
ing approach shows promise for enabling a reliable AUV-USV combination for the Lobster Scout in
medium to rough seas, with a significant wave height of 1.65 m and 3.6 m respectively, resulting in an
estimated annual operational up-time of 59 % to 94 % in the North Sea. Furthermore, there is potential
to achieve even higher sea states with improved GNC methods.

Overall, this study suggests that the vertical docking approach can lead to a viable AUV-USV com-
bination with improved operational employability compared to current docking studies using horizontal
approaches, although the author is of the opinion that both approaches require further investigation.
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1
Introduction

1.1. Motivation
The offshore industry is undergoing significant changes with the transition towards a sustainable econ-
omy and renewable energy sources. One major trend is the rapid growth of the offshore wind energy
market, while the oil and gas industry is simultaneously seeking cost reductions to maintain a com-
petitive edge. Recent advances have been made in deep sea mining as trials started in 2022, which
operations require continuous monitoring and surveying of vast areas [1]. To facilitate cost-effective
operations, there is a significant developmental effort aimed at reducing the number of people and
support vessels required by introducing robotic solutions for underwater surveying, inspection, mainte-
nance, and repair tasks.

The Remotely Operated underwater Vehicle (ROV) (see Figure 1.1a) is one such solution, which is
commonly used in the offshore industry as a partial replacement for human divers, as it enhances
safety and reduces costs in many applications [12]. ROVs have a wide range of applications, from
underwater surveys of cables and pipelines to structural inspections and repair tasks of underwater
constructions. However, a fundamental challenge in underwater robotics is the limited penetration of
radio signals (only a few centimeters), making high-bandwidth wireless communication over large dis-
tances impossible. ROVs solve this issue by utilizing a cable (tether) that allows for high bandwidth
real-time communication and vehicle control [12]. Nonetheless, ROVs are human-operated from a ship,
significantly increasing costs.

(a) An example of a ROV from [71]. (b) an example of a cruising Autonomous
Underwater Vehicle (AUV) from [31].

(c) An example of an Unmanned Surface
Vehicle (USV) from [26].

Figure 1.1: Commonly used offshore robotics

Autonomous Underwater Vehicles (AUVs) (see Figure 1.1b) are another solution that partially ad-
dresses the cost of operating ROVs. AUVs are capable of operating independently in underwater envi-
ronments, which means that high-bandwidth communication is not necessary for vehicle control. Fur-
thermore, these vehicles require little to no support from an operator during their deployment, thereby
reducing the need for direct human involvement. AUV are commonly used for bathymetry mapping

1
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and surveying of large areas. AUVs can be divided in cruising and hovering AUVs based on their con-
trol strategy. Cruising AUVs typically rely on a single thruster and control surfaces (fins) to maneuver,
whereas hovering AUVs use multiple thrusters to maintain their position. As a result, cruising AUVs
require a minimum forward velocity to be controllable, while hovering AUVs are controllable at zero
velocity [15].

Although AUVs are promising in terms of reducing human labor, they face limitations due to their limited
energy supply and low level of autonomy, which requires frequent reprogramming [15]. These factors
limit their operational attractiveness as they can only perform relatively short missions before requiring
human servicing from a vessel. In general, AUV operation includes the steps presented in Figure 1.2
and explained below [6]:

• Mission programming An operator programs a task to be done by the AUV. This often is some
type of surveying task where the AUV is required to obtain data from a large area near the seabed.

• LaunchingOne or multiple operators deploy the AUV from a vessel into the water. This operation
often involves some kind of lifting equipment such as a crane.

• Executing mission The AUV executes its underwater mission and uses its sensors to collect
data. No operators are required in this step, but simple instructions may be sent to the AUV
acoustically by the operator.

• Recovering The AUV surfaces to the sea level and sends its location to the vessel crew via radio
communication. The vessel is sailed next to the AUV and one or multiple operators recover the
AUV from the water to the vessel. In case the AUV is more sophisticated, it can also position itself
next to the vessel if a relative position is known, however, recovery is still done by the operators
using lifting equipment.

• Transferring data and charging An operator charges the AUV and transfers the data from the
AUV to a data storage device to be post-processed later.

1 - Mission programming 2 - Launching

4 - Recovering

3 - Executing mission

Requires human operators Autonomous 

5 - Transferring data and charging

Figure 1.2: Typical operational procedure of an AUV.

Figure 1.2 shows that while AUVs execute their mission autonomously, the other steps in operating an
AUV are not automated. This increases the operating costs of an AUV significantly. This raises the
question of whether there is a way to automate these steps.

The concept of an underwater Docking Station (DS) has been proposed to enable longer deployment
of AUVs. A DS is essentially an underwater garage that facilitates the recharging of batteries, data
transfer, and mission reprogramming without requiring a vessel. In essence, it can automate steps
1, 2, 4, and 5 of Figure 1.2. Autonomous docking requires a reliable procedure that transitions the
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AUV from free cruising to being locked and connected in the DS [15]. Generally, this involves relative
localization (i.e., navigation), path planning (i.e., guidance), control, and capture of the AUV. Early con-
cepts of docking systems envisioned AUVs being used for frequent and regular inspections of fixed
underwater infrastructure, significantly reducing the operational costs associated with using a ship for
vehicle deployment [75]. Consequently, most of the literature has focused on the case where the DS
is fixed to the seafloor [75].

A fixed DS has a number of disadvantages, as it requires the construction of expensive underwater
infrastructure, limits the AUV to a fixed operational area, and requires a dedicated rescue and repair
mission with a vessel if the system is damaged. To address these issues, an AUV can be autonomously
deployed from an Unmanned Surface Vehicle (USV), as illustrated in Figure 1.3. USVs (see Figure
1.1c) are remotely controlled and can be operated from land for various ocean surveying tasks. USVs
have a range of sizes and can operate for days before refueling. However, USVs are constrained
to surface operation and are susceptible to environmental disturbances, such as waves, winds, and
currents, which pose significant challenges [15]. These challenges can be mitigated by deploying an
AUV, which can perform inspections and high-resolution surveys close to the sea floor. However, au-
tonomous docking of an AUV to an USV presents significant challenges due to the dynamic mismatch
between the two vehicles in realistic offshore environmental conditions. As a result, successful docking
solutions for this case are limited [75].

Docking Station

Figure 1.3: an USV-AUV combination with a DS.

While there has been extensive development of docking solutions for typical cruising AUVs, less atten-
tion has been given to docking solutions for hovering type AUVs [82]. However, due to the increased
controllability of a hovering AUV during dynamic docking, exploring new solutions for hovering AUVs
is of significant interest when docking to a floating DS such as an USV. This may provide a signif-
icant increase in viable operating conditions and improve the overall effectiveness of the AUV-USV
combination, making it a promising area for research.

1.2. Knowledge gap
After reviewing a vast number of studies on docking, specifically for hovering AUVs and docking to
vessels or floating elements, the results of which are presented in Appendix B, it has become apparent
that only a few solutions for docking AUVs to a floating DS, such as an USV, have been explored. Two
knowledge gaps have been identified in this area:

• Approach direction Firstly, studies that focus on docking to a floating DS have only considered
horizontal approaches (see Figure 1.4a). An alternative solution is to approach the floating DS
from below, as illustrated in Figure 1.4b, which is only possible with a hovering AUV, as cruising
AUVs are generally only able to spiral up or down. To the best of the authors’ knowledge, the
vertical approach to a floating DS has not yet been addressed. [79, 22, 30, 64, 37, 55, 46, 75]

• Environmental conditions Secondly, most of these studies have only been conducted in mild
environmental conditions. Operation of an AUV from a floating DS is fundamentally limited to
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whether the AUV can be safely docked. In other words, one wants to maximize the range of
environmental conditions in which docking is possible to increase operational employability. Hor-
izontal approaches so far have been limited in their success regarding surface docking in rough
seas. [79, 22, 30, 64, 37, 55, 46, 74, 83]

Docking Station

Waves

No Wave Disturbance
Wave Disturbance

(a) Horizontal approach. The wave disturbance on the AUV and the
DS are out of phase, resulting in a large relative disturbance.

Waves

Docking Station

No Wave Disturbance
Wave Disturbance

(b) Vertical approach. The wave disturbance on the AUV and the
DS are in phase, resulting in a small relative disturbance.

Figure 1.4: The intuition behind a horizontal docking approach and a vertical docking approach. The situation without waves is
depicted by the dashed lines while the situation under the influence of waves is depicted by filled DS and AUV.

1.3. Gap relevance
This section explains the fundamental opportunity of vertical docking approaches to a floating DS in
rough environmental conditions, and therefore why it is a relevant research area. To do so, wavemotion
is briefly discussed.

Wave motion Waves are one of the largest disturbances on the sea surface. The motions of water
particles in waves are generally described as elliptical orbits with a specific phase and magnitude, as
shown in Figure 1.5 [27]. As waves traverse over the sea surface, water particles differ in phase,
depending on their horizontal coordinates. Furthermore, the deeper a water particle is, the smaller its
magnitude of motion due to the wave [33]. The roughness of waves is generally indicated using the
term sea state which indicates a certain wave height and the wave period combination.

Figure 1.5: This figure shows the motion of fluid particles in a wave. In deep waters h > λ
2
, the particles describe a circular

motion. In shallow waters h < λ
2
, fluid particles describe an elliptical motion. Furthermore, the red dots show that the particles

are at different phases at different x coordinates. The size of the various ellipses shows that the magnitude of the particle
motion decreases with depth
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Wave phase synchronization of vertical approaches The disturbance of water particles in the
presence of waves affects horizontal and vertical approaches differently. In horizontal approaches (see
Figure 1.4a), the floating DS and the AUV experience a wave disturbance with the samemagnitude, but
with a shifting phase when the AUV approaches. On the other hand, in vertical approaches (see Figure
1.4b), the DS and the AUV experience a wave disturbance with the same phase, but with a shifting
magnitude when the AUV approaches. This wave phase synchronization of the vertical approach, as
opposed to wave magnitude synchronization, can potentially increase its operating conditions as the
relative disturbance between the AUV and the DS can be smaller.

1.4. Stakeholders
Vertical docking to a floating DS has multiple stakeholders. The interest of these stakeholders is dis-
cussed below.

Science The novelty of this thesis lies in the unique vertical approach to a floating DS, which presents
a critical gap in knowledge compared to the horizontal approach, and thus this approach is of scientific
interest. The focus should be on designing a guidance system for this unique approach and determining
its viability. Therefore, the goal of this thesis is to obtain an initial performance indication of the system
in various ocean conditions through a proof of concept approach.

Industry Reducing the cost of operations is a significant concern for the industry. Combining an USV
and an AUV is a potential solution, but current solutions have limited success in rough seas. A vertical
docking approach with a floating surface element is a promising solution that could enable docking
even in rough seas, thereby reducing operational costs. This thesis, therefore, considers the floating
DS as an USV rather than a buoy or other floating structure.

Lobster Innovations BV The author is a co-founder of Lobster Innovations BV, a Dutch startup lo-
cated in Delft that is developing a new type of hovering AUV called the Lobster Scout, which is shown
in Figure 1.6 [6]. Lobster Innovations BV is interested in exploring docking solutions to reduce oper-
ational costs associated with deploying their AUV from a vessel. Before constructing a floating DS,
it is crucial to have a thorough understanding of the design trade-offs and to make informed design
decisions. Moreover, the unique design of the Lobster Scout may enable new docking solutions that
provide advantages over existing ones.

Figure 1.6: The Lobster Scout, in development by Lobster Innovations BV
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1.5. Research question
The goal of this thesis is to find out to what extent a vertical docking approach of the Lobster Scout
to an USV is possible and how it performs in large waves. The hypothesis is that a vertical docking
approach of the Scout leads to successful docking of the Scout to the USV at larger waves than cur-
rent horizontal docking approaches have shown due to phase synchronization of the wave disturbance.
The trade-offs between the complexity of the vertical guidance approach and its performance are also
investigated. The main research question to be answered in this thesis is:

To what extent is a vertical docking approach of the Lobster Scout to an USV viable in rough seas?

To address the main research question, several sub-questions are formulated:

1. What are the key elements to consider for an initial performance evaluation of the vertical docking
approach to an USV?

2. How can the vertical docking system be modelled?
3. How to evaluate vertical docking performance?
4. What are effective vertical guidance and control methods for the Lobster Scout?
5. What is the influence of navigation on vertical docking performance?

1.6. Approach
The study uses simulation as the primary method to investigate the vertical docking approach and the
impact of various parameters on the docking performance. Simulation allows for efficient exploration
of many different ocean conditions and vertical docking solutions at a low cost.

A simulation model was developed to simulate the system dynamics and a Monte Carlo simulation
was used to obtain statistical data on the docking performance. The model was simulated over a large
number of parameter configurations, including variations in sea state, guidance methods, and naviga-
tion parameters. Since the model contains random variables, statistical analysis was used to obtain
their impact on vertical docking performance. The simulation model was developed primarily in Python
such that the model could be easily integrated with the software developed by Lobster Innovations BV
in the future.

The parameters and coefficients for the simulation model were obtained from multiple sources. Lobster
Innovations BV has provided information on the design of the Lobster Scout. Furthermore, Ansys Aqua
was used to obtain some of the hydrodynamic parameters of the Lobster Scout and was used to com-
pute the motion responses of the USV. Various experiments with the Lobster Scout were performed to
obtain key model coefficients.

To obtain confidence in the validity of the results, the main model assumptions have been either veri-
fied or justified. The results from Ansys Aqua have been verified with analytical calculations and mesh
convergence studies. Confidence in the Lobster Scout model has been obtained with the support of
experiments with the actual Lobster Scout. Furthermore, an extensive visualizer and animation toolbox
was developed to verify the model.

However, there are limitations to the simulation approach, such as model assumptions, parameter
inaccuracies, and modelling simplifications that affect the results. Critical assumptions in this thesis
include the availability of navigation measurements and the assumption that entering the DS capture
aperture results in a captured and locked AUV. Model limitations include the accuracy of the wave
model at larger waves, the rough shape approximation of the USV, and the exclusion of asymmetries
and thruster dynamics in the Lobster Scout model.

The expected outcomes of the study include identifying effective vertical docking guidance methods
and obtaining an initial performance indication of the vertical docking approach to an USV for the Lob-
ster Scout. Furthermore, insight into critical factors affecting vertical docking performance is expected,
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and obtaining concept designs and design requirements of a vertical DS.

Overall, the simulation approach allows for fast generation of valuable insights and recommendations
into the viability and characteristics of the vertical docking approach to an USV.

1.7. Scope
The vertical docking system is modelled in a 2-Dimensional (2D) setting, as the primary focus is on
establishing a proof of concept and conducting an initial performance evaluation. The x-z plane is
suitable for approximating the primary motions of water in waves [33]. Moreover, a 2D model has fewer
parameters than a 3-Dimensional (3D) model, making it easier to identify the effect of each parameter
on the model’s behavior. In addition, a 2D setting offers benefits such as easier visualization, lower
computational effort, and less model construction time. However, using a 2Dmodel does lead to certain
limitations. For instance, in a 2D setting, three out of six Degrees of Freedom (DOF) are always aligned,
making it significantly easier to achieve a successful dock. Moreover, certain wave phenomena, such
as directional spreading, are only present in a 3D setting and are thus not taken into account [33].
Finally, out-of-plane disturbance forces are not considered. Despite these limitations, using a 2Dmodel
provides a preliminary indication of the performance of the vertical approach. In future research, the
2D model can be converted to a 3D model to explore the influence of these limitations, as the model
architecture and data structures are fundamentally similar.

1.8. Structure
The structure of this thesis is illustrated in Figure 1.7 and given below:

• Chapter 2 Overview of vertical docking to an USV - provides an overview of the existing under-
water docking solutions, including their typical components and docking procedures and identifies
and describes the key elements relevant for vertical docking to USV.

• Chapter 3 Wave model - describes the water motion caused by the waves. A regular wave
model and an irregular North Sea wave model are described, after which the main assumptions
are verified.

• Chapter 4 AUV model - describes the dynamic model of an AUV and verifies it, taking into
account the inertial forces, the hydrostatic and hydrodynamic forces the control forces and the
wave forces. Furthermore, the AUV model is verified and adapted for the Lobster Scout.

• Chapter 5 USV model - describes the motion response of the USV and the attached DS to the
waves.

• Chapter 6 Vertical docking performance - Discusses the docking evaluation criteria to deter-
mine the performance of a vertical docking method.

• Chapter 7 Vertical docking guidance and control - describes and evaluates the performance
of various vertical docking guidance and control methods for the Lobster Scout. The simulation
results between the different guidance and control methods are compared over increasing sea
states.

• Chapter 8 Vertical docking navigation - investigates the influence of vertical docking naviga-
tion on docking performance. The simulation results between various navigation settings are
compared over the docking performance.

• Chapter 9 Conclusion - summarizes the conclusions from the various sub-questions to answer
the main research question of this thesis and provides recommendations for future work.
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How can the vertical docking system be modelled?

Chapter 3 Wave model Chapter 5 USV modelChapter 4 AUV model

Chapter 7 Vertical docking
guidance and control

What are effective vertical
guidance and control
methods for the Lobster
Scout?

Chapter 8 Vertical docking
navigation

What is the influence of
navigation on vertical
docking performance?

Chapter 2 Overview of vertical docking to an USV

What the are the key elements to consider for an initial performance
evaluation of the vertical docking approach to an USV?

 Chapter 9 Conclusion

To what extent is a vertical docking approach of the Lobster Scout to an USV viable in rough seas?

Chapter 6 Vertical docking
performance

How to evaluate vertical
docking performance?

Figure 1.7: Thesis structure.



2
Overview of vertical docking to an USV

Vertical docking to an USV might result in an AUV-USV combination that can operate at higher sea
states and ultimately result in more cost-effective underwater operations. However, to conduct an
initial performance evaluation of vertical docking and to determine to what extent a vertical docking
approach is viable in rough seas, not all components and procedure steps have to be considered. The
objective of this chapter is to identify and define the key elements of the vertical docking problem to an
USV to be able to conduct an initial performance evaluation.

The main research question to be answered in this chapter is:

What are the key elements to consider for an initial performance evaluation of the vertical docking
approach to an USV?

Section 2.1 provides a short overview of key preliminaries required for this chapter. Existing litera-
ture is described in Section 2.2 to provide an overview of underwater docking. In Section 2.3, the
elements of vertical docking to an USV are identified and analyzed, and the research is further scoped.

The insights gained in this chapter are used in later chapters where the vertical docking system is
modelled and are helpful for future research focused on the overall design of vertical docking systems
for USVs.

2.1. Preliminaries
It may require some effort to get familiar with some of the relevant concepts, notations, and definitions
used for describing marine vehicles in this chapter and throughout the thesis. Understanding the defi-
nition of DOF and reference frames is crucial for comprehending this thesis, and both are explained in
this section. A broader overview of these preliminaries is provided in Appendix A.

DOF Free rigid bodies have six DOF. These consist of three translations along the axis, namely surge,
sway, and heave, and three rotations around the axis, namely roll, pitch, and yaw. This is shown for a
floating surface element such as a ship in Figure 2.1a and for an AUV in Figure 2.1b.

9
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(a) DOF for a floating surface element. (b) DOF for an AUV.

Figure 2.1: DOF for offshore robotics.

DOF for a 2D setting The goal of the docking operation is to position the AUV in the DS. This requires
aligning all six DOF of the AUV with a certain final docking state in the DS. However, given that the
scope is limited to a 2D setting for an initial performance evaluation of the vertical docking approach,
only three out of six DOF are considered, while the other three DOF are always aligned. It was chosen
to consider the surge, heave, and pitch DOF. This choice is explained below.

For an initial performance evaluation, it makes sense to only consider the DOF most impacted by
the waves. Therefore, the heave DOF is a straightforward choice and the yaw DOF is automatically
neglected due to the 2D setting. This leaves two main docking scenarios in a 2D setting, the parallel
scenario and the perpendicular scenario, which are shown in Figure 2.2. These scenarios differ in
terms of the alignment of the vehicles to the wave progagation direction.

(a) Parallel scenario. The surge axis of the USV and AUV are aligned
with the wave propagation direction. The surge, heave and pitch DOF

are considered in the 2D setting.

(b) Perpendicular scenario. The sway axis of the USV and AUV are
aligned with the wave propagation direction. The sway, heave and roll

DOF are considered in the 2D setting.

Figure 2.2: Two main scenarios to consider while docking.

For the USV, the sway and roll DOF will likely be most sensitive to the waves due to its large sideways
area (poor streamline) and its relatively small roll stability compared to its pitch stability [33]. Therefore,
excitation of the roll and sway DOF due to the wave disturbance should be avoided. Furthermore, the
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Scout has less control authority along its sway axis than along its surge axis.

In the parallel scenario (Figure 2.2a), the surge-axis of the USV and the AUV are aligned with the
wave propagation direction using their thrusters, which minimizes the impact of the wave disturbance
on the sway and roll DOF. In the perpendicular scenario (Figure 2.2a), the sway, heave and roll DOF
are primarily impacted by the waves and this scenario should be avoided.

In conclusion, this study focuses on the parallel scenario in the 2D setting, in which the surge, heave,
and pitch DOF are primarily excited.

Reference frames The use of reference frames is crucial for navigation purposes. The reference
frames used in this thesis are graphically shown in Figure 2.3 for the 2D setting.

Still water level

True water level

Figure 2.3: The relevant reference frames in the 2D setting. The red, green and blue arrows indicate the î, ĵ, k̂-axes
respectively.

The reference frames are explained below:

• The North-East-Down (NED) frame is used when the vehicle operates within a limited geo-
graphic area and then serves as the global reference frame. It assumes a flat Earth approximation
and is denoted by {n} [24]. The x-axis (̂in) points towards the true North, the y-axis (ĵn) points
towards the East and the z-axis (k̂n) points down towards the Earth’s center. The NED frame is
locally tangent to the surface of the Earth and longitude and latitude angles fix the origin on of the
frame relative to the center of the Earth.

• The AUV body frame is denoted with {a}. This frame is fixed to the AUV and moves along with
its motion. The x-axis (̂ia) points towards the front of the AUV, the y-axis (ĵa) points to starboard
and the z-axis (k̂a) points down such that a right-handed coordinate frame is formed. The origin
of the {a} frame is indicated with oa.

• The USV body frame is denoted with {d}. This frame is fixed to the USV and moves along with
its motion. The x-axis (̂id) points towards the front of the USV, the y-axis (ĵd) points to starboard
and the z-axis (k̂d) points down such that a right-handed coordinate frame is formed. The origin
of the {d} frame is indicated with od.
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• The USV sea keeping frame is denoted with {s}. This frame is located at the equilibrium position
of the USV with a fixed orientation but moves along with the USV in the inertial în-ĵn plane. Thus,
without wave excitation, the sea-keeping frame would coincide with the USV body frame.

• The DS goal frame is denoted with {g} and defines the docking state. This frame is located at
some fixed point underneath the USVwith a certain fixed orientation relative to the {d} frame. The
{g} frame is a translated and possibly rotated version of the {d} frame, and its origin is denoted
by og.

2.2. Overview of underwater docking
This section discusses the components of a DS, the docking procedure and the different DS types.

2.2.1. DS components
An underwater DS is an automated garage for underwater vehicles that can carry out tasks such as
charging, data transfer, and re-programming missions without requiring a vessel or humans. While
various types of DS exist, there is a certain commonality in the components used [15]. Using the
example of a seafloor fixed funnel-shaped DS (see Figure [48]), an overview of these components is
presented in Figure 2.4b. These components are briefly described below:

• Homing sensors determine the relative pose (position and orientation) between the AUV and
the DS. The term ’homing’ represents the phase where the AUV is approaching the DS but is still
more than a number of vehicle lengths away from the DS entrance.

• Docking sensors determine the relative pose between the AUV and the DS. These sensors may
have better performance allowing for better pose estimates. The term ’docking’ represents the
phase where the AUV is approaching the DS and is within a couple of vehicle lengths from the
DS entrance.

• Capturing mechanism overcomes final spatial and temporal errors once the AUV enters the DS
and guides the vehicle to a final constraint configuration.

• Locking mechanism secures the AUV in the DS when it has reached its final position.
• Connecting mechanism establishes data and power connections when the AUV is locked.

(a) An example of a fixed funnnel-shaped DS [48].

Capturing
mechanism

  Homing
Sensor

Locking
mechanism

Docking
sensor

 Connecting
mechanism

(b) Typical components of a DS, using a fixed funnel-type DS
as example.

Figure 2.4: DS components.
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2.2.2. Docking procedure
The docking procedure is usually initiated when the vehicle is at the end of its mission or when its
battery is empty. In most cases, the vehicle starts the docking procedure when far away from the DS
and therefore unable to directly communicate with the DS. According to [15], the docking procedure
then generally follows a set of steps, which are shown in Figure 2.5 and described below:

1. En route The vehicle navigates closer to the DS using the on-board sensors, without direct com-
munication to the DS.

2. Approach setup The vehicle is close enough to the DS and can directly communicate to the DS.
Using homing sensors, the vehicle determines its relative position and orientation to the DS.

3. Approach (homing) The vehicle can now compute an initial trajectory and follow it to the dock.
4. Terminal homing (docking) In this phase the vehicle has positioned itself to within a couple of

meters of the DS entrance and more docking sensors may become available. The vehicle then
moves towards the DS in a final approach.

5. Capture The vehicle has made it to within the capture aperture of the DS. The vehicle now moves
forwards until it can engage with the locking (latching) mechanism. The locking (latching) mech-
anism is activated and the vehicle is secured in the DS.

6. Missed approach There is a chance that the vehicle fails to enter the capture mechanism. When
this happens, the docking system should be able to detect the failure and attempt a successive
approach.

7. Connection In this phase, the vehicle is secured in the dock. Power and data connections are
now made.

8. Servicing The vehicle is serviced. This includes tasks like recharging or refueling, downloading
data, uploading a new mission, or updating the vehicle software.

9. Undocking The vehicle is ready for a newmission and the vehicle should break any both electrical
and mechanical connections, leave the DS, and start a new mission. Generally, the undocking
procedure is simpler than the docking procedure, as the procedure does not require very high
accuracy. Simple backwards trust often is enough to clear the DS and start the new mission.

1 - En route 2 - Approach setup 3 - Approach

4 - Terminal homing 5 - Capture 6 - Missed approach

7 - Connecting 8 - Servicing 9 - Undocking

Figure 2.5: Typical docking procedure of an AUV to a fixed funnel-shaped DS.
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2.2.3. DS types
The capture mechanisms is a key characteristic of DS and often defines the requirements for the dock-
ing guidance and navigation. It can therefore be used to classify different DS types.

Unidirectional DS
As the name implies, unidirectional DS can only be approached from only a single direction. The most
notable feature of this DS is the entrance cone which guides the AUV to enter the DS. Executions of
the unidirectional DS can generally be divided into two classes:

• Horizontal funnel-shaped DS such as shown in Figure 2.6a is a common execution of the uni-
directional DS and is typically used for cruising AUVs. An example is given in [48, 30]

• Cage-type DS is another type of unidirectional DS that is common to be used for hybrid ROVs as
shown in Figure 2.6b. Due to their box-like structure, the DS will look more like a cage instead of a
cone. This means that a strict roll constraint is added during entry, thus requiring better alignment
before entrance than with a funnel-shaped DS.

(a) An example of a funnnel-shaped DS [48]. (b) An example of a cage-type DS [79].

Figure 2.6: Examples of unidirectional DS.

Omnidirectional DS
An omnidirectional DS comes with the great advantage of being able to be horizontally approached from
any direction. Therefore, in the horizontal plane, the orientation of the DS is not required to be controlled
and the orientation of the DS does also not need to be communicated with the AUV. This simplifies both
the guidance and the navigational requirements of such a system. Furthermore, this allows the vehicle
to always align its minimum drag orientation with the current direction, thus minimizing the impact of
the current disturbance, given that the current is measurable. Omnidirectional DS can generally be
divided into two classes:

• Pole-shaped DS A typical omnidirectional concept consist of a vertical pole or cable and a fork-
shaped structure and latching mechanism mounted on the vehicle as shown in Figure 2.7a [15].
Examples of pole shaped DS are given in [64, 49]

• Cradle-type DS A cradle-type DS or platform-type DS consists of a simple open structure that
allows for servicing of the vehicle, which makes it very simple to design and build. This type of DS
is approachable from any direction in the horizontal plane until the vehicle is located above the
cradle, after which the vehicle aligns its orientation and moves vertically into the DS. An example
is shown in Figure 2.7b. Examples are given [14, 82].
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(a) An example of a pole-shaped DS [49]. (b) An example of a cradle-type DS [14].

Figure 2.7: Examples of omnidirectional DS.

2.2.4. Docking guidance navigation and control
The Guidance Navigation and Control (GNC) architecture is a common framework used in literature to
organize and structure the various systems required for motion control of a vehicle. This architecture
has also been applied in the field of offshore robotics [24] and autonomous underwater docking [85].
Figure 2.8a depicts the GNC architecture in the context of docking for AUVs. The three components
of the GNC architecture, namely guidance, navigation, and control, are described below:

• Guidance involves generating set-points and interpolating between them to create a feasible path
based on input from the navigation system.

• Navigation refers to estimating the environment and the state of the vehicle and the DS using
sensors to create situational awareness.

• Control involves producing control forces to steer the AUV along the trajectory towards the DS
and to reject disturbances caused by the environment, such as waves.

Guidance
system

Navigation
systemControl system

Disturbances

AUV Docking
station

Reference
state

Estimated AUV state

Control
input

Waves and currents

Estimated DS and AUV state

DS state
measurements

Waves and currents

AUV state
measurements

(a) The GNC architecture conceptualized by the author, based on [24].

Figure 2.8: The GNC architecture in the context of underwater docking

Docking guidance method classification
Numerous docking guidance methods exist, which are discussed in Appendix D. These guidance meth-
ods are divided in three categories in this thesis, namely local guidance methods, global guidance
methods, and predictive guidance methods:

• Local guidance methods Local guidance methods may only work for part of the docking pro-
cedure but are very simple. These guidance methods are most often a variation on pointing the
vehicle to the DS. These types of algorithms are used mostly in the docking stage where the
vehicle makes a final approach to the DS. Since oceans are relatively sparse in obstacles, these
types of algorithms can still work well over longer distances.

• Global guidance methods The type of guidance algorithms can be used for both the homing
and docking stage. These types of algorithms require more computational effort but can provide
more complex motions and may be able to deal with various constraints such as obstacles.
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• Predictive guidance methods The methods are relevant when the DS is moving. These meth-
ods try to predict the future state of the DS based on the current state and previous states of the
DS and then plan a path to this future state.

Navigation sensors
An AUV has on-board sensors to determine its location with respect to the earth navigation frame and
given it has some idea of where the DS is as well, it can cruise towards the neighborhood of the DS.
However, this information is likely not sufficient, and accurate relative state information is required to
dock [15]. This section discusses the typical underwater vehicle navigation and docking sensors that
can provide this information.

Onboard sensors An AUV has onboard sensors to determine its location with respect to the earth
navigation frame. The simplest form of onboard navigation is an Inertial Navigation System (INS), which
estimates the vehicle’s position and orientation using accelerometers and gyroscopes. However, these
sensors have limited accuracy and can cause significant drift in position due to the double integration
of small errors over time. Additional sensors such as a Doppler Velocity Log (DVL), magnetometer,
pressure sensor, and Global Navigation Satellite System (GNSS) can improve accuracy significantly
[15]. The quality of the state estimate is ultimately limited by the accuracy of the sensors, which may
not be sufficient for docking purposes [15].

Docking sensors Docking sensors are used to directly measure the relative pose of the vehicle to
the DS, resulting in a bounded uncertainty of the position estimate that is small enough for docking.
Dedicated docking sensors are often essential for docking and particularly for docking to an USV as
onboard sensors cannot measure the changing position of the DS over time.[51]

Docking sensors can be categorized in three groups: acoustic, optical, and electromagnetic sensors
[15]. Acoustic sensors, such as Ultra-Short BaseLine (USBL), Short BaseLine (SBL), and Long Base-
Line (LBL), have a long acquisition range but require careful calibration and are sensitive to acoustic
noise and reflections. Optical sensors can provide higher accuracy and higher update rates than acous-
tic sensors and are often used in combination with recognizable markers on the DS. However, optical
sensors have a lower range and are sensitive to environmental conditions, such as underwater visibility,
and can suffer from optical interference and occlusions of the markers. Electromagnetic sensors can
provide both angular and positional information of the AUV relative to the DS. Additionally, these sys-
tems are less sensitive to common sources of underwater phenomena like turbidity, bubbles, fouling,
floating organic material, and boundary effects at the sea surface and at the sea floor. [21]. However,
these systems can be less effective near large ferromagnetic objects like vessel hulls.

AUV control
Perhaps the most common type of control for AUVs is Proportional-Integral-Derivative (PID) control.
An advantage of PID control is that it does not require a model of the AUV, and that it is relatively
simple. In this type of control, a particular error, the error integral and the error derivative between
an AUV state and a desired state are each multiplied with their respective gain in order to obtain a
certain control output that steers the AUV to the reference path. If an AUV model is available, many
more advanced model-based control algorithms can be used such as state feedback control, Linear–
Quadratic Regulator (LQR) control, and output feedback control [5].

2.3. Analysis of vertical docking to an USV
This section provides an overview of the key elements involved in vertical docking to an USV. As with
general underwater docking, discussed in Section 2.2, this docking process involves an AUV (i.e. the
Lobster Scout), a DS, and docking guidance navigation and control. However, in the case of vertical
docking to an USV, there are additional factors to consider, such as the environmental conditions and
the characteristics of the USV itself. An overview of these elements is given in Figure 2.9.
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USV

Docking Station
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Environmental
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guidance & controlDocking

Navigation

Figure 2.9: Elements of the vertical docking problem

2.3.1. Analysis of vertical docking procedure
The docking procedure explained in Section 2.2.2 is suitable for vertical docking with an USV. Although
all the steps are necessary for docking, the focus of this thesis is on the critical steps that affect vertical
guidance methods and the unique aspects of vertical docking. Therefore, the En Route, Approach
Setup, and Servicing steps are excluded since they are not specific to vertical docking with an USV.
Although Missed Approach and Undocking differ from other docking systems, they are not discussed
in this thesis. Undocking is relatively straightforward, as explained in Section 2.2.2, so this is not
considered a bottleneck for vertical docking. Furthermore, dealing well with missed approaches can
increase the success rate of vertical docking, but is not deemed critical for the initial evaluation of the
vertical docking procedure. The remaining steps are the Approach, Terminal Homing, Capture, and
Connecting, which are illustrated in Figure 2.10.

1 - Approach

DS

2 - Terminal homing

DS

3 - Capture

DS

4 - Connecting

DS

Figure 2.10: The steps of the vertical docking procedure to an USV that are considered in this thesis.

2.3.2. The environmental conditions
This section discusses the relevance of wind, waves and currents and defines the environmental con-
ditions during the vertical dock.

No current disturbance Ocean currents can be treated as universal flow, where the current is coming
from a single direction with constant velocity [33]. Currents can exert significant loads on offshore
vehicles or structures and for sailing ships, it is generally assumed that a ship is moving with the current
[33]. Assuming the USV is not anchored (see Section 2.3.3) during the docking procedure and the AUV
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is close to the water surface, it is assumed that both the USV and AUV move along with the currents
and the differential impact of current is negligible. For a first study into vertical docking, currents are
therefore not taken into account.

No wind disturbance Wind loads can act on the USV as it partially is above the water surface. How-
ever, wind loads are assumed to be small with respect to the loads of currents and waves. According
to [33]: ”Wind loads on offshore structures often play a relatively minor role in comparison to the hy-
drodynamic loads”. To conclude, wind is not taken into account for an initial performance indication of
vertical docking to an USV.

Yes wave disturbance The central idea of this thesis is that employing vertical docking to an USV
may enable the operational use of the USV-AUV combination in rougher seas with larger waves, thus
wave loads are considered. The viability of the vertical approach is evaluated in the North Sea environ-
ment, which is conveniently located near Lobster Innovations BV and could provide a testing ground
for the USV-AUV combination if ever realized by Lobster Innovations BV. Additionally, the North Sea
region has significant economic activity, making it a highly probable deployment area of the USV-AUV
combination. Furthermore, extensive information is available on the North Sea, which will facilitate the
research process.

2.3.3. The USV: DUS V5750
This section discusses various aspects of the USV considered in this thesis, including anchoring, con-
trollability, shape and specifications.

No anchoring In order to evaluate the effectiveness of the vertical docking approach to an USV, it is
assumed that the USV is floating freely and not anchored. This means that the forces and dynamics
resulting from an attached chain are not taken into consideration. Although anchoring may be neces-
sary for an USV that needs to remain in a specific location for an extended period, it would significantly
complicate the docking procedure. An anchor chain would need to be avoided by the Scout, and an
anchor would prevent the USV from drifting with the currents, which means the Scout needs to be able
to handle both currents and waves. To anchor the USV in this scenario, one possible procedure could
be to anchor the USV while the AUV is still a far distance away and then raise the anchor as soon as
the AUV approaches.

No dynamic positioning In order to evaluate the effectiveness of the vertical docking approach to
an USV, it is assumed that the USV does not use its thrusters to assist the Scout in the vertical docking
approach. Moreover, dynamic positioning systems of vessels are generally unsuitable to reject primary
wave disturbances [33].

Box shaped To conduct an initial evaluation of vertical docking, a simple box-shaped USV was cho-
sen as a first approximation. While a more accurate representation of an USV was considered, it would
have made the modelling efforts more complex without prior knowledge of the effectiveness of vertical
docking. Moreover, the presence of the DS in reality also affects the motion of the USV. Therefore,
even with an accurate vessel model, obtaining accurate motions without experiments would have been
challenging as it is influenced by the exact design of the DS. Hence, the influence of the DS on the
dynamics of the USV was ignored as well.

Specifications The specifications of the box used in this study are roughly based on the DUS V5750
USV from Demcon [72]. This thesis uses this USV for a case study of the vertical docking approach.

2.3.4. The AUV: Lobster Scout
For the AUV, the Lobster Scout is considered. The Lobster Scout built by Lobster Robotics is a fully
hovering AUV with 8 thrusters resulting in control of all six DOF. Since the Lobster Scout is still in de-
velopment and modular, its configuration changes with time. In this thesis, the January 2023 version of
the Scout is considered. The Scout contains a number of onboard sensors, namely an accelerometer,
gyroscope, magnetometer, DVL GNSS, and pressure sensor. The Scout has a mass of approximately
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60 kg, and is 1.9 m in length. Its maximum velocity is approximately 2 m
s forwards and 0.4 m

s sideways.

It is assumed that docking sensors are easily added to the Scout without changing its dynamics. This
assumption is justifiable as in the past, the Scout has remained approximately the same size while
increasing functionality due to improving the integrated design.

2.3.5. The vertical DS
This sub-section defines the vertical DS. The controllability of the DS is first discussed. Then various
vertical capturing mechanisms are explored based on different vertical docking approaches. Finally,
the cradle-type DS is selected as it best suits the Lobster Scout.

No DS controllability
Many vertical DS concepts are possible that also include active control of the DS, however, this thesis
focuses on the guidance for the Scout, which is a fully hovering capable AUV. This makes it interesting
to see how well the system performs if the DS does not have any control authority. This excludes the
use of manipulators or thrusters mounted on the DS aimed to ease the guidance for the AUV. Another
advantage is that the DS is simpler and likely more affordable. This leaves ’passive’ DS types.

Vertical docking approaches
This thesis classifies vertical docking approaches into two main categories:

• Vertical oriented vertical docking Vertical docking where the Scout is also oriented vertically
during the final approach (see Figure 2.11a). The x-axis îg of the goal frame {g} points up.

• Horizontal oriented vertical docking Vertical docking where the Lobster Scout is oriented hori-
zontally during the final approach (see Figure 2.11b). The x-axis îg is parallel to the îd axis.

(a) Vertical docking with the hovering AUV orientated vertical. (b) Vertical dock with the hovering AUV orientated horizontal.

Figure 2.11: Two final docking approaches to vertically dock to a floating DS.

Vertical capturing mechanism types
The two vertical approaches lead to three different capturing mechanisms concepts:

• Funnel-shaped DS as shown in Figure 2.12a. A typical funnel-shaped dock is oriented vertically,
such that the Lobster Scout enters from below.

• Pole-shaped DS as shown in Figure 2.12b. A horizontal pole serves as the docking structure.
The Lobster Scout is equipped with a latching fork, such that this pole can be caught. Note that
this concept allows the Scout to approach from all angles in the vertical ygng − zgng plane.

• Cradle type DS as shown in Figure 2.12c. In this concept, a typical cradle-type DS is turned
upside down. The Scout can approach this while oriented horizontally.
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(a) Vertical docking with a funnel-shaped DS. (b) Vertical docking with a pole-shaped DS. (c) Vertical docking with a cradle-type DS.

Figure 2.12: Vertical docking concepts.

Vertical capturing mechanism selection
Because this thesis is only a limited-time project, it is chosen to only explore the cradle-type DS while
leaving the other concepts for future research. This section explains the reasoning for this choice. Table
2.1 describes the evaluation criteria and Table 2.2 evaluates the three capturing mechanisms. Three
important considerations are highlighted:

• The evaluation is done for the Lobster Scout, thus other AUVs may be evaluated differently.
• The suitability of the docking mechanism for servicing of the AUV is included as criteria. Docking
applications that do not require servicing could score differently.

• While this thesis does not model currents, they are included as selection criteria.

Table 2.1: Evaluation criteria for the different vertical capturing mechanisms.

ID Criteria
C1 Ability to deal with horizontal disturbances.
C2 Ability to deal with vertical disturbances.
C3 Availability of sensors.
C4 Reliability of capture and latching.
C5 Ease of connecting and servicing.

Table 2.2: Evaluation of the three vertical capturing mechanisms. A score is given from ++, +, o, -, - -.

ID Funnel-shaped DS Pole-shaped DS Cradle-type DS
C1 - - Very susceptible to cur-

rents and horizontal
wave disturbances

o Susceptible but AUV
can compensate by ar-
riving at an angle.

+ Best suited to deal with
currents and horizon-
tal disturbances.

C2 + Barely susceptible + Barely susceptible o Susceptible, however,
wave disturbance is
phase synchronized.

C3 - Scout loses DVL
bottom-lock. Minima;
frontal surface for
forwards-facing dock-
ing sensors.

- - Scout loses DVL
bottom-lock. Minimal
frontal surface for
docking sensors due
to fork.

+ + Scout keeps DVL
bottom-lock. Large
side area to add dock-
ing sensors.

C4 + + Very forgiving in align-
ment errors due to
large capture aperture.
Fully constrained
when latched.

- Forgiving in alignment
errors, however, very
loosely constrained
when latched. The
relative pitch and roll
angles are critical.

- Forgiving in alignment
errors along the y-axis
due to forks. The
relative x-position and
pitch angle are critical.

C5 + + Straightforward as
AUV is fully con-
strained.

- - Challenging as AUV
is loosely constrained.
Requires a second
latching maneuver.

+ Straightforward as
AUV is well secured.
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Conclusion Based on the evaluation presented in Table 2.2, the cradle-type DS holds the most
promise for the Lobster Scout’s. While this design is more susceptible to vertical disturbances (C2)
and requires more critical alignment for reliable latching (C4), it outperforms other concepts in dealing
with horizontal disturbances (C1) and offers better sensor availability (C3). Figure 2.13 illustrates the
Scout in the docked position in the cradle. Note that with this implementation, the fins of the Lobster
Scout can guide it in the surge direction, while the forks guide it in the sway direction.

Side view

(a) Side view

Front view

(b) Front view

Figure 2.13: The Scout docked in the cradle

2.3.6. Vertical docking GNC
The final meters of the vertical docking procedure are the main focus of this thesis, which includes
the Approach, Terminal Homing, Capture and Connecting as procedure steps as discussed in Section
2.3.1. During this final stage, it is assumed that the navigation system can make measurements of both
the AUV, the USV, and the DS.

Furthermore, this study does not address obstacle detection or avoidance for the USV, No-Fly Zone
(NFZ), or path obstructions. Avoiding collisions with the USV and certain NFZ near its thrusters is cru-
cial. However, since the USV is fixed with respect to the DS and its relative location is known, these
zones can be avoided simply by guiding to the DS. Additionally, the sea is relatively obstacle-free, so
no path obstructions are expected.

2.4. Conclusion
This chapter started with the question: What are the key elements to consider for an initial performance
evaluation of the vertical docking approach to an USV? It was found that for an initial evaluation, the
surge, heave, and pitch DOF should be considered along with the key elements which include the
environmental conditions, the USV, the Lobster Scout, the DS and vertical docking guidance navigation
and control. The key decisions made in this chapter are listed below:

• This study evaluates the viability of a vertical docking approach for an AUV-USV combination in
the North Sea environment.

• The study is focused on the final meters of the docking procedure.
• Only waves are considered due to their differential impact on the USV and the Lobster Scout.
• The USV is defined as a free-floating box without anchoring or dynamic positioning and its speci-
fications are roughly based on the DUS V5750 USV by Demcon [72].

• The Lobster Scout is used for the AUV, which is a fully hovering AUVwith a mass of approximately
60 kg and a length of 1.9 m.

• The DS mounted on the USV was analyzed and an upside-down cradle DS design was found to
best suit the Lobster Scout.
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• Navigation measurements for the Scout, the USV and the DS are assumed to be available in the
final meters of the docking procedure.

• Obstacle detection and avoidance are not considered for designing the GNC methods.

This study presents a number of avenues for future research. For instance, the simulation could be
expanded to a 3D setting, taking into account all DOF and 3D wave properties. In addition, an accu-
rate shape for the USV should be considered. Finally, the design of the cradle type DS, including the
capture mechanism, the homing and docking sensors, the locking and connecting mechanisms, and
the integration with the USV is interesting to investigate.

Overall, this chapter has presented the key elements for assessing the viability of a vertical docking
approach for an AUV-USV combination to operate in rougher sea conditions. The succeeding chapters
go into detail on the design and modelling of each of these key elements.



3
Wave model

To evaluate the performance of the vertical docking approach in rough seas, this thesis utilizes a simu-
lation approach that requires modelling the system dynamics. This led to the research question:

How can the vertical docking system be modelled?

The system dynamic model requires a wave model, as well as the dynamic models of the AUV, the
USV, and the attached DS, which are discussed in later chapters. The objective of this chapter is to
develop a model of waves in the North Sea, which an expected operating area of the AUV-USV com-
bination.

The wave model of irregular North Sea waves presented in this chapter is based on linear velocity
potential theory. The purpose of the wave model is to replicate the water movement around the USV
and the AUV. The model inputs are the key parameters that define a regular or irregular wave and the
model outputs are the water particle kinematics. An overview of the wave model is presented in Figure
3.1.

wave kinematics
pose:              
velocity:          
acceleration:   

wave model
regular wave
amplitude:   
frequency:   

input outputmodel

irregular wave 
wave spectrum:              
significant wave height:  :
mean wave period:          

Python

Figure 3.1: An input-output diagram of the wave model.

This chapter begins by addressing wave preliminaries in Section 3.1 which defines relevant variables
and discusses key concepts for wave modelling. In Section 3.2, different wave models with increasing
complexity are compared to select a suitable wave model. Section 3.3 describes a regular wave model
based on linear velocity potential theory which is then used to model irregular North Sea waves in Sec-

23
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tion 3.4. The main assumptions of the wave model are verified in Section 3.5 and finally, a conclusion
is presented in Section 3.6 which relates the obtained wave model to the research question.

3.1. Wave preliminaries
This section aims to define essential variables, discuss types of wind-generated waves, and highlight
the differences between deep and shallow water waves.

3.1.1. Relevant variables
Some of the relevant variables that are used to discuss waves are presented below:

• Wave height The wave height H is the difference between the trough (lowest point of a wave)
and crest (highest point of a wave) of a wave. Hence, the wave height H is twice the amplitude
ζa of the wave.

• Wavelength The wavelength λ is the distance between two successive crests of a wave.
• Wave period The wave period T is the time it takes for two identical wave points to pass the
same spacial position.

• Water depth The water depth h is the distance between the sea surface and the sea floor.
• Wave steepness The wave steepness S is the ratio between wave height and wave length S =
H
λ .

3.1.2. Wind generated waves
While various wave types exist such as waves generated by moving ships, winds, tides, and tsunamis,
this thesis is limited to wind generated waves. Wind generated waves can generally be divided into
two types with distinct characteristics:

• Sea waves are formed due to local wind fields and have highly irregular patterns. These waves
have unpredictable alternations between large and small wave heights and have steep crests,
resulting in a distinct wave profile.

• Swell waves are formed due to a wind field far away and travel to the place of observation. These
waves are not dependent on local winds. Since waves unravel over a distance as waves with
longer wavelengths travel faster, they become more regular (see Section 3.3.4). Swell waves are
generally more predictable, have longer wavelengths, and have a more constant wave height.

3.1.3. Deep and shallow waves
Wave propagation in shallow waters differs significantly from wave propagation in deeper waters, thus
some attention on this topic is required. In order to do this a distinction is made in waves on the basis
of the wavelength and water depth.

• Deep water waves or short waves - Water waves are considered deep water waves if the λ
h < 2.

In this case, the influence of the sea floor on the wave is very small and is ignored.
• Shallow water waves or long waves - The body of water is very shallow. That is, λh > 20. In
this case, the seafloor has a significant effect on the waves.

3.2. Wave model selection
This sub-section explains why linear wave potential theory was used to model waves in this thesis. A
number of wave models exist:

• Linear wave potential theory Linear wave potential theory has a significant advantage in that
it can approximate the irregularity of actual wind-generated waves by utilizing the superposition
principle. This means that multiple harmonic components are combined to produce an irregular
sea model from for example the North Sea. However, this first-order linear model is only accurate
when the wave steepness S < 1

20 . Although this model is significantly simplified with respect to
reality, it is still widely applicable in practical scenarios [27].
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• Higher-order non-linear models such as the Cynoidal theory and Stokes’ second, third, and
fifth-order theories more accurately represent reality at steeper wave profiles. These models can
also capture the Stokes drift, which describes the slow movement of wave particles in the wave
propagation direction. However, these wave models have a limitation in that the superposition
principle cannot be applied, making them less suitable for describing irregular waves.

• Profile extension methods can be used to adapt the linear wave theory to describe steeper
wave profiles. More on this can be found in [33].

It is chosen to use linear wave potential theory, mainly due to the advantages of the superposition
principle. However, linear wave theory does have some limitations listed below:

• High waves steepness The wave profile is not accurate for steep wave profiles. This is relevant
in for example the splash zone, in very shallow waters, or for very large waves as the wave
steepness condition is not met.

• Stokes drift ’Stokes drift’ is not captured by this first-order model.

The following sections will explain linear wave theory. First regular waves are discussed, after which
irregular waves are discussed. The following sections are mainly based on [27, 33].

3.3. Regular wave model
This section explains the kinematic motion of water in a regular wave using linear potential flow theory.

3.3.1. Regular wave simplifications
Real waves are very irregular and have a peaky higher crest and a longer shallower trough as shown
in Figure 3.2a. For the regular wave model, two main simplifications are made:

• Constant wave period It is assumed that waves are regular or harmonic, meaning that the wave
has a constant period.

• Sine wave approximation It is assumed that waves can be modelled as a sine wave (see Figure
3.2b), thereby neglecting non-linear terms.

Crest

Trough

(a) Regular true wave.

(b) Regular wave approximation using a sine wave. Wave amplitude decreases with depth. c is the
wave phase velocity, λ is the wave length and ζa is the wave amplitude.

Figure 3.2: A regular true wave and a sine wave approximation.

3.3.2. Progressive wave
The amplitude of a wave at a specific time and place at the sea surface is described by Equation 3.1:
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ζ(xn, t) = ζacos(k(x
n − ct)). (3.1)

Here, ζ(xn, t) is the wave amplitude at a specific time and place. k is the wave number given by k = 2π
λ ,

c is the wave phase velocity given by c = λ
T .

3.3.3. Wave velocity potential
A wave velocity potential function is used to describe a wave. [33] states: ’A velocity potential of a flow
is simply a mathematical expression, which has the property that the velocity component in a point in
the fluid in any chosen direction is simply the derivative of this potential function in that point to that
chosen direction.’ The derivation of function will not be discussed and can be found in [33], however,
the most important boundary conditions and assumptions are mentioned and their implications are
shown. The following simplifications are made with respect to the fluid properties:

• Non-viscous.
• Homogeneous.
• Incompressible.
• Rotation free.
• Linear approximation (S < 1

20 ).
• The water depth is constant.

Four boundary conditions have to be considered:

• Continuity condition The water volume that enters the systems minus the water volume that
leaves the system is zero.

• Seabed boundary condition The vertical velocity of the water at the sea floor is zero.
• Kinematic boundary condition The vertical velocity of a water particle at the surface is equal
to the vertical velocity of the wave surface.

• Dynamic boundary condition The air pressure at the sea surface is constant and equal to
atmospheric pressure.

With these boundary conditions and simplifications in mind, the following wave potential function can
be derived:

ϕ(xn, zn, t) =
ζag

ω

cosh(k(h− zn)

cosh(kh)
sin(kxn − ωt), (3.2)

where ω = kc = 2π
T in to describe the angular frequency of the wave, and g is the gravity constant.

3.3.4. Dispersion relationship
The dispersion relationship, which is shown in Equation 3.3 follows from the kinematic boundary con-
dition. This equation couples ω and k or similarly T and λ as with the following relationship:

ω2 = kg tanh(kh). (3.3)

Since c = ω
k = λ

T a relationship follows that couples the phase velocity of a wave with the wave number
and thus wavelength. This relationship shows that smaller waves propagate with lower velocities than
larger waves and waves thus disperse. The equation is shown below:

c =

√
g

k
tanh(kh). (3.4)
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Furthermore, a clear relationship is found between the wavelength and the wave period. This means
that once either the wavelength or the wave period is known, the other can be calculated. This relation-
ship is shown in Equation 3.5:

T =

√
2πλ√

g tanh( 2πλh )
. (3.5)

The function tanh(kh) = 1 for kh → ∞ and tanh(kh) = kh for kh → 0. Because of this, deep water
waves behave differently than shallow water waves. This greatly simplifies the equation which makes
them easily usable. Table 3.1 shows these differences mathematically.

Table 3.1: Key differences between shallow waters λ
h
> 20 and deep waters λ

h
< 2.

Shallow waters Deep waters

Velocity potential function ϕ = ζag
ω

cosh(k(h−zn)
cosh(kh) sin(kxn − wt) ϕ ≈ ζag

ω e−kz
n

sin(kxn − wt)

Wave velocity c ≈
√
gh c ≈

√
g
k ≈ 1.25

√
λ

Wave period T ≈ λ
gh T ≈

√
2πλ
g ≈ 0.8

√
λ

Wave angular velocity ω ≈ k
√
gh ω ≈

√
kg

3.3.5. Fluid particle kinematics
Taking the derivative of the velocity potential function to model results in the velocity of a fluid particle
in a wave. This is given in Equation 3.6:

unw(x
n, zn, t) =

dϕ

dxn
=
dxn

dt
= ζaω

cosh(k(h− zn))

sinh(kh)
cos(kxn − wt), (3.6)

wnw(x
n, zn, t) =

dϕ

dzn
=
dzn

dt
= −ζaω

sinh(k(h− zn))

sinh(kh)
sin(kxn − wt).

The resting (average) position of a water particle in a wave is given by (xn1 , z
n
1 ). Because the small

wave steepness assumption is made, the difference between the velocity at the actual position of the
water particle and the mean position of the water particle (xn − xn1 and zn − zn1 respectively) is small.
Substituting for (xn1 , zn1 ) and integrating the velocity function over time, results in the position of a
particle as shown in Equation 3.7:

xnw(x
n
1 , z

n
1 , t) = −ζa

cosh(k(h− zn1 ))

sinh(kh)
sin(kxn1 − wt) + C1, (3.7)

znw(x
n
1 , z

n
1 , t) = −ζa

sinh(k(h− zn1 ))

sinh(kh)
cos(kxn1 − wt) + C2.

Here (C1, C2) is the center of an oscillatingmotion of the particle. It is assumed that the particle remains
close to the resting position (xn1 , z

n
1 ) so the constants C1 and C2 are substituted, that is C1 ≈ xn1 and

C2 ≈ zn1 . The trajectory of a particle is obtained by squaring both position equations of the water
particles, and then adding and redistributing the result:

(xnw − xn1 )
2

(−ζa cosh(k(h−z
n
1 ))

sinh(kh) )2
+

(znw − z1)
2

−(ζa
sinh(k(h−zn1 ))

sinh(kh) )2
= sin2(kxn1 − wt) + cos2(kxn1 − wt) = 1 (3.8)

This shows that fluid particles will move in elliptical orbits as shown in Figure 3.3.
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Figure 3.3: This figure shows the motion of fluid particles in a wave. In deep waters h > λ
2
, the particles describe a circular

motion. In shallow waters h < λ
2
, fluid particles describe an elliptical motion. Furthermore, the red dots show that the particles

are at different phases at different locations.

Finally, the acceleration of the water particle can also be calculated by taking the time derivative of the
particle velocity. This results in:

u̇nw =
dunw
dt

= ζaω
2 cosh(k(h− zn))

sinh(kh)
sin(kxn − wt), (3.9)

ẇnw =
dwnw
dt

= ζaω
2 sinh(k(h− zn))

sinh(kh)
cos(kxn − wt).

Deep water approximation For the sake of simplicity, this thesis assumes that λ
h < 2, enabling

the use of the deep water approximation. However, the deep water assumption should be checked
for application in the North Sea. In this case, regular waves are described with the following velocity
potential function:

ϕw(x
n, zn, t) =

ζag

ω
e−kz

n

sin(kxn − wt). (3.10)

Given this potential function, the vectorial equation of the velocity of a wave particle is given by:

νnw(x
n, zn, t) =

∂ϕw

∂xn

∂ϕw

∂zn

0

 =

 ζaωe
−kzncos(kxn − wt)

−ζaωe−kz
n

sin(kxn − wt)
0

 . (3.11)

The wave particle position is given by:

ηnw(x
n
1 , z

n
1 , t) =

xn1 − ζae
−kzn1 sin(kxn1 − wt)

zn1 − ζae
−kzn1 cos(kxn1 − wt)

0

 = ηnw,1 −

ζae−kzn1 sin(kxn1 − wt)
ζae

−kzn1 cos(kxn1 − wt)
0

 , (3.12)

where (xn1 , z
n
1 ) is the mean position of the wave particle. Finally, the accelerations of a wave particle

are given by:

ν̇nw(x
n, znt) =

ζaω2e−kz
n

sin(kxn − wt)
ζaω

2e−kz
n

cos(kxn − wt)
0

 . (3.13)
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In deep waters, the particle orbit reduces to a circular path as shown in Figure 3.3. The orbital velocity
of a fluid particle in deep water is then given by Equation 3.14:

V0 =
√
(unw)

2 + (wnw)
2 = ζaωe

−kzn . (3.14)

3.3.6. Wave energy
The total waver energy per unit of horizontal sea surface area is the sum of the kinetic and potential
energy of a wave E = K + P and is given by Equation 3.15:

E =
1

2
ρgζ2a (3.15)

This relationship shows that the energy of a wave is proportional to the square of the wave amplitude.

Conclusion regular waves
In summary, this section has identified the key parameters to describe a wave. By knowing just the
wave height H, the wave period T , and the water depth h a regular wave is fully defined, which is an
important result for simulating a docking procedure under the influence of wave disturbances. This
provides significant insight into the wave disturbance surrounding the AUV and the USV. For example,
in a deep water wave (that is h > 0.5λ) a wave height of H = 1.1 m, a wavelength or λ = 33 m at the
surface z = 0 m will result in a fluid particle velocity V0 = 0.75 m

s

3.4. Irregular wave model
In reality, sea waves are not simply harmonic the sea surface seems to be constantly changing. This
section handles some of the important concepts regarding sea waves in order to construct an irregular
wave. Sea waves constantly change in wavelength, wave height, and wave period. To construct an
approximation of the North Sea, it is required to address the wave spectrum, linear superposition, and
sea state.

Three terms that are useful to know for the discussion on irregular waves are described below. Record-
ing the wave motion during a certain time span and location results in:

• The mean wave period denoted with T̄ is the average wave period
• Mean wave height denoted with H̄ is the average wave height.
• The significant wave height denoted withH 1

3
is the average wave height of the highest 1

3 of the
waves recorded.

3.4.1. Wave superposition
In order to construct irregular waves, a superposition is made of regular waves. Since linear regular
wave theory is used, the superimposed regular waves still fulfill the boundary conditions. Simply sum-
ming the amplitude functions of different waves is used to construct an irregular wave as shown in
Equation 3.16:

ζ(t, xn) =

N∑
m=1

ζa,mcos(kmx
n − ωmt+ ϵm) (3.16)

Here ζa,m and ωm are the amplitude and the wave angular frequency of a single regular wave respec-
tively, and ϵm is a random phase between 0 and 2π. Similarly to Equation 3.16, the velocity potential
functions are summed to construct a deep water irregular velocity potential as:
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ϕirr(x
n, zn, t) =

N∑
m=1

ϕm(xn, zn, t), (3.17)

ϕm(xn, zn, t) =
ζa,mg

ωm
e−kmz

n

sin(kmx
n − ωmt+ ϵm),

where N is the number of superimposed waves.

Irregular fluid particle kinematics Given this irregular potential, the particle velocity is then given
by:

νnw,irr(x
n, zn, t) =

[
dϕirr

dxn

dϕirr

dzn

]
=

N∑
m=1

νnw,m(xn, zn, t). (3.18)

The position of a water particle over time is obtained by integrating the irregular velocity function with
respect to time. Note that this is not the same as individually integrating each regular velocity function
and then summing them, as this will result in an incorrect addition of each constant ηnw,1. Instead ηnw,1
should be added only once, as shown below:

ηnw,irr(x
n
1 , z

n
1 , t) = ηnw,1 +

N∑
m=1

(ηnw,m(xn1 , z
n
1 , t)− ηnw,1). (3.19)

Finally, the irregular accelerations of a water particle are obtained as follows:

ν̇nw,irr(x
n, zn, t) =

N∑
m=1

ν̇nw,m(xn, zn, t). (3.20)

3.4.2. Wave energy spectrum
The wave energy spectrum is a distribution of wave energy over a range of frequencies. The wave
energy spectrum is used to find a range of wave amplitudes and period combinations that together
construct an irregular wave potential. The wave energy spectrum is defined by some wave period
(either the mean period T̄ or the mean zero-crossing period T2 or the peak period Tp) and the significant
wave heightH 1

3
. The mean wave energy spectrum for wind generated waves in the North Sea is given

by the JOint North Sea WAve Project (JONSWAP) spectrum [28].

JONSWAP The JONSWAP spectrum is designed for the North Sea, which has a rough surface and
is a common operating area for many ships. The JONSWAP spectrum is significantly narrower than
other spectra, where most of the wave energy is located in a narrow frequency band. The JONSWAP
spectrum is given in Equation 3.21 and shown Figure 3.4:

S(ω) = 320
H2

1/3

T 4
pω

5
e
− 1950

T4
pω4

3.3A, (3.21)

A = e
−(

ω
ωp

−1

σ
√

2
)2
,

σ = 0.07 ∀ ω < 5.240

T̄
,

σ = 0.09 ∀ ω > 5.240

T̄
,

ωp =
2π

Tp
,

Tp = 1.199T̄ .
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Figure 3.4: Sampling the JONSWAP wave spectrum.

The amplitude samples to construct an irregular wave are then given by:

ζa,m =
√
2S(ωm)∆ω. (3.22)

The number of samples N should be chosen to construct the irregular wave from regular wave compo-
nents. While a higher number of samples better captures the wave energy spectrum, it will also result
in longer simulation times. To capture a wave spectrum, this thesis uses N = 50, which is considered
the minimum requirement according to [33].

3.4.3. Sea state definition
Sea state is a measure to classify the surface roughness of a sea and is defined by a significant wave
height and a wave period. A wave scatter diagram can be used to obtain the probability of occurrence
of a specific wave period and significant wave height combination. However, it is impractical to simu-
late all possible sea state combinations due to time constraints. Instead, this thesis uses a simplified
description of sea states based on the scale of Beaufort to provide an initial performance indication of
the vertical docking approach. The scale of Beaufort is a well-known one that was originally used to
classify winds by observing their effects on waves and other ocean conditions [33]. It ranges from 1 to
12 and is associated with specific significant wave heights and wave periods, as shown in Table 3.2 for
the JONSWAP spectrum.
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Table 3.2: Sea state definitions for the JONSWAP spectrum on the scale of Beaufort from [33]. Description from [50].

Sea state Description Wind speed [kn] H 1
3
[m] T̄ [s]

1 Calm <1.0 0.0 -
1 Light air 2.0 0.50 3.50
2 Light breeze 5.0 0.65 3.80
3 Gentle breeze 8.0 0.80 4.20
4 Moderate breeze 13.5 1.10 4.60
5 Fresh breeze 19.0 1.65 5.10
6 Strong breeze 24.5 2.50 5.70
7 Near gale 30.5 3.60 6.70
8 Gale 37.0 4.85 7.90
9 Strong gale 44.0 6.10 8.80
10 Storm 51.5 7.45 9.50
11 Violent storm 59.5 8.70 10.00
12 Hurricane >64.0 10.25 10.50

Conclusion irregular waves
This section has presented the irregular wave model that is used to simulate North Sea wave conditions
that surround the AUV-USV combination during operation. An irregular wave is composed of superim-
posed regular wave components and the irregular wave pattern of the North Sea is replicated using
the JONSWAP wave energy spectrum. The roughness of the sea is described by the sea state, which
consists of the significant wave height and the mean wave period. The scale of Beaufort is used to
provide a simplified description of a range of increasing sea states, which is used in later chapters to
evaluate the performance of the vertical docking approach using different guidance methods.

3.5. Verification
This section aims to verify the main assumptions that must be met for the linear potential wave theory
for deep water to be applicable. These include the wave steepness assumption and the deep water
assumption. Additionally, the wave model is verified visually by animating its motion, providing an
intuitive understanding of the wave motion.

3.5.1. Wave steepness assumption
The critical parameter for this model to be valid is the wave steepness H

λ which should be smaller than
1
20 [33]. Using the significant wave height H 1

3
instead of the mean wave height H̄, this assumption is

verified for different sea states as shown in Table 3.3

Table 3.3: The wave steepness at different sea states.

Sea state 1 2 3 4 5 6 7 8 9 10 11 12
Wave steepness 1

38.3
1

34.7
1

34.4
1

30.0
1

24.6
1

20.3
1

19.5
1

20.1
1

19.8
1

18.9
1

17.9
1

16.8
satisfied ✓ ✓ ✓ ✓ ✓ ✓ X ✓ X X X X

This result shows that the wave steepness assumption is satisfied for sea states 1-6 and 8 but not for
the other sea states, indicating that non-linear effects play a non-negligible role in the motion of larger
waves. Despite this, the model is still considered for this study because it is valid for lower sea states,
and the steepness assumption for higher sea states is only slightly violated. However, this limitation is
important to keep in mind when interpreting the result of this study at higher sea states.

3.5.2. Deep water assumption
The assumption that the North Sea can be approximated as deep water is verified by evaluating the
h
λ < 0.5 assumption. The average water depth of the North sea is 95 m while the average water in the
Dutch North Sea is 46 m [81, 61]. Verifying the deep water assumption for the sea states defined in
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Table 3.2 results in Table 3.4.

Table 3.4: The minimum water depth required for the deep water assumption to be valid for each of the sea states.

Sea state 1 2 3 4 5 6 7 8 9 10 11 12
Wavelength [m] 19.1 22.5 27.5 33.0 40.6 50.7 70.1 97.4 121 141 156 172
Min depth [m] 9.6 11.3 13.8 16.5 20.3 25.4 35.0 48.7 60.5 70.5 79.1 86.1

This result shows that the deep water assumption is valid for all waters deeper than 86.1 m which
is shallower than the average depth of the North Sea, while the sea state 1 − 7 are also within the
average depth of the Dutch North Sea. The deep water assumption is therefore reasonable for an
initial evaluation of the vertical docking procedure in the North Sea.

3.5.3. Visual analysis
To ensure the correct implementation of the simulation model and to catch implementation errors, an
animation and visualization toolbox was developed. Figure 3.5a displays the wave motion for the
regular wave model and Figure 3.5b for the irregular wave model. The corresponding animation for
each model can be viewed by scanning or clicking their respective QR code.

(a) water motion with regular wave model.

 

 

Animation

(b) water motion with irregular wave model.

 

 

Animation

Figure 3.5: Wave model visualization.

Some basic tests were performed to ensure that a certain wave period and wave height combination
resulted in the correct regular wave profile. The results of these tests are shown in Table 3.5 confirming
that the wave periods and heights are correctly visualized.

Table 3.5: Visual analysis of regular waves

Wave height [m] Wave period [s] Correct wave profile?
0.0 1.0 ✓
2.0 5.0 ✓
5.0 10.0 ✓

For irregular waves, it was observed that for lower sea states up to sea state 9, the wave profile looked
realistic, however, the steepness of the waves at higher sea states seemed too steep and unrealistic.
These observations are in agreement with the violation of the wave steepness assumption at higher
sea states.

3.6. Conclusion
This chapter aimed to develop a model of waves in the North Sea to evaluate the vertical docking ap-
proach of an AUV to an USV in rough seas. To reach this objective, linear velocity potential theory was
utilized which is applicable if the wave steepness remains smaller than 1

20 .

https://drive.google.com/file/d/16HGwPmfMPu64mp4TyF-poUulCdfMn5Y8/view?usp=sharing
https://drive.google.com/file/d/1tly28ohrhkXGDiI96rE_RFkp-3OhWG34/view?usp=sharing
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In summary, this chapter started by describing regular waves and concluded that the key parameters
to define a regular wave in deep water were the wave heightH and the wave period T . This result was
then used to obtain an irregular wave model using superposition of regular waves, that can simulate
North Sea conditions. The irregular wave pattern of the North Sea is replicated using the JONSWAP
wave energy spectrum, where the roughness of the sea is described by the sea state, consisting of
the significant wave height and the mean wave period. The scale of Beaufort was used to provide a
simplified description of a range of increasing sea states.

The main limitation of the presented wave model is its applicability at higher sea states, where the
wave steepness assumption was not satisfied. Future research could address this shortcoming with
higher-order wave models that remain valid at larger wave steepnesses.

In the end an expression for the pose, velocity, and acceleration vector of a water particle in a North
Sea wave was obtained:

ηnw = [xnw, z
n
w, 0]

T , (3.23)
νnw = [unw, w

n
w, 0]

T ,

ν̇nw = [u̇nw, ẇ
n
w, 0]

T .

This expression concludes the objective of this chapter. The results obtained in this chapter provide
insight into the environmental conditions surrounding the AUV-USV combination. In addition, the results
are used in later chapters to evaluate the performance of different vertical guidance methods at different
sea states. The next chapter describes the Lobster Scout model utilizing the wave kinematics to obtain
the wave disturbance forces acting on the Scout.



4
AUV model

When this research was started, a dynamic model of the Lobster Scout AUV was not yet developed.
Therefore, the objective of this chapter is to develop a model that accurately describes the dynamic
behavior of the Lobster Scout. As the Scout is operating in the wave-affected zone during the vertical
docking approach, this model must consider the dynamic wave disturbance forces acting on the Scout.
This chapter contributes to answering the research question:

How can the vertical docking system be modelled?

To this end, this chapter presents the general three DOF AUV model, accounting for the surge, heave,
and pitch DOF. This model is based on the six DOF model developed by Fossen [24], which is widely
used in the literature on AUV control, including various studies on underwater docking [78, 77, 74, 83,
88]. An overview of the model is provided in Figure 4.1. The model takes wave kinematics and control
forces as inputs and generates the motion response of the Lobster Scout as output.

motion response Scout
pose:             
velocity:         
acceleration:  

Scout model

Python

input outputmodel

Control forces: 

Wave kinematics
velocity:         
acceleration:  

added mass: 
added mass matrix:    
added Coriolis matrix:    

hydrodynamic
diffraction analysis

Ansys Aqua

hydrostatic forces
buoyancy force:      
gravitational force:  

CAD

rigid body dynamics
interial matrix:   
Coriolis matrix:  

drag forces:  max control forces

Experiment

Figure 4.1: an input-output diagram of the Lobster Scout model

35
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The general vertical plane kinematic and kinetic equations for an underwater vehicle in the presence
of waves that this chapter builds up to are shown below:

η̇ = J(η)(νaw + νar), (4.1)
MRBν̇ + CRB(ν)ν̇ +MAν̇r + CA(νr)νr +D(νr)νr + g(η) = τ control,

The model parameters for the Lobster Scout have also been determined using several sources, calcu-
lations, and experiments.

In Section 4.1, the main vector definitions used throughout this chapter are given. The kinematics and
kinetics of a general AUV model are provided in Section 4.2 and Section 4.3 respectively. The general
AUV model is then adapted for the Lobster Scout in Section 4.4, after which various verification tests
are done. Finally, a conclusion is given in Section 4.5

4.1. Vector definitions
The vectors and variables used for the vertical plane AUV model are defined in Table 4.1.

Table 4.1: Definition on vectors based as described in [24]. Note that the rotation vectors are scalars in a 2D vertical plane
model.

Description Variable Definition
NED position AUV pnna [xnna z

n
na]

T ∈ R2

Attitude AUV Θnna θnna ∈ S
Body-fixed linear velocity vana [uana w

a
na]

T ∈ R2

Body-fixed angular velocity ωana qana ∈ R
Body-fixed force faa [Xa

a Z
a
a ]
T ∈ R2

Body-fixed moment ma
a Ma

a ∈ R

To keep the notation short in this section, some notation is changed as follows:

• η = ηnna

• ν = νana

• τ = τ aa

4.2. Kinematics
This section discusses the 3 DOF kinematic motion model that couples the linear and angular velocities
in {a} to the linear and angular velocities in {n} frame. A kinematic model captures the motion of a
vehicle without considering the forces at play. The linear velocities in {a} are related to the linear
velocities in {n} by:

ṗnna = vnna, (4.2)
= Rna (Θ

n
na)v

a
na,

here the rotation matrix Rna transforms the linear velocities in the {a} frame to the linear velocities in
the {n} frame which is given by:

Rna (Θ
n
na) =

[
cos(θ) sin(θ)
−sin(θ) cos(θ)

]
. (4.3)

The angular velocities in the {a} frame are related to the angular velocities in the {n} by:
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Θ̇na = ωnna = ωana. (4.4)

The aforementioned equations are represented in a combined kinematic equation as shown below:

[
ṗnna
Θ̇nna

]
=

[
Rna (Θ

n
na) 02×1

01×2 1

] [
vana
ωana

]
, (4.5)

η̇ = J(η)ν.

This expression relates all the velocities in the {a} frame to the velocities in the {n} frame, which
concludes this section.

4.3. Kinetics
This section discusses the nonlinear dynamic equation that relates the forces in the {a} frame to the
accelerations in the {a} frame, based on [25]. The goal here is to provide a quick overview of the
modelling steps to obtain a basic 3 DOF model of an AUV. The reader is referred to [24] for a more
detailed explanation of all the modelling steps, derivations, and options. An overview of the kinetic
equation that is discussed in this section is shown below:

M ν̇ + C(ν)ν +D(ν)ν + g(η) = τ control, (4.6)

where Table 4.2 describes the various terms in the kinetic equation.

Table 4.2: Explanation of terms in the kinetic equation.

Variable Description
M =MRB +MA Generalized inertia matrix.
C(ν) = CRB(ν) + CA(ν) Generalized Coriolis-centripetal matrix.
D(ν) = D + d(ν) Generalized damping matrix.
g(η) Generalized restoring force vector.
τ control Generalized control input vector.

4.3.1. Simplifications
The model explained in this section is based on a couple of simplifications that are discussed below.

Choice of Coordinate Origin (CO) location The origin oa of the {a} frame CO coincides with the
Center of Gravity (CG), that is the distance vector raag = 0. This simplifies the model as no translation
step is required to alter the equations of motion. However, in some scenarios, the CG may change
location, for example when the payload of the vehicle is changed. In that case, it may be better to
choose a fixed CO.

Choice of frame axis orientation The axes of the {a} frame are co-linear with the principle axis
of inertia of the vehicle. This simplifies the model, as the moment of inertia matrix is now diagonal.
However, the axis of the {a} frame may not align with the longitudinal, lateral, and normal symmetry
axes of the vehicle.

Vehicle symmetry assumption The vehicle is assumed to be symmetric in the îak̂a-plane, the îaĵa-
plane and the ĵak̂a-plane, simplifying the model as several off-diagonal matrix coefficients in the model
equal zero. However, it is important to note that while the Lobster Scout is reasonably symmetric
along these planes, it is not perfectly symmetrical. For instance, the Scout has a streamlined shape in
the forward cruising direction, and only one recovery fin on the top side of the hull, while the internal
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components are not uniformly distributed. While this assumption will lead to some modelling errors, it
provides a good starting point for an initial evaluation of vertical docking. Future research could focus
on developing a more accurate model of the Lobster Scout.

4.3.2. Rigid body dynamics
The rigid body dynamics around the CG are expressed with the following vectorial equation:

MRBν̇ + CRB(ν)ν = τRB . (4.7)

In this equation,MRB is the diagonal rigid body inertia matrix given by:

MRB =

m 0 0
0 m 0
0 0 Iag,y

 (4.8)

where m is the mass of the vehicle and Iag,y is the moment of inertia around the CG in {a}.

CRB is the Coriolis-Centripetal matrix. The Coriolis-Centripetal force is a fictitious force that acts on the
vehicle as a result of the rotation of the {a} frame with respect to the fixed {n} frame when the vehicle
is in motion. A linear velocity-independent parametrization is a good choice for constructing this matrix
as it has a nice property which is that the off-diagonal matrix blocks are zero [24]. The following matrix
is obtained:

CRB(ν) =

 0 mq 0
−mq 0 0
0 0 0

 (4.9)

External forces and moments The generalized external forces and moments are all captured by the
τRB term in Equation 4.7. This includes hydrodynamic forces hydrostatic forces, control forces, and
disturbance forces. The external forces and moments are decomposed as follows:

τRB = τ static + τ dynamic + τ control + τ disturbance. (4.10)

4.3.3. Hydrostatic forces
The hydrostatic forces include the buoyancy force B and the gravitational forceW , which are:

W = mg, B = ρgV, (4.11)

here, m is the mass of the vehicle, g is the gravitational constant, ρ is the density of the water and V is
submerged volume. In the {n} frame, these forces will result in the following vectors:

fng =

[
0
W

]
, fnb = −

[
0
B

]
. (4.12)

The resulting restoring force vector g(η) in {a} then is given by:

g(η) = −
[

Ran(Θ
n
na)(f

n
g + fnb )

raag ×Ran(Θ
n
na)f

n
g + raab ×Ran(Θ

n
na)f

n
b

]
, (4.13)

Ran(θ) =

[
cos(θ) −sin(θ)
sin(θ) cos(θ)

]
,

raab = [xb, zb]
T ,

raag = [xg, zg]
T = [0, 0]T ,
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where raab is the distance between the Center of Buoyancy (CB) and the CO and raab is distance between
the CG and the CO respectively.

4.3.4. Hydrodynamic forces
The generalized hydrodynamic forces are the result of the water surrounding the vehicle being brought
into motion by the motion of the vehicle. The forces that result from this can be categorized into two
groups, added mass and damping forces. The coefficients of these terms term can be calculated using
system identification or can be approximated with for example [36] or hydrodynamic programs.

Added mass
The added mass is a force that acts as if the vehicle has a larger mass. The vehicle does not actually
have a larger mass, but the increased pressure in the fluid as a result of the acceleration of the vehicle
has the same effect as if the vehicle had a larger mass. The added mass is modelled using the hydro-
dynamic inertia matrixMA and the hydrodynamic Coriolis-centripetal matrix.CA(ν). For an underwater
vehicle, the motion at high speed is highly non-linear and coupled. However, in the situation of docking,
the vehicle will likely be moving at lower speeds. Since the Scout model is assumed to be symmetry in
all three planes, the off-diagonal elements of the hydrodynamic inertia matrix are assumed to be zero
resulting in the following matrices [24]:

MA = −

Xu̇ 0 0
0 Zẇ 0
0 0 Mq̇

 , (4.14)

CA(ν) =

 0 0 −Zẇw
0 0 Xu̇u

Zẇw −Xu̇u 0

 ,
The terms in the added mass matrices should be read as for example: the hydrodynamic forceX along
the x-axis, as a result of an acceleration u̇ in the x direction is written as Xu̇u̇.

In practice, the off-diagonal terms ofMA are often significantly smaller than the diagonal terms. There-
fore, this approximation often works quite well. Furthermore, the off-diagonal terms are challenging
and time-consuming to obtain [24]. Hence, the errors resulting from this approximation are accepted
in this thesis.

Finally, the combined effect of terms CA,13 and CA,23 is called the Munk moment, which can cause
destabilizing effects at higher velocities [24].

Damping
Hydrodynamic damping forces arise from the relative velocity between the vehicle and the water. They
may be caused by potential damping, skin friction, wave drift damping, vortex shedding, and lifting
forces [24]. Typically, these various sources of damping are combined in a linear and a quadratic
damping term. Since the scout is assumed to be symmetric in all three planes, the linear damping term
can be expressed as:

D = −diag(Xu, Zw,Mq). (4.15)

This term is generally sufficient when the robot is moving at lower velocities. However, at higher ve-
locities, the non-linear damping term d(ν) dominates. The non-linear damping term cannot be ignored
when considering waves because, even if the absolute velocity of the robot is zero, the relative velocity
with respect to the moving water can be large. The total damping force is then given by:

D(ν) = D + d(ν). (4.16)
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To determine the non-linear drag vector, a drag-lift model can be used as described in [24]. The drag
force is always parallel to the relative velocity direction, while the lift force is perpendicular to it. The lift
and drag forces are given by:

fD =
1

2
ρArefCD(α)V

2
r , (4.17)

fL =
1

2
ρArefCL(α)V

2
r ,

where ρ is the density of the water, Aref is the reference surface area, CD and CL are the drag and
lift coefficients, respectively, α is the angle of attack of the AUV with respect to the relative water flow,
and Vr is the magnitude of the relative flow velocity. The angle of attack and the relative velocity are
visualized in Figure 4.2a. The angle of attack is given by:

α = tan−1(
war
uar

), (4.18)

uar = uana − uaw,

war = wana − waw,

where uaw and waw are the water velocities along the surge and heave DOF, expressed in {a} at the
location of the AUV. Furthermore, the magnitude of the relative velocity is given by:

Vr =
√
u2r + w2

r . (4.19)

The drag and lift forces acting on a robot do not necessarily attach at the CG and can therefore create a
stabilizing or destabilizing moment on the AUV. However, for the sake of simplicity, this thesis assumes
that the drag and lift forces attach at the CG. This assumption is reasonable given that the Lobster
Scout lacks stabilizing fins at the stern side of the robot and is reasonably symmetric, such that any
drag moment will likely be loosely coupled to the relative linear velocity of the robot. Additionally during
the docking procedure, the robot will likely only have a high pitch rate at a small linear velocity, reducing
the influence of modelling errors. The quadratic pitch moment can then be expressed as:

ma,q =Mq2 |qaa |qaa , (4.20)

whereMq2 is the quadratic pitch drag coefficient.

(a) Angle of attack and relative velocity (b) Double flat plate drag approximation. p1 and p2
indicate the two plates.

Figure 4.2: Non-linear drag visualization

During the docking procedure, the Lobster Scout will operate under the influence of waves, where
water particles approach a circular orbit. Therefore, the angle of attack is in the range of 0◦ − 360◦.
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However, the drag and lift coefficients of the Scout at every angle of attack are currently unknown, and
obtaining them is beyond the scope of this thesis. Consequently, a simplified approach for approximat-
ing non-linear lift and drag forces was necessary. This was achieved by utilizing a double flat plate
approximation, as illustrated in Figure 4.2b.

The flat plate approximation assumes that drag can be modelled as a collection of particles that do not
interact with each other. Instead, they transfer their momentum to the surface of the plate in the normal
direction before sliding off along the plate surface without any friction [39]. The normal force fa,n1 for
plate p1 in Figure 4.2b is given by:

fa,n1 = ρA1sin
2(α)V 2

r , (4.21)

The normal force for plate p2 is obtained in a similar manner by using α + π
2 for the angle of attack

and A2 for the plate area. These normal forces can be utilized to determine the drag and lift forces,
which can then be used to calculate the drag forces in the {a} frame. However, since the normal forces
are already aligned in the {a} frame, they are directly used as the drag forces expressed in the a frame.

To obtain a more realistic drag force, an experiment with the Lobster Scout is performed to estimate the
pure surge, heave, and pitch drag further described in Section 4.4.5. In the experiment, it was assumed
that the requested control force equals the drag force at constant velocity and that the water velocity
is negligible. Using the symmetry assumption of the Lobster Scout, pure surge drag is assumed when
α = 0◦, 180◦, pure heave drag when α = 90◦, −90◦, and pure pitch drag when the forward velocity is
zero and the Scout rotates in place. A quadratic fit of this data results in the following expression:

fa,n1 = ρA1sin
2(
π

2
)V 2
r = Zw2V 2

r , (4.22)

fa,n2 = ρA2cos
2(0)V 2

r = Xu2V 2
r

ma,q =Mq2 |qaa |qaa ,

where Xu2 , Zw2 , Mq2 are the quadratic drag coefficients obtained in the experiment for surge heave
and pitch respectively. The non-linear damping force is then given by:

d(ν) =

Zw2sign(uar)sin
2(α)V 2

r

Xu2sign(war )cos
2(α)V 2

r

Mq2 |qana|qana,

 (4.23)

where the sign(.) makes sure the drag force is in the correct direction. All hydrodynamic forces are
now obtained. To conclude, the total hydrodynamic force is given by:

τ dynamic = −MAν̇ − CA(ν)ν −D(ν)ν. (4.24)

4.3.5. Control forces
The control force, denoted as τ control, refers to the forces generated by the thrusters or control surfaces
of the AUV that guide it towards a desired state, based on the current estimated state of the vehicle.
Chapter 7 discusses the methods used to determine these control forces.

The desired control force is determined along the DOF in the a frame. In this thesis, it is assumed that
these control forces are perfectly actuated by the AUV. Although this assumption may overestimate
the control performance, it is reasonable as the Scout has full hovering capability and can produce any
force within its control limits. In practical applications, a thrust allocation matrix is utilized to translate
the desired forces into the thruster forces or control surface forces [24]. Modelling errors in the thrust
allocation matrix can result in differences between the desired and the produced control forces.
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Furthermore, in reality, the thrust force is a function of the velocity of the AUV. However, for practi-
cal considerations, this thesis assumes that the control force is not a function of the vehicle’s velocity.
Unfortunately, no information is available from the thruster manufacturer regarding the thrust force at
different velocities. Additionally, the only known source that attempted to characterize these thruster
forces at various velocities is [54], but their exact results remain unclear. Furthermore, since the side
thrusters of the Lobster Scout are modified versions of this thruster, additional characterization would
be necessary. While the thrust forces of the side thruster have been determined within the time frame
of this thesis at zero velocity, it was not possible to determine these forces at various velocities due to
the requirement for specialized facilities, such as a towing tank.

4.3.6. Environmental disturbance forces
To discuss environmental disturbance forces, it is helpful to summarize the kinematic and kinetic equa-
tions discussed thus far. The equations are presented below:

η̇ = J(η)ν, (4.25)
M ν̇ + C(ν)ν +D(ν)ν + g(η) = τ control,

When accounting for environmental disturbances forces τ disturbance caused by water motion from
waves, only a minor modification is needed from these equations. Instead of using the absolute ve-
locity vector ν, the water velocity vector νw and the relative velocity vector νr is used. The relationship
between these three vectors is shown below:

νar = ν − νaw, (4.26)
= ν −Ran(Θ

n
na)ν

n
w.

Note that the 2D rotation matrix notation here is abused for the purpose of shorter notation, that is:

Rna (Θna,k) =

 cos(θna,k) sin(θna,k) 0
−sin(θna,k) cos(θna,k) 0

0 0 1

 (4.27)

Additionally, the relative acceleration vector ν̇r is obtained by taking the time derivative of this equation:

ν̇r = ν̇ − ν̇w = ν̇ − (Ṙan(Θna)ν
n
w +Ran(Θna)ν̇

n
d ), (4.28)

where the derivative of a rotation matrix is obtained

Ṙan(Θna) = ωnnaR
a
n(Θna) (4.29)

Note that the wave model from Chapter 3 provides the vectors νnw and ν̇nw at the a frame position.
The kinematic and kinetic equations can now be rewritten using the relative velocity and relative accel-
eration in addition as follows:

η̇ = J(η)(νaw + νar), (4.30)
MRBν̇ + CRB(ν)ν̇ +MAν̇r + CA(νr)νr +D(νr)νr + g(η) = τ control,
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4.3.7. State space representation
The model is simulated using an ordinary differential solver, which requires that the model is repre-
sented as a non-linear state space model. This state space model is given by Equation 4.31:

[
η̇
ν̇

]
=

[
J(η)ν

(MRB +MA)
−1(τ control +MAν̇d − CRB(ν)ν − CA(νr)νr −D(νr)νr − g(η))

]
(4.31)

ẋ = f(x,u).

4.4. Model fitting and verification
To verify the AUV model and the methods for obtaining model parameters for the Scout, mesh con-
vergence studies, analytical calculations, and visual analysis were performed. The AUV model was
fitted using the parameters of the Lobster Scout, which are estimated from various information sources,
calculations, and experiments.

4.4.1. Lobster Scout specifications
Table 4.3 provides an overview of the relevant parameters to build a model for the Lobster Scout, as
well as the source of each parameter.

Table 4.3: General Lobster Scout specifications, from [6].

Description Symbol Value Source
Mass in water m 61.5 kg Computer-Aided Design (CAD) realistic model
Length L 1.9 m Computer-Aided Design (CAD)
Diameter d 0.2 m Computer-Aided Design (CAD)
Inertia around y-axis Iy 14.22 kgm2 Computer-Aided Design (CAD) realistic model
Volume V 0.061 m3 Computer-Aided Design (CAD) realistic model
Distance CG to CO raag [0, 0] m By definition
Distance CB to CO raab [0, −0.01] m Computer-Aided Design (CAD)

4.4.2. Rigid body dynamics
The Computer-Aided Design (CAD) model of the Lobster Scout can provide a reasonable estimate of
the rigid body dynamics parameters. However, the CAD model does not account for water inside the
robot’s wet modules, namely the nosecone and tail cone. The wet modules contain water that enters
the wet modules through holes in the hull. It is assumed that this water inside the robot behaves as a
rigid body as the holes are very small. To account for this water, a simplified CAD model of the Lobster
Scout has been constructed, shown in Figure 4.3b.

(a) Real Lobster Scout CAD model. (b) Approximation of the Lobster Scout.

Figure 4.3: The Scout CAD model and the simplified CAD model.

This simplified model is used to obtain an estimate of the mass in water. A slight positive buoyancy
and uniform density is assumed:

m = cρwaterV, (4.32)
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wherem is the estimated mass of the Scout, 0.98 < c < 1.00 is a factor that accounts for slight positive
buoyancy, ρwater = 1025 kg is the assumed density of salt water and V is the volume of the Scout
realistic model. Similarly, the inertia around the y-axis is obtained using this method. Using the values
from Table 4.3, the following matrices are obtained for the rigid body dynamics:

MRB =

61.5 0 0
0 61.5 0
0 0 14.22

 , (4.33)

CRB(ν) =

 0 61.5q 0
−61.5q 0 0

0 0 0

 . (4.34)

4.4.3. Hydrostatic forces
The CAD model is used to obtain the center of volume relative to the center of mass. Assuming full
submersion of the Scout during docking, the center of volume is equivalent to the center of buoyancy.
The buoyancy force is around 1 − 2 % higher than the force of gravity, ensuring that the robot always
floats to the water surface if loss of control occurs. The estimated distances from the CG to CO and
from the CB to CO are given in Table 4.3. The hydrostatic forces in the {n} frame are given by:

fng =

[
0

603.3

]
, fnb = −

[
0

613.3

]
. (4.35)

4.4.4. Added mass
This sub-section discusses the estimation of the added mass parameters for the Scout and the verifi-
cation of the methods for obtaining these parameters.

Verification added mass
Ansys Aqua was used to obtain the added mass coefficients of the Lobster Scout. Ansys Aqua uses a
Boundary Element Method (BEM) to calculate the Froude-Krylov forces, diffraction forces, and radiation
forces, including the added mass of an object. In order to verify the results obtained from Ansys Aqua,
an analytical model was used and compared to the results obtained by Ansys Aqua. The following
procedure was taken to verify the results from Ansys Aqua:

• Analytical ellipsoid approximation Approximate the Lobster Scout as a prolate ellipsoid (see
Figure 4.4), for which an analytical solution of the added mass coefficients exist. The shape of the
Lobster Scout differs from an ellipsoid, mainly due to its fins at the middle of the body, therefore
this result is only used for verification purposes and not for parameter estimation.

• Ansys Aqua ellipsoid approximation Obtain the added mass coefficients of the same prolate
ellipsoid using Ansys aqua to confirm that the results from Ansys Aqua agree with the analytical
solution. Furthermore, a mesh convergence study was done to conclude that the result does
not change significantly with various mesh sizes. This now gives reasonable confidence in the
validity of the results.

(a) Real Lobster Scout CAD model. (b) Prolate ellipsoid approximation Lobster Scout.

Figure 4.4: The Scout CAD model vs the ellipsoid approximation.
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Analytical added mass calculation for ellipsoid approximation The hydrodynamic added mass
coefficients of a prolate spheroid are obtained using the method described in [24]. The Scout can be
approximated using an ellipsoid given its volume is equivalent:

4

3
πab2 = Vauv, (4.36)

where the coefficients a and b are the semi-major and semi-minor axis of the prolate spheroid respec-
tively and Vauv is the volume of the Scout. The coefficients a and b are then obtained as follows:

a = Lauv, (4.37)

b =

√
Vauv
πa

,

where Lauv is the length of the Lobster Scout. The inertia of this ellipsoid around its center of mass is
calculated with:

Iy,speroid =
1

5
m(a2 + b2) (4.38)

wherem is the mass of the ellipsoid given bym = ρwaterV assuming neutral buoyancy. Using ellipsoid,
the added mass coefficients forMA and CA are calculated as follows:

MA = −

Xu̇ 0 0
0 Zẇ 0
0 0 Mq̇

 =

k1m 0 0
0 k2m 0
0 0 k′Iy

 , (4.39)

CA(νr) =

 0 0 −Zẇwr
0 0 Xu̇ur

Zẇwr −Xu̇ur 0

 =

 0 0 k2mwr
0 0 −k1mur

−k2mwr k1mur 0

 .
Here, the terms k1, k2 and k′ are called Lambs k-factor [36]. These terms are given by:

k1 =
α0

2− α0
, (4.40)

k2 =
β0

2− β0
,

k′ = e4
β0 − α0

(2− e2)(2e2 − (2− e2)(β0 − α0))
,

where:

e = 1− (
b

a
)2, (4.41)

α0 =
2(1− e2)

e3
(0.5ln(

1 + e

1− e
)− e),

β0 =
1

e2
− 1− e2

2e3
ln(

1 + e

1− e
).
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Ansys Aqua added mass calculation for ellipsoid approximation This thesis will not go into detail
on the theory behind Ansys Aqua, but the general modelling steps are provided in Appendix C. However,
when modelling an AUV, it is acceptable to assume frequency-independent hydrodynamic coefficients
outside the wave-affected zone [24]. While the docking procedure is taking place in the wave-affected
zone, it is still assumed that the hydrodynamic coefficients are frequency independent. This assumption
is justifiable as the added mass coefficients are almost constant with frequency as shown in Figure 4.5.
Therefore, the added mass coefficients derived in Ansys Aqua are evaluated at the longest period and
then compared against the analytical solution.

Figure 4.5: The added mass coefficient of the 4cm meshed ellipsoid approximation over a period range. Only a small
frequency dependency is observed over the period range.

Mesh size typically affects the accuracy of a numerical solver’s solution. Hence, a mesh convergence
study was done. Figure 4.6 compares the analytically obtained mass of the prolate ellipsoid with the
mass obtained using Ansys Aqua, while Figure 4.7 compares the analytically determined added mass
coefficients with those computed using Ansys Aqua.

Figure 4.6: Comparison of the ellipsoid mass calculated analytically and calculated using Ansys Aqua for varying mesh sizes.
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Figure 4.7: Comparison of the ellipsoid added amss calculated analytically and calculated using Ansys Aqua for varying mesh
sizes.

Added mass verification conclusions The following conclusions are drawn from the results:

• The added mass coefficients are close to frequency independent.
• The analytical solution and the numerical solution match within 5% for the 10mm and 20mmmesh
sizes. This gives confidence that the result is valid.

• The mesh size does influence the result somewhat, but the results are reasonably consistent.
• The analytical mass and the mass calculated by Ansys Aqua for the ellipsoid match closed with
the smallest mesh size.

This has the following implications for estimating the added mass parameters for the Scout model:

• The added mass coefficients are assumed constant and not dependent on frequency.
• A mesh size of 20mm is chosen to obtain the added mass coefficients for the Lobster Scout as it
strikes a good balance between computation time and accuracy.

Added mass parameter estimation
Given that the added mass coefficients of obtained via Ansys Aqua for an ellipsoid match those of the
analytical solution of an ellipsoid, Ansys Aqua was trusted to obtain reasonable estimates of the added
mass coefficients for the Lobster Scout. To obtain the most accurate results, the Lobster Scout should
be closely matched, however, too many small features result in lengthy computation and inaccuracies
as the mesh can not accurately capture small features. To balance, computation time, mesh size, and
accuracy, a realistic approximation of the Lobster Scout with a reduction of features is made for the
added mass estimation and is shown in Figure 4.3. The obtained added mass coefficients are given in
the equations below:

MA =

5.8 0 0
0 65.1 0
0 0 11.9

 , (4.42)

CA(νr) =

 0 0 65.1wr
0 0 −5.8ur

−65.1wr 5.8ur 0

 ,
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4.4.5. Damping
This section discusses the validity of the damping matrix of the Lobster Scout.

Damping verification
In order to access whether the quadratic form explained in Section 4.3.4 of the damping matrix is a
good approximation, an experiment has been conducted with the Lobster Scout to determine the drag
coefficients in the surge heave and pitch direction.

The damping experiment The goal of the experiment is to estimate the drag force at a given robot
velocity for the surge, heave, and pitch DOF. The following assumptions are made in order to estimate
the viscous drag force at a certain velocity for the Lobster Scout:

• The water velocity is zero. As such there are no currents present during the experiment. Figure
4.8 shows the test environment.

• The control force is not a function of robot velocity. This assumption is certainly false, as the
control force of a T200 thruster drops with velocity [54]. However, the thrust force at different
velocities of the thrusters is not provided by the manufacturer and the author has found no good
source for this information as explained in section 4.3.5

• Furthermore, it is assumed that the drag coefficient for both sway and heave, as well as for yaw
and pitch, are equivalent based on the symmetry of the Lobster Scout, as detailed in Section
4.3.1. This assumption allows the experiment to be conducted in the horizontal plane, reducing
the risk of collision with the bottom of the shallow lake.

• During the experiment, a line was attached to the Scout for risk mitigation purposes. The drag
force resulting from this line is included in the estimation.

Figure 4.8: The environment for the viscous damping experiment.

Based on these assumptions, multiple data points of the robot velocity in a specific DOF at a given
control force are logged, which are then used to calculate the corresponding damping coefficients.

Fitting the control force-velocity data points The control force-velocity data is fitted using a least
squares method to fit a function through the data points. It is assumed that the velocity at zero control
force is zero, so any function goes through the origin. The following functions are fitted:
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• Linear fit y = ax,
• Quadratic fit y = bx2,
• Linear Quadratic fit y = cx+ dx2,

where for each DOF, y is the control force, x is the velocity, and a, b, c, d are the damping coefficients.

Results The results of the experiment are shown in Figure 4.9.

Figure 4.9: Obtained velocity of the Scout plotted against the required control force in the surge, sway, and yaw directions in
the damping experiment. Furthermore, a linear fit and a quadratic fit are included.

Figure 4.9 clearly shows that a purely quadratic drag assumption results in a good fit with the data.
Therefore a quadratic damping model is used for the Lobster Scout.

Damping fitting
Assuming purely quadratic damping, thus using the quadratic fit y = bx2, the following nonlinear damp-
ing vector is obtained:

d(ν) =

Zw2sign(uar)sin
2(α)V 2

r

Xu2sign(war )cos
2(α)V 2

r

Mq2 |qana|qana,

 =

 42.1sign(uar)sin
2(α)V 2

r

502.4sign(war )cos
2(α)V 2

r

109.5|qana|qana,

 (4.43)

4.4.6. Control forces
The maximum thruster forces of the forward-facing thrusters and the side thrusters of the Lobster Scout
are determined using a thrust measurement setup shown in Figure 4.10. The thrust measurement
setup comprises an extrusion profile frame and a motor driver housed in a waterproof casing. The
motor driver powers the thruster, which is connected to a rotating arm. This arm transfers the force
exerted by the thruster to a load cell, enabling the measurement of thrust at a specific motor current.
Table 4.4 presents the total maximum control forces in surge and heave direction and the maximum
pitch moment.
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Figure 4.10: The thrust measurement setup.

Table 4.4: The maximum forwards and backwards thrust of the Scout in each DOF.

DOF Maximum forwards thrust [N] Maximum backwards thrust [N]
Surge 192 −152
Heave 68 −68
Pitch 20 −20

4.4.7. Visual analysis
To ensure correct implementation of AUV model and to catch and correct obvious modelling errors, the
visualization toolbox was used to animate the behavior of the Lobster Scout in waves.

Figures 4.11a and 4.11b display the Scout’s response to regular and irregular waves, respectively. The
corresponding animation can be seen by scanning or clicking the QR codes. It is important to note that
the Scout model was initiated with a certain forward velocity, but that the response is purely passive,
meaning that no control forces were applied. Since the Scout is slightly positively buoyant, it was
expected that the Scout eventually loses its forward momentum and slowly floats to the water surface.
The observations confirm that this is indeed the case.

(a) AUV response with regular wave disturbance.

 

 

Animation

(b) AUV response with irregular wave disturbance.

 

 

Animation

Figure 4.11: AUV response to waves with initial surge velocity of 0.5 m.

The response of the Scout was observed for many initial states to catch any implementation errors.
This process was repeated several times after which it passed all initial states presented in Table 4.5.

https://drive.google.com/file/d/100GBHmOdEn5uY5TtFl7ZBMfQIW4an0a2/view?usp=sharing
https://drive.google.com/file/d/1kvom85hRC_ObuvzgitUP1n_TOmTv1eBI/view?usp=sharing
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Table 4.5: Evaluation of the Scout response to various initial states.

xnna [m] znna [m] θana [rad] uana [ms ] wana [ms ] qana [ rads ] matches expected behavior?
0.0 5.0 0.0 0.0 0.0 0.0 ✓
1.0 4.0 1.0 0.0 0.0 0.0 ✓
1.0 4.0 0.5π 0.0 0.0 0.0 ✓
0.0 5.0 0.0 1.0 0.0 0.0 ✓
0.0 5.0 0.0 0.0 1.0 0.0 ✓
0.0 5.0 0.0 0.0 0.0 1.0 ✓

All in all, the behavior of the Lobster Scout model seems to match the behavior of the Lobster Scout
during field tests closely.

4.5. Conclusion
This chapter contributes to the answer to the research question How can the vertical docking system
be modelled? The objective of this chapter was to obtain a model for the Lobster Scout that accurately
describes its dynamics in the wave-affected zone.

First, the general vertical plane kinematic and kinetic equations for an underwater vehicle in the pres-
ence of waves were obtained. The resulting equations are repeated below:

η̇ = J(η)(νaw + νar), (4.44)
MRBν̇ + CRB(ν)ν̇ +MAν̇r + CA(νr)νr +D(νr)νr + g(η) = τ control,

The model parameters for the Lobster Scout have been determined using a number of sources, calcu-
lations, and experiments. The rigid body matrices and the restoring force vector were obtained from
the CAD design of the Scout. Ansys Aqua was used to obtain the added mass coefficients and a drag
experiment has been performed to obtain quadratic damping coefficients. Finally, the maximum con-
trol forces have been determined using a thrust measurement experiment. This verification and fitting
process was extensive, resulting in confidence in the model.

Overall, the Lobster Scout model presented in this chapter provides a realistic description of the ve-
hicle’s dynamics in the wave-affected zone. The next chapter will describe the USV model and the
motion of the attached DS.

Future research can focus on including the Lobster Scout’s asymmetries which cause coupling be-
tween motions, and increasing the modelling accuracy of the control forces at non-zero relative veloci-
ties, leading to more realistic responses and more precise drag coefficients.
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USV model

In Chapter 2 it was decided to base the USV on the DUS V5750 USV developed by Demcon [72] and
approximate it as a simple box. The objective of this chapter is to model the motion of this USV and
the DS located on the bottom of the USV in North Sea waves. This objective contributes to answering
the research question:

How can the vertical docking system be modelled?

This chapter concludes the answer to this research question in combination with the two preceding
chapters that described the wave model and the AUV model.

Figure 5.1 provides an overview of the USV model. The model generates the motion response of
the USV to a wave, which is used for verification and navigation purposes. Secondly, the model gener-
ates the corresponding motion response of the DS mounted on the bottom of the USV, which serves as
the docking goal state. The required inputs of the model are the key parameters that define a regular
or irregular wave and the Response Amplitude Operators (RAOs) obtained in Ansys Aqua.

motion response USV
pose:              
velocity:          
acceleration:   

motion response
docking goal state
pose:              
velocity:          
acceleration:    

motion RAOs 
gain:             
phase shift:   

hydrodynamic
diffraction
analysis

USV model

regular wave
amplitude:   
frequency:   
phase:          

Ansys Aqua

Python

input outputmodel

irregular wave 
wave spectrum:              
significant wave height:  
mean wave period:          

Figure 5.1: an input-output diagram of the USV model

Note that the inputs of the wave model are used as input for the USV model, rather than the outputs of
the wave model such as is the case with the AUV model. This is because the motion of the USV model

52
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relies solely on kinematic equations, rather than kinetic equations. By using motion RAOs to obtain a
phase-shifted and scaled version of the wave elevation level at the location of the USV, as explained
in Section 5.3, the kinematics of the USV can be described.

This chapter is organized as follows: In Section 5.1 various vessel models are explored resulting in
the selection of the linear mass-spring-damper model. Section 5.2 described this model including the
main assumptions for linearity, the definition of necessary vectors, and the kinematics and kinetics that
describe the USV motion. The chapter then proceeds to discuss the vessel motions based on RAOs
which were obtained from Ansys Aqua in Section 5.3. The motion of the goal state is derived from the
motion of the USV in Section 5.4. The USV model is verified in Section 5.5. To close this chapter, a
conclusion is given in Section 5.6.

5.1. USV model selection
This section explains why the linear mass-spring-damper vessel model is identified to be most suitable
for an initial performance indication of the vertical docking approach to an USV in rough seas. Various
vessel models are evaluated based on the following requirements:

• R1: The USV model must be compatible with the irregular wave model in order to simulate North
Sea waves.

• R2: The USV model must not require extensive computation as this would make it impractical to
evaluate the vertical docking approach.

• R3: The model must be implementable in Python to allow for integration with the other models of
the system.

The literature presents a number of vessel modelling options:

• Maneuvering theory-based models are used for ship motion in calm water when ships are
moving with a constant forward speed, and are primarily used for surface maneuvering rather
than ship motion due to waves [24]. This model is not suitable with requirement R1.

• Linear mass-spring-damper models only consider the first harmonics of each motion direction
of a floating structure and can result in a realistic model for small wave steepnesses [33]. This
type of model behaves linearly towards individual wave components, meaning that for a certain
wave frequency and wave amplitude, the USVwill move in a proportional manner to this wave with
a certain scaled amplitude and phase shift, but with the same frequency. An irregular wave re-
sponse can be easily obtained by the superposition of all responses to regular wave components.
This model fulfills all requirements.

• Second-order models: While first-order forces are typically more significant for the primary mo-
tion of ships, a second-order model also considers the second-order forces and moments, which
become significant for waves with large wave steepness, such as in shallow waters where non-
linear effects cannot be ignored [89]. Second-order wave forces can cause drift and generate
harmonics at lower and higher multiples of the base wave frequency, which can resonate with
the vessel if not properly taken into account, resulting in large motions. This type of model is
significantly more complex due to non-linearity, and thus this model does not fulfill requirement
R3. [33]

The author has selected the linear mass-spring-damper model primarily to its compatibility with the
linear wave model. In both models, the superposition principle is employed to generate the motion
response of irregular waves. Although the linear model may be less suitable in shallow waters where
wave steepness can surpass the limits accurately predicted by linear theory, it is a suitable starting
point for evaluating the potential of vertical docking. Additionally, steady second-order drift forces are
expected to have aminor impact on docking, similar to currents, as both the AUV and the USVwill drift in
similar amounts, and thus, this phenomenon is not important to model. The linear mass-spring-damper
model described in the following sections is largely based on [33].



5.2. Linear mass-spring-damper vessel model 54

5.2. Linear mass-spring-damper vessel model
This section provides an explanation of the linear mass-spring-damper vessel model. Firstly, the main
assumptions and vector definitions are presented. Secondly, the kinematic equations and kinetic equa-
tions are discussed. It was discovered that obtaining the kinetic equations without utilizing software
programs like Ansys Aqua is challenging. Consequently, this approach to acquiring vessel motions
was discontinued and another approach using motion RAOs was taken, explained in Section 5.3.

5.2.1. Model assumptions
The following assumptions are required for linear approximations:

1. A1 The body fixed frame {d}will only rotate small angles from the {s} frame. Therefore cos(θ) ≈ 1
and sin(θ) ≈ θ. The author found no standard for the maximum allowed angle in the literature,
therefore a maximum of 2% deviation for the sine and cosine value is assumed, which results in
a maximum angle of ≈ 11.5◦.

2. A2 In steady state, the gravitational forces and the buoyancy forces together equal zero, that
is mg + V ρg = 0. Thus, only variations from the steady-state scenario are considered. This
assumption is in general true for any floating structure.

3. A3 Second-order wave forces are small and are neglected, which is reasonable as long as the
wave steepness is small. The wave steepness assumption is verified in Section 3.5.1.

4. A4 The wave forces acting on the AUV and the USV are decoupled.

5.2.2. Vector definitions
Table 5.1 defines the relevant vectors for the USV model with respect to the {s} frame.

Table 5.1: The vector definition for the USV model Note that the rotation vectors actually are scalars.

Description Variable Definition
Sea keeping position pssd [xssd z

s
sd]

T ∈ R2

Sea keeping attitude Θssd θssd ∈ S
Body-fixed linear velocity vssd [ussd w

s
sd]

T ∈ R2

Body-fixed angular velocity ωssd qssd ∈ R
Body-fixed force fsd [Xs

d Z
s
d ]
T ∈ R2

Body-fixed moment ms
d Ms

d ∈ R

Sea keeping frame {s} In this thesis, the {s} is static at the still water line and thus simply a translation
of the {n} frame:

pnns = [xnns 0]
T , (5.1)

Θssd = 0.

In order to express the {d} frame in the {n} frame, the following transformation are used:

pnnd = pnns + pnsd, (5.2)
Θnnd = Θssd,

vnnd = vssd,

ωnnd = ωssd,

fnd = fsd,

mn
d = ms

d.
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5.2.3. Kinematics
This section presents the kinematics of the USV. With a linear mass-spring-damper model, the vessels
motion response to a regular wave is described with a harmonic function of the samewave frequency for
all DOF. To keep this section concise, the heave DOF is used as an example, but note that the model is
equivalent for surge and pitch DOF. Recall that the equation for the wave elevation at a specific position
for regular waves is given by:

ζ = ζacos(ωt), (5.3)

where the wave elevation ζ is dependent on the wave amplitude ζa and the wave frequency ω. The
heave response in the {s} frame for a wave moving in the positive xn direction is then given by:

zssd = −zacos(ωt− ϵz,ζ), (5.4)

żssd =
∂zssd
∂t

= −ωzasin(ωt− ϵz,ζ),

z̈ssd =
∂żssd
∂t

= ω2zacos(ωt− ϵz,ζ),

where zssd is the heave displacement of the CG relative to the still water surface, za is the displacement
amplitude of the heave motion and ϵz,ζ is a phase shift between the elevation of the wave and the
heave displacement. Both the displacement amplitude and the phase shift are dependent on the wave
frequency. A positive phase shift value indicates that the vessel lags behind the wave. The surge
and pitch responses are obtained analogously to the heave response where the position equations are
given by:

xssd = −xacos(ωt− ϵx,ζ), (5.5)
θssd = −θacos(ωt− ϵθ,ζ),

5.2.4. Kinetics
This section presents the kinetic equations that describe the linear dynamics of the USV. To start,
Newton’s second law is applied, by equating the product of the generalized inertia matrix M and the
USV acceleration η̈ssd around the CG with the generalized external forces and moments vector τ sd:

M η̈ssd = τ sd, (5.6)

where τ sd consists of the generalized external forces fsd and moments ms
d:

τ sd =

[
fsd
ms
d

]
(5.7)

note that ms
d is a scalar as only the pitch moment is considered. The generalized external forces and

moments can be obtained by integrating the pressure that results from the first-order wave velocity
potential on the submerged part of the hull’s surface:

fsd = −
∫ ∫

S

p · n · dS, (5.8)

ms
d = −

∫ ∫
S

p · (r × n) · dS,
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where S is the hull’s surface, p is the pressure, n is the normal vector of surface element dS and r is
the position vector of surface element dS. Since the system is linear, the external forces acting on the
body can be superimposed as:

τ sd = τ sh + τ sw, (5.9)

where τ sh are the hydromechanic forces and τ sw the wave exciting forces and moments:

• Hydromechanic forces are the forces and moments resulting from the oscillating body moving
through the water.

• Wave exciting forces and moments are the forces resulting from the waves acting on the body.

The pressure is given by:

p = −ρ∂Φ
∂t

− ρgz (5.10)

= −ρ(∂Φr
∂t

+
∂Φw
∂t

+
∂Φd
∂t

)− ρgz,

where ∂Φr

∂t is the radiative potential and ρgz is the hydrostatic pressure resulting in the hydromechanic
forces and ∂wΦ

∂t and ∂Φd

∂t are the undisturbed wave potential and the diffracted wave potential respec-
tively, resulting in the wave exciting forces and moments.

Hydromechanic forces
The hydromechanic forces consist of the hydrostatic restoring forces and the radiative forces:

• Hydrostatic restoring force τ ss are the forces that result from the buoyancy and gravitational
forces that change with a change in the water plane area and are in phase with the position or
rotation of the body.

• Radiative force τ sr are the forces that result from the radiative waves generated by an oscillating
structure and are in phase with the velocity and acceleration of the body.

Ignoring the wave exciting forces and moments for the moment, the kinetic equation looks like:

M η̈ssd = τ ss + τ sr (5.11)

Taking the heave motion as an example, the hydromechanic forces are written as follows:

mz̈ssd = −az z̈ssd − bz ż
s
sd − czz

s
sd (5.12)

or rewritten as:

(mz + az)z̈
s
sd + bz ż

s
sd + czz

s
sd = 0 (5.13)

Wheremz is the mass coefficient, az is the added mass coefficient, bz the potential damping coefficient
cz is the restoring coefficient. In matrix form, considering surge heave and pitch the kinetic equation
looks like:

(M +A)η̈ssd +Bη̇ssd + Cηssd = 0 (5.14)

Where A is the added mass matrix, B is the potential damping matrix and C is the restoring matrix.
Note that only linear potential damping is assumed, while the forces resulting from non-linear viscous
damping are assumed to be zero, as they are deemed small compared to potential damping. However,
note that for some motions such as roll motion, viscous effects can not be ignored [33].
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The restoring coefficient can be obtained using static floating stability equations and the frequency-
dependent added mass coefficient and potential damping coefficient can be obtained in a forced oscil-
lation test [33]. Another option is to use some potential theory based software program such as Ansys
Aqua to obtain the required coefficients. The first option is not practically feasible in the time frame of
this Thesis. But Ansys Aqua is used to obtain an initial estimate of these coefficients.

Wave exciting forces and moments
The wave exciting forces and moments consist of the following forces:

• Froude Krylov force τ sfk is the force acting on the body as if the body was transparent. In other
words, the force on the body due to the undisturbed wave velocity potential ∂Φw

∂t .

• Diffracting force τ sd is the force resulting from the diffracted velocity potential ∂Φd

∂t due to the
presence of the body in the waves.

Froude Krylov force The undisturbed wave potential for deep water was given in Chapter 3 and is
repeated below:

Φw =
ζag

ω
e−kz

n

sin(kxn − wt) (5.15)

For simple geometric structures consisting of box-shaped sections, the Froude-Krylov forces resulting
from this undisturbed wave potential can still be analytically calculated even by hand, using Equation
5.10 and Equation 5.8.

Diffracting force The disturbed wave potential can be obtained using various 2D potential theory
methods such as the Theory of Ursell, Conformal Mapping, the theory of Tasai, or Frank’s pulsating
source theory [33], which remain outside the scope of this thesis. Furthermore, 3D theories can be
used such as diffracting theory.

The resulting kinetic equation looks like:

(M +A)η̈ssd +Bη̇ssd + Cηssd = τ sfk + τ sd, (5.16)

where the left side of the equation is resulting from the inertial forces and the hydro-mechanical forces
and moments while the right side is the result of the wave exciting forces and moments.

Conclusion In summary, the kinetic equations of the linear mass-spring-damper vessel model are
now obtained, which can be used to compute the motion response of the USV in waves. The vessel’s
motion response to a regular wave for each DOF is described by a harmonic function that oscillates
with the wave frequency. The forces acting on the USV include the hydrostatic restoring force, the
radiative force, the Froude Krylov force, and the diffracting force. However, it was found that obtaining
the radiative force and the diffracting force is challenging without the use of experiments or software
programs like Ansys Aqua. Since experiments are not practically feasible, Ansys Aqua is used.

Ansys aqua can also be used to compute the motion RAOs, which can be used to compute the motion
response of the USV without requiring the kinetic equations. This approach is less complex and is
therefore chosen in this thesis. The approach is discussed in the next section.

5.3. USV motions using RAOs
This section describes the motion for the USV in regular and irregular waves using motion RAOs.
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5.3.1. Motion RAOs
It is possible to obtain a linear transfer function that maps the wave elevation level to the motion re-
sponse amplitude. The transfer function consists of a frequency-dependent gain and a phase shift and
is referred to as a RAO. Taking the heave motion as an example, the gain is denoted with za

ζa
(ω) and the

phase shift is denoted with ϵz,ζ(ω). The transfer functions of DOF can be found by solving the kinetic
equation for each state:

(−ω2(Mij +Aij(ω)) + iωBij(ω) + Cij) · ηssd,j(ω) = τ sw,i(ω), for i = 1, ..., 3 , j = 1, ..., 3 (5.17)

Ansys Aqua This thesis utilizes Ansys Aqua to compute the motion RAOs. Ansys Aqua uses a BEM
to calculate the RAOs using Green’s theorem [3]. In a BEM, the surface of a structure is discretized
into a set of elements, and the governing equations are solved for each element to obtain an overall
solution [3]. Appendix C provides instructions on setting up an Ansys model and obtaining the RAOs.

5.3.2. Motion in regular waves
Given an RAO, the response of the USV to a certain wave can be easily computed. Taking heave again
as example, rewriting Equation 5.18 using the RAO, results in:

zsd = −ζa
za
ζa

(ω)cos(ωt− ϵz,ζ(ω)), (5.18)

żsd = −ωζa
za
ζa

(ω)sin(ωt− ϵz,ζ(ω)),

z̈sd = ω2ζa
za
ζa

(ω)cos(ωt− ϵz,ζ(ω)),

5.3.3. Motion in irregular waves
Similarly to irregular waves that are generated using a wave spectrum Sζ(ω), a motion response spec-
trum can be obtained. The heave response spectrum is given by:

Sz(ω) = |za
ζa

(ω)|2Sζ(ω) (5.19)

where the heave amplitude samples to construct the response to an irregular wave are then given by:

za,m =
√

2Sz(ωm)∆ω. (5.20)

In order to construct the USV motion response to irregular waves, a superposition is made of its re-
sponses to a spectrum of regular waves, similar to the construction of an irregular wave spectrum
described in Section 3.4.1. The following equation shows the irregular USV heave response:

zssd =

N∑
m=1

−za,mcos(ωmt− ϵz,ζ(ωm) + ϵm), (5.21)

Conclusion The first output of the USV model was the motion response of the USV in both regular
and irregular waves. This has been obtained using RAOs obtained in Ansys Aqua, which translate the
motion of the waves to the motion of the vessel.

5.4. Docking goal state
The AUV does not dock at the {d} frame, but at {g} frame as shown in Figure 2.3. This section describes
how to determine the state of the {g} frame with respect to the {d} frame. The following assumptions
are made:
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• The {g} frame translated with a vector rdgd = [xdgd, z
d
gd]

T .

• The {g} frame rotated with an angle Θddg = θddg relative to the {d} frame. Note that this angle is
zero for the horizontal oriented vertical approach.

• The {g} frame is fixed in place with respect to the {d} frame. As such the derivatives of the
translation vector and rotation angle are zero

Given these assumptions the goal position and orientation in the {n} frame is given by:

ηnng =

[
pnng
Θng

]
=

[
pnnd +Rndr

d
gd

Θnd +Θdg

]
. (5.22)

The goal linear and angular velocity are obtained by taking the derivative of the goal position and
orientation:

νnng =

[
ṗnng
Θ̇ng

]
=

[
ṗnnd + Ṙndr

d
gd +Rnd ṙ

d
gd

Θ̇nd + Θ̇dg

]
=

[
ṗnnd + Ṙndr

d
gd

Θ̇nd

]
, (5.23)

Ṙnd = ωnnd

[
−sin(θnd) cos(θnd)
−cos(θnd) −sin(θnd)

]
.

Finally, the goal linear and angular acceleration are obtained by taking the second derivative of the goal
position and orientation:

ν̇nng =

[
p̈nng
Θ̈ng

]
=

[
p̈nnd + R̈ndr

d
gd + 2Ṙnd ṙ

d
gd +Rnd r̈

d
gd

Θ̈nd + Θ̈dg

]
=

[
ṗnnd + R̈ndr

d
gd

Θ̈nd

]
, (5.24)

here R̈nd is given by:

R̈nd = ω̇nnd

[
−sin(θnd) cos(θnd)
−cos(θnd) −sin(θnd)

]
+ (ωnnd)

2

[
−cos(θnd) −sin(θnd)
sin(θnd) −cos(θnd)

]
. (5.25)

Conclusion The second output of the USV is the motion of the DS. This output has been obtained
by the transformation functions that map the position, velocity, and acceleration of the USV to those of
the DS defined at the docking goal state. With this, the USV model can now simulate both the USV
motion as well as the DS motion.

5.5. Model fitting and verification
Verification of the box-shaped USV model involves a series of checks and controlled simulations. First,
a mesh convergence study is conducted to verify the solution produced by Ansys Aqua. Second, the
remaining unverified assumptions outlined in Section 5.2.1 are addressed. Finally, a visual analysis of
the USV motions is done to verify the model is correctly implemented.

5.5.1. Model specifications
The specifications of the box were derived from the DUS V5750 USV developed by Demcon [72],
although it should be noted that the DUS v5750 has a different shape compared to the box-shaped
USV model. Therefore, it was aimed to balanance maintaining a similar mass and keeping the overall
dimensions comparable. The specifications of the box-shaped USV are provided in Table 5.2.
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Table 5.2: General USV specifications

Description Symbol Value
USV length Lusv 5m
USV width Wusv 1.5m
USV height Husv 1.3m
USV draft ddraft 0.3m
USV Distance CG to CO rddg [0, 0]m
USV Distance CB to CO rddb [0, 0.15]m
USV mass musv 2306kg
USV inertia around y-axis Iy,usv 5412kgm2

5.5.2. Ansys Aqua mesh convergence study
A mesh convergence study was conducted to assess the stability and accuracy of the RAOs obtained
from Ansys Aqua. The goal was to determine if the RAOs converge to a consistent plot and remain rel-
atively unchanged as the element size of the mesh is varied. This analysis helps identify any potential
inaccuracies in the solution and ensures that the obtained RAOs are reliable.

To compute the RAOs, a wave period range must be selected for evaluation. In the case of the sea
states defined in Section 3.4.3, the wave period ranges from 3.5 to 10.5 s. For regular waves, the USV
will have a motion response with the same periods. However, for irregular waves, some wave energy
will also be present at smaller periods. Therefore, it is important to calculate the RAOs for these periods
as well. As the wave energy shifts to higher frequencies for smaller waves in the JONSWAP spectrum
[33], sea state 1, has the most energy at small wave periods. By integrating the wave energy density
spectrum it was apparent that only 0.26 % of the total wave energy is present in the period range of
0 − 1 s. For the largest wave of sea state 12, almost no energy is present after 30s. Therefore, it is
chosen to evaluate the RAOs for a period range of 1 − 30 s. The obtained RAOs of the box-shaped
USV for different mesh sizes are presented in Figure 5.2.

Figure 5.2: The RAO of the boxed-shaped USV for evaluated for different mesh sizes.
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Figure 5.2 shows that the RAO solution for the different mesh sizes is quite similar, indicating good
convergence for these values. However, some variations are observed in the phase plots at small
periods. This may be caused by under-sampling at these periods as the data points for the different
mesh sizes are not taken at the exact same intervals. Additionally, it is possible that the solution is not
converged at these smaller periods.

Despite the observed variations in the phase plot at small periods, the low RAO gain at these fre-
quencies suggests that the motion response of the USV at these periods is small and is dominated
by other irregular wave components. Additionally, considering that 90 % of the wave energy in sea
state 1 exists above a period of 2.5 seconds, the motion response of the USV at these small periods
is assumed to be negligible.

Moreover, the solution seems to be converged for most of the desired period range, therefore, the
obtained RAOs are accepted. As a result, the RAO obtained using a 10 cm mesh is exported to Python
and utilized in the simulation.

5.5.3. USV small rotation assumption
The assumption that the body fixed frame {d} will only rotate small angles from the {s} frame (Assump-
tion 1) is verified by checking the maximum pitch angle of the USV at each sea state, as shown in Table
5.3. Table 5.3 shows the maximum obtained angle of the USV for each of the sea states. All maximum
pitch angles are within the small angle assumption limit of 11.5◦.

Table 5.3: The maximum angle of the USV at the different sea states for regular waves.

Sea state 1 2 3 4 5 6 7 8 9 10 11 12
Maximum Angle [◦] 4.7 5.3 5.3 6.1 7.4 9.0 9.4 9.0 9.2 9.6 10.0 10.8

5.5.4. Scout-USV multibody interaction verification
To verify Assumption 4 that the wave forces acting on the AUV and the USV are decoupled, a multi-
body hydrodynamic diffraction study was conducted in Ansys Aqua. Two multibody scenarios were
constructed, in which the Scout was located closely underneath the USV at two different depths of 1
m and 2 m, as shown in Figure 5.3. In order to access if wave forces acting on the two vehicles are
independent of each other, the following tests were done to observe the differences in RAOs:

• The Scout is tested individually at depths of 1 m and 2 m without the USV.
• The USV is tested without the presence of the Scout.
• The USV and the Scout are tested together, with the Scout located at a depth of 1 m and 2 m.

Figure 5.4 displays the Lobster Scout’s RAOs at different depths, both with and without the USV. Figure
5.5 depicts the RAOs of the USV both with and without the Scout at various depths.

Figure 5.3: The multibody scenario, the Scout is positioned underneath the USV at a depth of 1 m and 2 m.
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Figure 5.4: The RAO of Lobster Scout at different depths with and without the presence of the USV above the Scout. The blue
and black lines overlap as well as red and green lines.

Figure 5.5: The RAO of the boxed-shaped USV with and without the presents of the Scout underneath the USV at different
depths.

From Figure 5.4 it is clear that the RAOs for the Scout do not change significantly due to the presence
of the USV. Furthermore, the surge and heave RAOs and the pitch gain for the USV also show no
significant change. However, it can be seen that the pitch phase of the USV is significantly impacted
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by the presence of the Scout. This was not investigated further, therefore, it remains unclear whether
this results from inaccuracies of the solution or that this results from the coupling of wave forces.

5.5.5. Visual analysis
In order to evaluate whether the USV model is correctly implemented in Python, the motion obtained
in the simulation was visually compared to the pressures and motion result of Ansys Aqua (further
explained in Appendix C). The USV has been initialized at xnna = 0.0 m, 3.0 m, 6.0 m, 10.0 m. The
other states are then automatically calculated. Figure 5.6 shows an example of the motion of the USV
in the Python animator versus the pressures and motions result of Ansys Aqua for the same period
amplitude combination. By initializing the USV at different surface coordinates (znnd = 0 m), it was
confirmed that the USV:

• The overall motion of the USV is correct.
• The USV moves with approximately the correct amplitude.
• The USV takes into account the phase of the wave.
• The DS moves correctly underneath the USV.

(a) Python animator. The red box represents the USV, the gray forks
represent the cradle forks, the {d} frame and the {g} frame are shown

underneath each other

(b) Ansys pressures and motions result

Figure 5.6: USV motions for T = 3.37 s, ζa = 0.25 m at approximately the same phase angle.

Figures 5.7 display the USV response to regular and irregular waves, respectively. The clickable QR
codes next to each sub-figure link to an animation showing the Scout’s response.

(a) USV response to a regular wave disturbance.

 

 

Animation

(b) USV response to an irregular wave disturbance.

 

 

Animation

Figure 5.7: Motion response of USV model.

5.6. Conclusion
The objective of this chapter was to develop a model capable of simulating the motions of the USV and
the DS in North Sea waves. The main contributions of this chapter are:

https://drive.google.com/file/d/1jMUxpy_2edhQlDwcwX-F5QFBqqGDvJgm/view?usp=sharing
https://drive.google.com/file/d/1xFwPxwf6q22CpFFdtaCy4q_niwFg6ZOu/view?usp=sharing
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• It was found that the USV can bemodelled using a linearmass-spring-dampermodel. An overview
of the kinematic and kinetic equation governing the motion of the USV was given.

• It was found that obtaining radiative and diffracting forces is challenging, which led to the use of
Ansys Aqua to compute the motion RAOs. These motion RAOs were used to simulate the motion
response of the USV to regular and irregular North Sea waves.

• The pose velocity and acceleration of the docking goal state located at {g} with respect to the
USV body-fixed frame {d} was obtained using various transformations.

• Finally the model was verified. A mesh convergence study was done for Ansys Aqua, to verify
that the numerical solution is accurate. The critical small rotation assumption required for linearity
was verified and it was verified that interaction due to wave diffraction between the scout and the
USV was minimal. Finally, it was visually confirmed that the motion response of the USV was
correct for both regular and irregular waves.

One of the main limitations of the USV model of the DUS V5750 USV developed by Demcon [72] is
approximating it as a simple box, resulting in inaccurate motions. Furthermore, there remains some
uncertainty that the wave forces acting on the USV and the Scout are indeed mostly decoupled, which
is required for the validity of the model. Future research can address these limitations.

This chapter also completes the answer to the research question How can the vertical docking sys-
tem be modelled?. The ocean conditions were limited to waves and modelled using linear velocity
potential wave theory. The Lobster Scout was modelled using a sea-keeping AUV model. The USV
was modelled as a free-floating box which dimensions were roughly based on the DUS V5750 USV [72]
using a linear mass-spring-damper model. Finally, the USV motions could be transformed to obtain
the motions of the DS.



6
Docking performance

To determine to what extent a vertical docking approach of the Lobster Scout to a USV is viable in
rough seas, it is crucial to determine the definition of a docking attempt and how to evaluate docking
performance. This evaluation method is important in later chapters for determining the effectiveness
of vertical guidance methods and investigating the influence of navigation parameters on docking per-
formance. Therefore, the objective of this chapter is to define a performance evaluation method of the
vertical docking approach. The main research question to be answered in this chapter is:

How to evaluate vertical docking performance?

Figure 6.1 provides an overview of the performance evaluation method. The AUV state and the DS
state are required inputs to evaluate the vertical docking performance. A probability distribution method
is used to evaluate docking performance. The evaluation outputs are an indication of the maximum
operational sea state and the annual operational up-time of the AUV-USV combination given for a given
DS design, GNC method, and required success probability.

Maximum operational
sea state

Docking probability
distribution method  

AUV state:
pose:        
velocity:    

input outputmodel

DS goal state:
pose:       
velocity:   

Python

Operational uptime

Figure 6.1: An input-output diagram of the docking performance evaluation method.

This chapter is structured as follows: Section 6.1 describes a successful docking attempt in reality.
Based on this description, Section 6.2 discusses several docking performance evaluation methods, and
the probability distribution based evaluation method is selected for this thesis. Section 6.3 elaborates
on this method and finally, a conclusion is drawn in Section 6.4.
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6.1. A successful docking attempt in reality
In reality, a successful dock can be defined as the engagement of the latching mechanism to lock the
AUV in the DS without causing damage to either in the docking process. However, the latch mechanism
can only engage if the relative error between the latch mechanisms on the AUV and the DS falls within
a predefined maximum error margin. Furthermore, since the latching action is not instantaneous, the
AUV needs to maintain this error margin for a certain amount of time to allow the latch to properly lock.
Finally, to avoid any damage to the system, the AUV must not crash into the DS or the USV during the
docking process.

The cradle capture mechanism as discussed in Section 2.3.5, can facilitate the alignment of the AUV
with the latch, thereby reducing the required accuracy of the AUV controller for successful docking.
Damping material can be attached to this cradle to dissipate the impact energy during entry. The cra-
dle forks then guide the AUV to the latch, thereby gradually decreasing the relative surge and heave
errors between the latch mechanisms. Finally, a small relative pitch angle between the AUV and the
DS is diminished as the AUV makes contact with the bottom of the cradle after which the AUV is locked.

6.2. Evaluation methods for docking success probability
The objective of any docking system is to obtain the largest docking success probability. This section
evaluates three methods for defining a docking attempt and for evaluating the dock success probability.
Ultimately, the probability distribution-based method was selected.

6.2.1. Docking success probability
The performance of the vertical docking approach is measured by the sea state it can successfully dock
in, which is an important indicator of the AUV-USV combination’s operational employability. However,
docking success is assumed to be probabilistic, as both the irregular wave model (Chapter 3) and the
navigation model (Chapter 8) contain random variables. A sufficiently large sample size is necessary to
confidently estimate the probability of successful docking for any vertical GNC method. Consequently,
a significant number of simulations are required to obtain the docking success probability across a wide
range of methods and scenarios.

6.2.2. Binary success conditions method
One approach to defining a docking attempt is to establish a set of binary docking conditions. An
estimate of the success probability can be obtained by the ratio between successful docks and failed
docks over a certain simulation sample size.

Single condition method A single condition for defining a successful docking attempt is when the
AUV enters the capture aperture. The capture aperture is modelled with tolerance margins around the
docking goal state, and reaching the goal state within these margins is necessary for a successful dock.
Several studies on docking have used this as the only condition for success [79, 20, 73].

Set of conditions method A set of binary success conditions can be used to more accurately model
a successful dock in reality. An example of such a set is given below and illustrated in Figure 6.2, where
the moment of latching is considered the moment of success:

• Docking error condition The latch mechanism is capable of locking the AUV only within a spe-
cific tolerance space, which can be modelled using a similar tolerance condition as before.

• Impact condition The system is damaged if the impact force is too large [15]. A successful dock
requires that the impact force of the dock should not exceed the maximum allowed impact force.

• Latch time condition The locking mechanism does not close instantaneously. A successful dock
requires that the AUV should remain within the error margins for a minimum time duration.
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Docking error

Impact

Latch time

Figure 6.2: The docking conditions visualized

Evaluation The two binary condition methods described above can be used to closely approximate
a real successful docking attempt. However, a major limitation of defining a docking attempt based on
binary conditions is that it leads to an unmanageably large number of simulations. The success proba-
bility of a vertical docking method is highly dependent on the strictness of the binary conditions, which is
directly related to the exact design of the cradle DS. Therefore, using this method to determine to what
extent vertical docking is viable in rough seas would require to evaluate a range of DS designs. Run-
ning simulations for this additional dimension across a broad range of methods and scenarios makes
this an unsuitable approach for vertical docking evaluation.

To demonstrate the unmanageable number of simulations required, consider a sample size of 60, nec-
essary to obtain a reliable success probability estimate for a single scenario. For a single DS design,
the number of scenarios can be estimated as 12 sea states, multiplied by 100 GNC methods with
varying parameters, resulting in a total of 60 ∗ 12 ∗ 100 = 72000 simulations. Each simulation requires
approximately 10 seconds to run on the author’s laptop, therefore, to evaluate each DS design, it would
take a total of roughly 200 hours of simulation time. This indicates it becomes impractical to evaluate
multiple DS designs. To address this, future research could utilize more powerful cloud computing or
cluster computing resources available at the Delft University of Technology, as well as further run-time
optimization of the program.

An additional problem with the second method, which takes the moment of latching as the moment
of success, is that the impact dynamics that result from the cradle’s ability to align the AUV with the
latch should be taken into account, which are challenging to model [86].

6.2.3. Entry quality score method
In [16], a different method for evaluating docking is presented, which compares various docking guid-
ance methods in ocean currents. Unlike binary success conditions, this method uses a continuous
docking quality score to evaluate performance. The quality score is calculated using a weighted sum
of the AUV’s momentum loss during entry, resulting from collisions with the DS, and the deviation of
the entry pose from the ideal pose. The docking success probability can be determined by setting a
threshold for the entry quality score.

Evaluation The main advantage of this method is that it enables a straightforward comparison of the
performance of different docking GNC methods using a single quality score. However, a limitation of
this approach is that it still necessitates modelling the impact dynamics, which can vary depending on
the cradle design. Similar to the binary condition method, this equates to approximately 200 hours of
simulation time per DS design. Furthermore, although the simplicity of using a single score is conve-
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nient for comparison purposes, it may result in a loss of nuance regarding the actual success probability,
given that the weights used to calculate the quality score are chosen arbitrarily.

6.2.4. Probability distributions method
In this method, illustrated in Figure 6.3, the definition of a docking attempt is defined as the moment
when the AUV enters the capture mechanism at the capture aperture (zgag = 0). It is assumed that
given favorable entry conditions, the capture mechanism can align the AUV with the latch, thereby
eliminating the need to model the latch or impact dynamics of the dock. The impact is evaluated based
on the relative kinetic energy of the DS and the AUV while crossing the capture aperture, instead of
the momentum loss or impact force.

In order to directly relate the performance of a vertical docking approach to the success probability,
the docking surge error xgag, pitch error θgag, and relative kinetic energy Kdock are recorded over multi-
ple docking attempts and fitted with a suitable probability distribution. The probability of a successful
dock for any DS cradle design can now be efficiently evaluated by calculating the ratio between the area
under the distribution curve that falls within the cradle capture limits and the total area of the distribution.

To the best of the author’s knowledge, this method has not yet been utilized in the field of docking.

Figure 6.3: The docking performance visualized

Evaluation This method has several advantages. The key advantage is that the success probability
of any cradle design can be determined by obtaining the docking probability distribution for each GNC
method. This reduces the number of simulations needed to compare different DS designs significantly,
as it will only take approximately 200 hours of simulation to evaluate the success probability for all DS
designs.

A limitation of this method is that it relies on the assumption that the capture mechanism can align
the AUV with the latch under favorable entry conditions, which will not always be true in practice [37].

Conclusion It is required to evaluate a range of DS designs to determine to what extent vertical
docking is viable in rough seas, as the DS design significantly impacts the docking success probability.
The probability distributions method was chosen mainly because it requires only an estimated 200
hours of simulation time to evaluate all DS designs over a range of scenarios, in contrast to 200 hours
per DS design for the binary conditions method and the entry quality score method.



6.3. Probability distribution based performance evaluation 69

6.3. Probability distribution based performance evaluation
This section provides further explanation of the probability distribution-based evaluation method.

6.3.1. Docking attempt registration
A docking attempt should be registered when the heave error zgag between {a} and {g} is zero and
should then record the surge error, pitch error, and kinetic impact energy. The error vector ηgag between
the AUV state and the goal state in the {g} frame is given by:

ηgag = Rgn(θ
n
ng)(η

n
na − ηnng). (6.1)

The kinetic impact energy is defined as the kinetic energy between the goal state and the state of the
AUV when zgag = 0. The kinetic impact energy is given by:

Kdock = 0.5(νana − νang)
TMRB(ν

a
na − νaag), (6.2)

where νana and νang are the velocities of the AUV and the docking goal respectively expressed in {a},
and MRB is the generalized inertia matrix of the AUV described in Chapter 4. Note that the added
mass of the AUV is not considered in this definition of kinetic impact energy.

Through visual observation and by recording and evaluating zgag for 200 simulations, it is confirmed that
the docking attempts are correctly registered when the Scout crosses the line located at the capture
aperture of the dock. Figure 6.4 displays a snapshot of this moment and the corresponding animation
can be seen by scanning or clicking the QR code.

Figure 6.4: A snapshot of the AUV at the moment of entering the capture aperture.

 

 

Animation

6.3.2. Shapes of the docking probability distributions
In order to determine the shape of the probability distribution for surge error, pitch error, and kinetic
impact energy, a large sample of 200 simulations was collected over a range of sea states. These
simulations utilized irregular waves and position control (Section 7.2.1). Figure 6.5 presents this data
in histograms and presents the fitted probability distributions to this data.

https://drive.google.com/file/d/1EURn_yTp8az4gBwbms9lRF4Wp3DYtm8h/view?usp=sharing
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(c) Kinetic impact energy, represented by a gamma distribution.

Figure 6.5: The docking probability distributions for 200 docks at sea state 4. The data is represented in a histogram
consisting of 30 bins. The 95 % confidence interval is displayed below the zero probability density line.

Figure 6.5a and Figure 6.5b show that the surge error and pitch error dataset are well fitted with a
normal distribution N(µ, σ), where µ is the mean and σ is the standard deviation. The dataset of the
kinetic impact energy shown in Figure 6.5c is better captured by a gamma distribution G(α, β), where
α is the shape parameter and β is the scale parameter. This is because the kinetic impact energy can
only be larger than zero and is a function of the squared relative velocity between the AUV and the goal
state. For the gamma distribution, the mean and the standard deviation are calculated as:

µ = αβ, σ =
√
αβ2. (6.3)

In conclusion, the normal distribution is a good fit for the data sets on the docking surge error and the
docking pitch error, while the gamma distribution provides a good fit with the kinetic impact energy.

6.3.3. DS design based on confidence interval
In the previous section, the shapes of the docking probability distributions were determined, which can
be used to obtain the requirements of a cradle DS design for a given guidance method, based on
the desired sea state with a desired confidence interval. In this study, a 99.7% confidence level was
deemed acceptable, which indicates that 997 out of 1000 docking attempts will succeed. This choice
is supported by a brief economic analysis.

Let’s consider a hypothetical scenario where the AUV-USV combination is heavily utilized, requiring
3 docks per day, and the AUV has a return of investment time of 20 days. All three docking criteria,
the docking surge error, the docking pitch error, and the kinetic impact energy need to be met for a
successful dock. When failures for each criterion are assumed completely independent from the other
criterion, with a 99.7% confidence interval for each of the docking criteria, at most 9 failures per 1000
docks will occur. Under this scenario, a failed dock occurs on average once every 37 days of operation.
In a conservative scenario, where it is assumed that a failed dock also results in the loss of the AUV,
so options such as aborting and reattempting a docking procedure are not considered, a 1.85x return
of investment is expected on the AUV. While an environmental impact assessment in addition to a
thorough economic analysis is required, this supports the choice for a 99.7% confidence interval.
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The cradle DS requirements for a given guidance method can be designed based on a desired confi-
dence interval. Let’s say an DS designer is given the task to build a DS according to a 99.7 %confidence
interval up to sea state 4 using pose target state control (Section 7.2.1). The confidence intervals for
this scenario are shown in Figure 6.5 and set the following requirements to the DS design:

• The capture aperture of the DS along the surge direction needs to be larger than [−0.63, 0.52] m.
Taking the largest magnitude, the capture aperture must be 1.26 m.

• The capture aperture needs to align pitch errors between [−9.6, 8.3]◦ Taking the largest magni-
tude, the capture aperture must align docking pitch errors of around ±10◦.

• The kinetic impact energy that must be safely dissipated without damage by the DS is 26.3 J.

6.3.4. Vertical docking viability
This section describes how to relate the obtained probability distributions to the viability of the vertical
docking approach for a given GNC method.

Maximum operational sea state Given a particular DS design, GNC method, and a minimum re-
quired success probability, the maximum operational sea state is determined. For the cradle-type DS
shown in Figure 2.13, a surge aperture of 1 m, a pitch aperture of ±15◦ and the ability to dissipate
up to 30 J (|vaag| ≈ 0.7 m

s ) of kinetic energy without damaging the DS or the AUV seems realistic. In
this study, this DS design is used to compare the maximum operational sea state for each of the GNC
methods in Chapters 7 and 8. The maximum operational sea state for this DS is obtained by ensuring
that all 99.7 % confidence intervals lie within these constraints. This means that when the AUV-USV
combination is operational at this sea state, less than 9 docks per 1000 attempts will fail.

Operational up-time Statistical sea state data is used to relate the maximum operational sea state
to the actual operational uptime of the AUV-USV combination in the North Sea. Figure 6.6 presents
the number of occurrences of significant wave heights observed throughout 2017 in the Alpha Ventus
Offshore Wind Farm located in the North Sea. The uptime percentile for the defined sea states in
Table 3.2 is indicated in the legend [8]. While the significant wave height statistics vary across different
geographical areas in the North Sea, this figure is used to obtain an estimate of the operational uptime
of the USV-AUV combination, given an achieved maximum operational sea state. For instance, for a
maximum operational sea state of 6, the AUV-USV combination can operate 82.7 % annually
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(a) Significant wave height occurrence in Alpha Ventus Offshore Wind Farm in the year 2017
[8]. The uptime percentile is also shown for the sea states from Table 3.2.

(b) Location of Alpha Ventus Offshore
Wind Farm, Image from [80].

Figure 6.6: The operational uptime related to the significant wave height occurrence in the North Sea.
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Effectiveness benchmark Ideally, the ability to dock the AUV after returning from a mission does
not limit the operational employability of the USV. Therefore, the operating limit of the USV serves as
a good comparison benchmark for the effectiveness of the vertical guidance methods.

As detailed in Section 2.3.3, the USV in this thesis was roughly modelled based on the specifications
of Demcon’s DUS V5750 USV [72]. This particular USV was developed specifically for operating at
challenging offshore environments and is capable of surveying up to a significant wave height of 4.5 m.
Sea state 8 with a significant wave height of 4.85 m just exceeds the operating limit of this USV and
thus serves as a good comparison benchmark for the effectiveness of the vertical guidance methods.
The motion of the USV and the irregular waves can be seen by clicking or scanning the QR code.

 

 

Animation

6.3.5. Sample size
A sample size should be determined such that the docking probability distributions of the sample ac-
curately reflect the docking probability distribution of the population. Determining the sample size is a
trade-off between simulation time and the statistical power of the study.

To determine the sample size, a large number of simulations have been run over a range of sea states
using pose control (Section 7.2.1). It was assumed that 200 simulations per sea state would be a suf-
ficiently large sample size to accurately represent the population. Three smaller samples were then
obtained from this larger sample, first, by randomly selecting a subset of data points, second, by se-
lecting based on a regular interval, and third, by taking the first X number of data points. The effect
size, which is a metric to indicate statistical power, was then determined using Cohen’s d test for each
of the three samples [13]. Cohen’s d test is given by:

d =
µ1 − µ2

s
, (6.4)

s =

√
(n1 − 1)σ2

1 + (n2 − 1)σ2
2

n1 + n2 − 2
,

where µ1, σ1 and n1 are the mean, the standard deviation, and the sample size of the large sample
respectively, while µ2, σ2 and n2 are the corresponding quantities for the three small samples. Further-
more, s is the pooled standard deviation.

A d value smaller than d < 0.2 is considered a small effect size which means that the normal distri-
butions mostly overlap, which indicates significant statistical power. Increasing the sample size of the
small samples tends to decrease the d value. In this study, the sample size was increased until all
samples had a d value of less than 0.2 across the entire range of sea states. Figure 6.7 shows the
values of the Cohen’s d test for a sample size of 60. All d values across all distributions, except one,
were less than 0.2, indicating that the sample size was sufficient. The one exception had a d value that
was only slightly larger than 0.2 and was therefore deemed acceptable.

While this statistical power analysis is by no means extensive, it provides some support for the sample
size. Time considerations are also a factor as the current simulation time will already reach approx-
imately 200 hours as briefly explained in Section 6.2.4. The goal of this study is to obtain an initial
performance indication of the vertical docking approach and is of a more exploratory nature. Therefore
the focus of this study lies on identifying large effects while identifying small effects is of less importance.
This sample size of 60 is therefore deemed sufficient.

https://drive.google.com/file/d/1wXgAGEtQa3LHLadHCtqH4U2BFwB2Bfjl/view?usp=sharing
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(a) Surge error. (b) Pitch error.

(c) Kinetic impact energy.

Figure 6.7: Results from the Cohen’s d test for the three samples.

6.4. Conclusion
This chapter started with the research question ’How to evaluate vertical docking performance?’ A
novel probability distribution method was developed to estimate the success probability of a vertical
docking approach. This method defines a docking attempt as the moment when the AUV enters the
capture mechanism. For a particular GNCmethod, the docking probability distributions of the key dock-
ing entry metrics are obtained. In a 2D setting, these metrics include the docking surge error, docking
pitch error, and the kinetic impact energy.

Using these distributions, the viability of vertical docking is quantified in terms of maximum opera-
tional sea state and operational uptime. The maximum operational sea state is determined for a given
DS design, GNC method, and required success probability. The operational up-time of the AUV-USV
combination in the North Sea can then be estimated using sea state statistics. Finally, based on the
operating limit of Demcon’s DUS V5750 USV [72], sea state 8 was identified to serve as a good bench-
mark for comparing the effectiveness of vertical GNC methods.

A limitation of this method is that it assumes that the capture mechanism can always align the AUV with
the latch under favorable entry conditions, which may not always be the case. Moreover, the chosen
sample size limits the statistical power. Future research should address these limitations.

This chapter contributed to the literature by introducing the docking probability distribution method to
determine docking success probability. To the best of the author’s knowledge, this method is not yet
been utilized in the field of docking. This method also contributes to the next chapter, in which effective
vertical guidance and control methods are identified.



7
Vertical docking guidance and control

Current horizontal docking approaches to an USV have only seen limited success at rough seas, re-
sulting in operational employability of the USV-AUV combination. The vertical docking approach to an
USV can possibly increase the sea state at which AUVs can dock to a USVs by leveraging wave phase
synchronization. The objective of this chapter is to determine effective vertical guidance methods and
control methods to dock the Lobster Scout to an USV at large sea states. The research question to be
answered in this chapter is:

What are effective vertical guidance and control methods for the Lobster Scout?

Figure 7.1 provides an overview of the guidance and control methods. In general, a guidance algo-
rithm takes as input the estimated states of the USV, the AUV, and the DS and using a controller,
outputs the control forces and moments τ acontrol that steer the AUV along the path to the DS.

Python

input outputmodel

estimated state Scout
position:         
velocity:         
acceleration:  

estimated docking
goal state
position:         
velocity:         

acceleration:   

estimate state USV
position:         
velocity:         
acceleration:  

guidance algorithm
reference waypoint

control algorithm

control forces: 

Figure 7.1: an input-output diagram of the guidance module

One of the main assumptions in this chapter is that the state estimates of the AUV, USV, and DS
equal their true states. In other words, perfect navigation with perfect state measurements is assumed.
This chapter serves as a baseline for the next Chapter 8, where the effect of noisy measurements is
investigated.
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Approach To obtain effective vertical guidance methods, the following approach was used:

1. Select guidance methods A number of docking guidance methods are evaluated for applica-
bility to vertical docking. Target state guidance, polynomial prediction, and kinematic prediction
methods were selected.

2. Develop vertical guidance methods The selected guidance methods are adapted and tuned
for vertical docking and their implementation was verified.

3. Obtain docking distributions The docking probability distributions were obtained for each of the
selected guidance methods over a range of sea states.

4. Compare guidance methods Based on the obtained probability distributions, the 99.7 % confi-
dence interval was used to compare the performance of different guidance methods.

5. Determine guidance method effectiveness The maximum operational sea state and opera-
tional uptime for all vertical guidance methods, given the DS described in Section 6.3.4, was
obtained and compared to the effectiveness benchmark of sea state 8.

Only the irregular North Sea wave model was considered as the regular waves model does not repre-
sent realistic wave motion. The sea state definitions used in this thesis were outlined in Table 3.2, which
are reiterated in Table 7.1. This table also includes the operational uptime percentage as outlined in
Figure 6.6a.

Table 7.1: Sea states definitions used in this thesis

Sea state 0 1 2 3 4 5 6 7 8 9 10 11 12
H 1

3
[m] 0.0 0.5 0.65 0.8 1.1 1.65 2.5 3.6 4.85 6.1 7.45 8.7 10.25

T̄ [s] 1.0 3.5 3.8 4.2 4.6 5.1 5.7 6.7 7.9 8.8 9.5 10.0 10.5
Uptime [%] ≈ 0 7.9 14.8 22.7 36.7 59.4 82.7 93.6 98.3 ≈ 100

In Section 7.1 docking guidance methods described in the docking literature are evaluated and promis-
ing methods are selected for the vertical docking approach. The selected guidance methods are de-
scribed in detail in Section 7.2 and then tuned and verified in Section 7.3. The vertical guidancemethods
are evaluated at increasing sea states in Section 7.4 and these results are discussed in Section 7.5.
Finally, a conclusion to the research question of this chapter is given in Section 7.6.

7.1. Selection of guidance methods for vertical docking
Numerous guidance methods have been developed for both general AUV guidance and specifically
for AUV docking guidance, as detailed in Appendix D. However, due to project time constraints, it is
not feasible to examine all of them for vertical guidance and an informed decision must be made to
determine which guidance methods to investigate for the vertical docking approach. The evaluation
led to the selection of the target state guidance method, the polynomial prediction method, and the
kinematic prediction method.

Scenario-based selection A set of criteria has been established for this scenario to evaluate the
guidance methods which are described in Table 7.2. These criteria are used to evaluate the guidance
methods in Table 7.3. Although the implementation of different guidance methods can affect their
performance significantly, those which are clearly worse are eliminated.
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Table 7.2: Evaluation criteria for vertical docking guidance methods

ID Criteria Justification
C1 Good ability to deal with horizon-

tal disturbances
Dealing with currents and waves.

C2 Good ability to deal with vertical
disturbances

Dealing with waves.

C3 Less navigation information re-
quired

A more complex and expensive navigation system
is required to obtain more state information.

C4 Good ability to dock with an
under-powered AUV

At large sea states, the AUV will likely be underpow-
ered. Smart guidance methods can compensate for
this lack of power.

C5 Less computational time Surface docking is a dynamic scenario, the guidance
path will have to be updated many times. As such,
less costly guidance methods are preferred.

C6 Good final alignment The AUV has to match the docking state exactly at
the final moment. While the cradle can help with fi-
nal alignment, the guidancemethod shouldminimize
docking errors.

Table 7.3: Evaluation of the guidance methods. A score is given from +, o, -

C1 C2 C3 C4 C5 C6 Total
Local methods
Line of Sight (LoS) [37, 22, 87, 46, 64, 57] - o + - + - -
Proportional Navigational Guidance (PNG) [53, 37, 84] - o + - + - -
Pure pursuit [84, 16, 58, 20] - o + - + - -
Cross-track [49, 35, 55, 38] - o + - + - -
Touchdown alignment [60, 16] - o + - + o o
Crab angle [84, 58, 16, 20] o o - o + - -
Side-slip [59, 16] o o - o + o o
Sliding path [62, 16] o o - o + o o
Target state [6, 83, 88] + + o - + + 3+
Fuzzy controller based [73] - o + - + - -
Artificial potential fields [63] o o o - - + -
Lyapunov-controller [9] + + o - + + 3+
Global methods
Graph search [11] o o o - - + -
Probabilistic sampling-based [68] o o o - - + -
Predictive methods
Adaptive Neuro-Fuzzy Interference System (ANFIS) [75] + + o + - + 3+
Model Predictive Control (MPC) [79, 67] + + o + - + 3+
Grey model prediction [83] + + o o o + 3+
Kinematic prediction + + o o o + 3+
Polynomial prediction + + o o o + 3+

Evaluation local methods the Line of Sight (LoS), Proportional Navigational Guidance (PNG), pure
pursuit, cross-track guidance methods and touchdown alignment methods, along with the crab angle,
touchdown-alignment, side-slip, and sliding path methods are primarily intended for cruising AUVs and
not well suited for a hovering AUV such as the Lobster Scout. This is because these methods would
only use the side thrusters of the Lobster Scout in a vertical approach orientated horizontally. While the
crab angle, touchdown-alignment, side-slip, and sliding path do compensate for currents, they would
require direct information about the water velocity and are still not effective at handling highly dynamic
disturbances.
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The application of artificial potential fields is generally less suitable for highly dynamic systems that in-
volve moving obstacles [63], which makes them less well-suited for this scenario. The fuzzy controller-
based approach, as described in [73], would not be effective because it would only utilize the side
thrusters of the Lobster Scout. Although it was not investigated in this thesis, the fuzzy controller itself
may be used in combination with a different guidance method.

Target state guidance received a high score as it is expected to deal well with both horizontal and
vertical disturbances in a highly dynamic environment, by making use of all thrusters, and is expected
to result in accurate final alignment with the DS. This makes it a promising method to explore further.
Additionally, Lyapunov-based guidance, as utilized in [10], has potential for success, but its implemen-
tation is similar to target state guidance and therefore received a comparable score.

Evaluation global methods Global methods received an average score due to their inability to pre-
dict or compensate for currents or waves and high computational demands. In a highly dynamic en-
vironment where the path must be updated frequently, they are less suitable because they require a
significant amount of computational time and do not scale well with the number of considered system
states. Global methods are more generally applicable for planning, and can plan around obstacles.
This can be used to avoid a NFZ of the USV, for example near the thrusters, however, this is mostly
irrelevant as discussed in Section 2.3.6.

Evaluation predictivemethods The previously evaluated guidancemethods steer the Lobster Scout
towards the current estimated state of the DS, but in a highly dynamic environment, these methods can
fall behind as the DS moves while the Lobster Scout is approaching it. Predictive guidance methods
offer a solution to this by predicting the future motion of both the Lobster Scout and the docking station,
allowing the Lobster Scout to anticipate and adjust its approach accordingly (as illustrated in Figure 7.2).
Overall, these methods have the potential to produce good results and are worth further exploration.

Figure 7.2: Predictive guidance visualized

Final selection The evaluation based on the established criteria has narrowed down the set of guid-
ance methods to target state guidance and a number of predictive guidance methods. However, due
to the large number of options, further selection was necessary. Using the criteria of simplicity to allow
for quick implementation and fast initial results, the author has selected:

• Target state guidance method
• Kinematic prediction guidance
• Polynomial prediction guidance

To the best of the author’s knowledge, the polynomial prediction method and the kinematic prediction
method have not yet been used in the docking literature, making them interesting to investigate.
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The remaining guidance methods are considered for future research. Model Predictive Control (MPC)
would be interesting since it is widely used and effective in various vehicle control schemes. While the
author has attempted to implement anMPC usingMPCPython packages (e.g. do-mpc [41] and pyMPC
[23]), this was not successful as they require significant reformulating of the optimization problem such
that these packages were implementable. Particularly the fact that the future states of the goal state
were unknown resulted in issues. Due to time constraints, this was not feasible within the project. Fur-
thermore, the Adaptive Neuro-Fuzzy Interference System (ANFIS) method required significant effort to
understand fully before implementation, which was also not feasible within the project time frame.

7.2. Detailed description of selected vertical guidance methods
In this section, the selected guidance methods are described in detail and adapted for vertical docking.

7.2.1. Cascaded vertical target state guidance
A significant advantage of a fully hovering type AUV like the Lobster Scout is that all its states are
controlled. Therefore, a promising guidance strategy is to match the dynamics of the DS, as depicted
in Figure 7.3. This matching is achieved in a cascaded manner, with each step increasing the level of
matching:

• Match position and orientation: This method only requires the AUV to know the relative pose.
• Match linear and angular velocity: In addition to the relative pose, this method also requires
the relative velocities to be known.

• Match linear and angular acceleration: The next step is to anticipate the relative acceleration
as well.

Figure 7.3: Target state guidance visualized

The following sub-sections illustrate this guidance method using the docking goal state g as the target
state. However, the same approach is adaptable to any desired target state. Moreover, this method is
combined with waypoint guidance to plan complex paths, which is described in Section 7.2.1.

Hydrostatic force feed-forward compensation
Since the model of the AUV is known, it is possible to compensate for the hydrostatic forces acting on
the AUV. This is shown in Figure 7.4. Using the estimated attitude θ̂na, the compensating hydrostatic
force is calculated as:
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τhydrocomp = −g(η̂nna) =

[
Ran(θ̂na)(f

n
g + fnb )

raag ×Ran(θ̂na)f
n
g + raab ×Ran(θ̂na)f

n
b

]
. (7.1)

Note the pitch angle is the only used estimate in this implementation, while perfect knowledge of the
buoyancy force magnitude, gravitational force magnitude, the CB and CG is assumed. This assumption
is accepted for the purpose of evaluating this method, but may lead to higher accuracy than in reality
where all quantities and vectors are estimated.

Pose control
A control scheme to match the pose of the goal frame {g} is shown in Figure 7.4. A simple PID controller
is chosen to follow the reference pose for the purpose of simplicity.

Pose PID AUV model USV modelNavigation

Hydrostatic
compensation

Figure 7.4: Pose target control scheme

If the estimated goal pose at time k is given by η̂nng,k and the estimated AUV pose is given by η̂nna,k
then the error between them is given by:

η̂nag,k = η̂nna,k − η̂nng,k. (7.2)

Since the control force should be given in the {a} frame, this vector is rotated as:

η̂aag,k = R̃an(Θ̂
n
na,k)η̂

n
ag,k (7.3)

Note that the notation of the rotation matrix is abused, as R̃na (Θ̂nna,k) is of the form:

R̃an(Θ̂
n
na,k) =

cos(θnna,k) −sin(θnna,k) 0

sin(θnna,k) cos(θnna,k) 0

0 0 1

 (7.4)

Then the derivative of the error is given by:

˙̂η
a

ag,k =
η̂aag,k − η̂aag,k−1

dt
, (7.5)

where dt = tk − tk−1. Finally, the integral of the error equals:

∫
η̂aag,kdt =

k∑
i=1

η̂aag,kdt. (7.6)

The control force in the {a} frame is then given by the following equation:

τ acontrol,k = P η̂aag,k + I

∫
η̂aag,kdt+D ˙̂η

a

ag,k, (7.7)
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where the P , I and D are the vectors that contain the PID parameters.

Finally, integral windup should be prevented and the output limits respected. Integral windup is pre-
vented by limiting the integral term to half the output limits. The output limits in this case are given by
the maximum force and moment that the Lobster Scout can produce as discussed in Section 4.4.6.

Cascaded pose and velocity control
An advantage of the pose target controller is that only pose information of the DS is required. This
lowers the complexity of the navigation system. However, the pose target controller has a number of
disadvantages:

• The velocity of the {g} frame is not matched, which may result in a large kinetic impact with the
DS.

• Less control is obtained over the velocity of the AUV. The control force resulting from the P term
of the pose PID is proportionate to the pose error. At large pose errors, the AUV will have a large
control force, resulting in unwanted high velocities and possible overshoots.

If accurate velocity information of both the AUV and the DS is available, these disadvantages can be
mitigated as the velocity can be directly controlled. This is done using Cascaded Pose and Velocity
(CPV) control as shown in Figure 7.5.

Pose PID Velocity PID AUV model USV modelEKF

Hydrostatic
compensation

Figure 7.5: CPV target control scheme

The pose PID outputs a desired velocity towards target. This desired velocity is limited by the output
limits, thus obtaining finer control over the velocity. The velocity error between the AUV and the target
state is added to this signal. The velocity of the target is then matched using a second PID stage that
converts the combined velocity target to a control force.

Cascaded pose, velocity, and acceleration control
The CPV controller only anticipates the velocity error, which may be too slow and can still result in a
large kinetic impact with the DS. When the target experiences a large acceleration due to a disturbance,
the AUV only starts producing a significant control force as the velocity error becomes significant. The
controller can anticipate quicker if it also aims to match the acceleration of the target. This control
scheme is shown in Figure 7.6.

Pose PID Velocity PID Acceleration
PID AUV model USV modelNavigation

Hydrostatic
compensation

Figure 7.6: Cascaded Pose Velocity and Acceleration (CPVA) target control scheme
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The Cascaded Pose Velocity and Acceleration (CPVA) target control scheme works as follows. The
pose PID outputs a desired velocity towards a target. This desired velocity is limited by the output limits,
thus obtaining finer control over the velocity. The velocity error between the AUV and the target state
is added to this signal. The velocity of the target can then be matched using a second PID stage that
converts the combined velocity target to a desired acceleration. If required, the acceleration towards
the target is also limited using the output limits. Finally, the acceleration error between the AUV and
the target state is added to this signal. The acceleration of the target can then be matched using a third
PID stage that converts the combined acceleration error to a control force.

waypoint management
The above discussion has limited itself to docking goal state as the target state. In order for the AUV to
follow a path, the method is well suited to be combined with waypoints guidance. The states of these
waypoints are planned using a number of assumptions:

waypoints path

• The AUV can use its INS to obtain its pose, velocity, and acceleration without relying on docking
sensors. Therefore, waypoints can be set relative to the {n} frame.

• A state estimate of the {d} and {g} frame are available at every time step. As such it is possible
to simply plan waypoints relative to these states.

Given these assumptions, a path is planned from the AUVs initial state to the goal state. This path
should result in the AUV to vertically dock. This path may improve the docking performance by planning
the waypoints strategically, gradually matching more of the docking goal states as the AUV near the
goal state. Figure 7.7 shows a guidance path with 4 intermediary waypoints.

Figure 7.7: Waypoints method for vertical docking guidance.

Waypoint switching For the intermediary waypoints, the target waypoint is shifted to the next way-
point using a simple acceptance region condition around target waypoint. This condition is given by:

|p̂nwp,i − p̂nna| < raccept. (7.8)

where raccept is the acceptance radius.

Wave cancellation waiting strategy In Chapter 3, it was explained that irregular waves are modelled
by superimposing regular wave components. It can be assumed that, at some point in the future, these
wave components will cancel each other out and the water motion becomes much calmer than usual
for that sea state. This assumption is used to improve the docking performance in irregular waves by
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having the Scout wait at the last waypoint before attempting to dock until the water motion becomes
relatively still.

While wave motion cannot be directly measured, the relative velocity between the AUV and the USV
can be measured and is used to start or abort a dock if it exceeds a certain maximum threshold. This
is implemented as follows:

1. The Scout moves along the waypoint path until the target waypoint is the last waypoint before the
dock.

2. The Scout stays at this waypoint until the relative velocity between the Scout and the USV is
below the threshold. The target waypoint is then switched to the goal state.

3. If the relative velocity exceeds the threshold while the Scout is moving to the goal state, the target
waypoint is reset to the last waypoint before the goal state.

From observing the described algorithm, it is clear that there is a trade-off between the maximum
threshold and the average time it takes to dock over multiple docking attempts. In addition, higher sea
states will increase the probability of exceeding the maximum threshold, further increasing the average
time it takes to dock. Therefore multiple thresholds are explored in Section 7.4.5.

7.2.2. Future state prediction methods
This section describes the kinematic prediction method and the polynomial prediction method.

Kinematic prediction guidance
The Extended Kalman Filter (EKF) used in the navigation model in Section 8 employs a time update that
provides a one-time step prediction to obtain a priori state estimate using a kinematic process model
and an acceleration input. The kinematic prediction guidance method utilizes this kinematic process
model and by running it sequentially, using each priori state estimate to predict the next, in order to
predict a number of time steps into the future. This method is used to predict the future state of the
AUV, and the USV. The future states of the waypoints and goal state are then predicted based on
the predicted states of the USV, and then any target state controller can be used to steer towards the
predicted waypoints. This method is illustrated in Figure 7.8.

PredictionPast

now

Figure 7.8: The kinematic prediction method visualized.

For the kinematic prediction method to work, it is required to assume future input accelerations to the
process model:

1. Future acceleration inputs are assumed to be zero.
2. Future acceleration inputs are assumed to remain equal to the last estimated acceleration.
3. Predict the future acceleration input based on the past accelerations using for example the poly-

nomial prediction method explained in Section 7.2.2
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The kinematic prediction algorithm is then shown below, where it is assumed that future acceleration
inputs remain zero.

x̂k+1|k = f(x̂k|k,uk,0), uk = 0, (7.9)
x̂k+2|k+1 = f(x̂k+1|k,uk+1,0), uk+1 = 0,

x̂k+3|k+2 = f(x̂k+2|k+1,uk+2,0), uk+2 = 0,

...

x̂k+m|k+m−1 = f(x̂k+m−1|k+m−2,uk+m−1,0), uk+m−1 = 0,

where them is the number of prediction steps, given by the prediction time tpredict divided control loop
period T .

Four factors can be varied using this method, namely the prediction time tpredict, for which vehicles
to predict, the future acceleration input assumption, and with which controller to combine it. However,
due to time constraints, it was chosen to only combine it with the pose controller. Furthermore, only
the option where future acceleration inputs are assumed to be zero is explored.

Polynomial prediction guidance
In the polynomial prediction guidance method, a set of p past state estimates is temporarily stored.
After each new state estimate, the earliest past state estimate in the temporary storage is replaced by
this new estimate. A polynomial of the nth order is then fitted through these past states to predict the
future state of the system at a certain prediction time in the future. Similar to kinematic prediction, the
target state guidance method is employed to steer the Scout towards the predicted waypoints. The
polynomial prediction method is presented in Figure 7.9.

k

PredictionPast

now

Figure 7.9: The polynomial prediction method visualized.

Five factors can be varied using this method, namely the polynomial order n, the past time horizon
tpast, the future time horizon tpredict, for which vehicles to predict and with which controller to combine
it with. However, due to time constraints, it was chosen to only combine it with the pose controller.

7.3. Tuning and verification
The performance and effectiveness of the vertical guidance methods is greatly influenced by their tun-
ing. This section focuses on the tuning of PID controllers, the kinematic prediction method and the
polynomial prediction method. Additionally, to ensure that the control forces are within the output limits
and the guidance methods behave as expected, a visual analysis of each method has been conducted.
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GNC loop frequency It is assumed that the GNC loop operates at a frequency of 100 Hz, which is
equal to the frequency of the GNC loop of the Lobster Scout [6]. Therefore, it is assumed that all GNC
calculations are performed within 0.01 s. The influence of the GNC loop frequency is not investigated
in this study.

7.3.1. Target state guidance PID tuning
First the control parameters are justified after which the docking performance is shown. Finally, the
different target guidance methods are directly compared.

Tuning evaluation scenario
To tune, evaluate and compare the target state guidance methods, a tuning scenario is been designed.
In this scenario, the Root Mean Square Error (RSME) vector between a single target waypoint and
the Scout’s true state is computed over a period of 30 seconds. The RSME vector serves as the
performance metric, where the best possible guidance method approximates the zero vector. The
RSME vector is given by:

rmse = [rmsex, rmsez, rmseθ, rmseu, rmsew, rmseq]
T (7.10)

The target waypoint used in this tuning scenario is the docking goal state shifted 1 m downward. The
Scout was initially placed in close proximity to this waypoint but not equal to it, as to severely penalize
controllers that are very slow or have no control (e.g. pure derivative control). The entire system is sub-
ject to wave disturbances. An animation of this tuning scenario can be viewed by scanning or clicking
the provided QR code.

 

 

Animation

Tuning requires many iterations, which makes it greatly beneficial to reduce the number of simula-
tions required to evaluate the RSME vector for a certain controller. As such, the tuning scenario used
regular waves and perfect navigation to eliminate all random variables, allowing each controller to be
simulated only once to obtain its RSME vector.

Pose control
Several methods were explored to obtain the pose control PID parameters for the Lobster Scout. The
objective was to tune the PID controllers aggressively, allowing for a high bandwidth frequency to
achieve good reference tracking performance and disturbance rejection.

The first method attempted was the Ziegler-Nichols rules, however, these rules resulted in significant
oscillation and were not explored further [5]. The second approach involved loop shaping to design
continuous-time PID controllers [5], which should then be converted to a discrete-time difference equa-
tion that is implementable in Python. In this approach, the Scout was approximated as a pure mass,
which is a valid approximation at low velocities, due to the low drag at low velocities and because it is
almost neutrally buoyant. Unfortunately, the author was not able to successfully convert the continuous
time PID controllers to a discrete difference equation, so this method was also abandoned.

The third method involved manual tuning of the PID parameters using general rules of thumb, pre-
sented in [5]. The resulting manually tuned PID controller parameters are given in Table 7.4.

Table 7.4: Position PID parameters

State P I D Output limits
xn 200 3 159 [−152, 192] N
zn 150 15 15 [−68, 68] N
θ 100 10 2 [−20, 20] Nm

Although the manual controller was functional, it had a slow response, the Scout motion showed sig-
nificant oscillations and the desired control force outputs hardly surpassed the controller output limits,
indicating the performance could still be improved. This led to the fourth and final method, in which the
PID values were obtained and optimized using a brute force approach.

https://drive.google.com/file/d/1Zm-pszRApOmUhMW9YVXJCx85THFaZ79v/view?usp=sharing
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Brute force approach To identify a PID controller using a brute force approach, a large set of PID
controllers was evaluated on the tuning evaluation scenario presented in Section 7.3.1. The optimal
PID controller was obtained with significantly fewer simulations by evaluating the surge, heave, and
pitch controllers simultaneously, which are mostly independent due to the Scout’s symmetry. Addition-
ally, the number of simulations was limited by only considering sea state 4.

Taking the surge controller as an example, the optimization objective is to minimize the sum of the
surge RSME and the velocity RSME over a time period of 30 seconds. The best heave and pitch
controllers are obtained in a similar fashion, where all objectives are shown below.

min
Px,Ix,Dx

rmsex + rmseu, (7.11)

min
Pz,Iz,Dz

rmsez + rmsew,

min
Pθ,Iθ,Dθ

rmseθ + rmseθ

An initial set of 1000 different PID controllers was generated over a logarithmic range and evaluated,
covering all combinations of 10 P values, 10 I values, and 10 D values, as presented in Figure 7.10.
The initial search resulted in highly responsive controllers, as presented in Figure 7.15b. Although a
second focused search could be done to further refine the controller with a more narrow range of PID
values centered around the best PID controller from the initial search. This will likely only result in minor
improvement, which was observed in earlier brute force searches. Therefore, the controller obtained
from the first search was selected. Its parameters are found in Table 7.5.

Figure 7.10: The first search with an initial set of 1000 different PID controllers was generated over a logarithmic range. The
best performing PID controllers are highlighted.

Table 7.5: Brute force pose PID parameters

State P I D Output limits
xn 2738.42 0 630.96 [−152, 192] N
zn 5011.87 3.16 0 [−68, 68] N
θ 4097.32 10 1778.28 [−20, 20] Nm
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This brute force approach provides no guarantee that the found PID controller is truly optimal and it
remains uncertain whether the optimum depends on sea state as only a single sea state was used.
Nonetheless, the performance of the brute force controller was greatly improved compared to the man-
ual pose controller, which is compared in Section 7.3.4.

CPV control
To tune the CPV control parameters, manual tuning is required as a brute force approach is not feasible.
This is because this control strategy has six instead of three parameters. If a brute force approach was
to be used to evaluate all combinations of 10 values for each control parameter, it would require testing
of one million PID controllers.

Fortunately, the Lobster Scout uses a CPV PID control strategy, which can also be applied to the
Scout model described in Chapter 4, given that this model is accurate. The results demonstrated that
the CPV parameters used for the actual Lobster Scout worked surprisingly well for the Scout model.
This outcome provides confidence that the Scout model is reasonably accurate.

Given that the reference signal for docking to an USV is constantly changing, it is desirable to de-
crease the rise time and settling time in exchange for larger control forces. Therefore, the PID param-
eters were slightly adjusted to improve the responsiveness. The corresponding PID parameters used
for this control strategy are provided in Table 7.6.

Table 7.6: CPV PID parameters

State P I D Output limits
xn 1 0 0.05 [−0.5, 0.5] m

s
zn 1.5 0 0.075 [−0.5, 0.5] m

s
θ 1 0 0.1 [−0.5, 0.5] m

s
ua 200 10 5 [−152, 192] N
wa 200 15 15 [−68, 68] N
q 60 2.5 2 [−20, 20] Nm

It is very likely that a significantly more responsive controller can be obtained with more aggressive
tuning. However, given the difficulties of manual tuning of this many parameter and time constraints,
this was not explored.

CPVA control
The CPVA PID parameters were manually tuned, as with 9 parameters per DOF, the brute force ap-
proach would require testing of a billion PID controllers. The used PID constants are provided in Table
7.7. Similar to the CPV controller, the obtained performance can probably be improved but this was
not explored in this thesis due to time constraints.

Table 7.7: CPVA PID parameters

State P I D Output limits
xn 1 0 0.05 [−0.5, 0.5] m

s
zn 1.5 0 0.075 [−0.5, 0.5] m

s
θ 1 0 0.1 [−0.5, 0.5] rad

s
ua 6 0.1 0.05 [−2.3, 2.9] m

s2
wa 6 0.1 0.075 [−0.55, 0.55] m

s2
q 6 0.1 0.1 [−0.77, 0.77] rad

s2
u̇a 60 0 0 [−152, 192] N
ẇa 80 0 0 [−68, 68] N
q̇ 20 0 0 [−20, 20] Nm
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7.3.2. Kinematic prediction tuning
The brute force approach was applicable for tuning the kinematic prediction method in order to obtain
the best prediction time tpredict and for which vehicles to predict. The brute force approach was slightly
adjusted, as the sum of the complete RSME vector was used. A linear range of 40 prediction times
between 0 and 2 seconds was explored as well as the options for predicting only for the AUV, only for
the USV, or both. The optimization objective is now given by:

min
tpredict, vehicle

rmsex + rmsez + rmseθ + rmseu + rmsew + rmseq. (7.12)

Figure 7.11 presents the results from this brute force approach. Prediction for both the AUV and the
USV is the clear winner and performs better than the pure brute force pose controller with no kinematic
prediction. However, it seems that the best prediction time is highly dependend on the sea state, as
the difference for tpredict at sea state 4 and sea state 8 is large. Based on these results, prediction for
both the AUV and the USV, seems optimal, but various prediction times will need to be explored.

Figure 7.11: Results from the brute force method to obtain the best parameters for the kinematic prediction method.

The kinematic predictions for the AUV and the USV are visualized in Figure 7.12 for irregular waves at
sea state 4, using tpredict = 1.0 s.

Observations For both the AUV as well as the USV, the kinematic predictions for the velocities are
equal to the true state, as expected when future accelerations are assumed to be zero. Additionally,
the kinematic predictions for surge, heave, and pitch are reasonably accurate, as they are similar to the
true state, but shifted earlier in time. However, the predictions tend to overestimate the future poses of
vehicles due to the zero acceleration input and the oscillatory nature of wave disturbance. Assuming
sinusoidal future accelerations might result in better predictions.

The predictions for the AUV exhibit some oscillatory behavior, which is attributed to interactions be-
tween the aggressive brute-force PID controller and the magnifying effect of the kinematic predictive
method. This creates a cycle, where a large initial error leads to a high desired control force. Since
the thruster dynamics are not modelled, the desired control force directly acts on the Scout, resulting
in a high acceleration that increases its velocity. Using 100 prediction steps for a prediction time of 1
second, the increased velocity is used to estimate the future pose of the AUV, which is then used to
control it. However, since the future poses tend to be overestimated due to the assumption that future
accelerations are zero, the error now swings in the opposite direction, leading to a large control force
in the opposite direction, thus continuing the cycle. This is also supported by Figure 7.12b for the USV,
which does not show this behavior and is also not controlled.

The oscillatory behavior could be decreased or removed by decreasing the prediction time, modelling
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(a) Predicted state of the AUV.

(b) Predicted state of the USV.

Figure 7.12: State prediction using the kinematic prediction method with tpredict = 0.5 s for irregular waves. The graphs show
the true state, the estimated state, and the predicted state.

thruster dynamics, or low-pass filtering desired control inputs. Unfortunately, due to time constraints,
this was not possible. Nonetheless, this should not impact the results significantly, as this oscillatory be-
havior occurs at a much higher frequency than the dynamics of the Scout, essentially low-pass filtering
the control signal.

7.3.3. Polynomial prediction
The brute force approach was used to obtain the best parameters for the polynomial prediction method,
using the following objective:

min
n, tpast, tpredict, vehicle

rmsex + rmsez + rmseθ + rmseu + rmsew + rmseq. (7.13)

To obtain the best parameters for the polynomial prediction method, first and second-order polynomials
for predicting the future state of either the AUV, the USV, or both were evaluated. Several searches
were conducted to identify a linear range of 10 values to evaluate for tpast and tpredict. Fitting a first-
order polynomial requires a minimum of two measurements, while at least three are needed for a
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second-order polynomial. To optimize for both simultaneously, a minimum of three measurements was
used. This resulted in tpast values ranging from −0.03 s to −0.12 s and tpredict values ranging from
0.1 s to 1.0 s. The results are presented in Figure 7.13, and Table 7.8 presents the optimal values
obtained for both first and second-order polynomials.

(a) First-order, predicting for the AUV only, the
USV only or both.

(b) Second-order polynomial, predicting for
the AUV only, the USV only or both.

(c) First order vs second order for while
predicting for the AUV and the USV.

Figure 7.13: Evaluated values to obtain best parameters for the polynomial prediction method.

Table 7.8: The best parameters for the polynomial prediction method.

Vehicle n tpast [s] tpredict [s] Sum
AUV 1 0.04 0.10 1.17

2 0.04 0.10 1.18
USV 1 0.04 0.10 1.26

2 0.03 0.10 1.26
AUV and USV 1 0.03 0.90 1.07

2 0.04 0.20 1.18

The best performance was obtained when the future states of both the AUV and the USVwere predicted
while using a first-order polynomial with tpast = −0.03 s and tpredict = 0.9 s. Interestingly, the prediction
time here is significantly larger than for the other options. Using these parameters, the polynomial
predictions for the AUV and the USV are visualized in Figure 7.12 for irregular waves at sea state 4.

Observations In Figure 7.14b, the predictions for the USV accurately capture the motion amplitude
of future states, although with a slight overestimation. However, for the AUV, oscillatory behavior is
observed not only for the predicted future poses but also for the future velocities, as both are modelled
using a polynomial. This behavior is similar to what is observed in the kinematic prediction method and
is caused by the interactions between the aggressive brute-force PID controller and the magnifying
effect of the polynomial prediction method.
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(a) Predicted state of the AUV.

(b) Predicted state of the USV.

Figure 7.14: State prediction using first order polynomial prediction method with tpast = −0.03 s and tpredict = 0.9 s for both
the AUV and the USV at sea state 4 for irregular waves.

7.3.4. Guidance comparison on tuning scenario
All the guidance methods have been tested on the tuning evaluation scenario. The resulting RSME
vectors are provided in Table 7.9. Furthermore, Figure 7.15 presents the control forces, while the
associated QR codes show the animation during this scenario.

Table 7.9: RSME of various controllers on test scenario, using the correct implementation of the output limits

Controller rmsex rmsez rmseθ rmseu rmsew rmseq Sum
Manual pose 0.43 0.45 0.10 0.50 0.40 0.17 2.05
Brute force pose 0.23 0.40 0.04 0.26 0.32 0.06 1.31
CPV 0.29 0.38 0.06 0.28 0.28 0.07 1.37
CPVA 0.25 0.36 0.04 0.21 0.22 0.04 1.12
Kinematic pred. with brute force pose 0.26 0.35 0.04 0.19 0.16 0.05 1.05
Polynomial pred. with brute force pose 0.27 0.35 0.04 0.20 0.17 0.05 1.07
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(a) Control forces of manual pose controller.

 

 

Animation

(b) Control forces of brute force pose controller.

 

 

Animation

(c) Control forces of CPV controller.

 

 

Animation

(d) Control forces of CPVA controller.

 

 

Animation

(e) Control forces of kinematic prediction method using the brute force
pose controller.

 

 

Animation

(f) Control forces of polynomial prediction method using the brute force
pose controller .

 

 

Animation

Figure 7.15: Comparison of the control forces of the various guidance methods on the tuning evaluation scenario.

Observations The control forces for all methods were within the output limits. However, the brute
force controller presented in Figure 7.15b shows some oscillatory behavior due to it highly aggressive
tuning. Furthermore, both the prediction method presented in Figure 7.15e and Figure 7.15f show
increased oscillations resulting from the interaction between the brute force controller and the predic-
tion method. This conclusion is further supported by the observation that combining the prediction

https://drive.google.com/file/d/1HllM3rhcE3x0RLZiSETlpjUfytetuRHJ/view?usp=sharing
https://drive.google.com/file/d/1Zm-pszRApOmUhMW9YVXJCx85THFaZ79v/view?usp=sharing
https://drive.google.com/file/d/1bouOYEXEEJocb2bMPQEv5ATIl68HxMAe/view?usp=sharing
https://drive.google.com/file/d/1qQ_kdJJZMmzdy0Xac65_BdQ_Cz_s_urz/view?usp=sharing
https://drive.google.com/file/d/1GK0S0hHkR9WakDb9uo4NvI40C9p1G2A7/view?usp=sharing
https://drive.google.com/file/d/1rlPoxyt9HG5OsbvhVITv6l8YSNRv1-uI/view?usp=sharing
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methods with the slower manual pose controller, instead of the brute force controller, eliminates the
high-frequency oscillations in the control input signal. Due to time constraints, eliminating the oscilla-
tory behavior was not feasible. However, as the slow Scout dynamics effectively mitigate the effect of
the high-frequency oscillations and only the low-frequency components of the control forces will signif-
icantly impact the Scout, the impact of this behavior on the validity of the results should be minimal.

As shown in Table 7.9, combining either of the prediction methods with the brute force pose controller
leads to significantly improved performance compared to using the brute force controller alone and has
the best performance overall. Excluding the prediction methods, the manually tuned CPVA controller
outperforms all other tested controllers, indicating that controlling for acceleration does positively impact
the performance. The CPV controller performed worse than the brute force pose controller, but it is
expected that better performance can be obtained trough additional tuning efforts in future research.

7.3.5. Waypoint parameters
Table 7.10 shows the waypoint used for vertical docking. Each subsequent waypoint increasingly
matches the docking goal state. In order to ensure the Scout passed the docking attempt registration
line, the last goal waypoint was placed 5 cm behind this line. The acceptance radius raccept to switch
to the next waypoint is set to raccept = 0.3 m. Due to time constraints, variations in these waypoints
were not explored in this thesis, but could lead to improved vertical docking performance.

Table 7.10: Waypoints

Waypoint Variable [xn, zn, θ, un, wn, q, u̇n, ẇn, q̇]T

Initial state AUV xstart,k [7, 4, 0, 0, 0, 0, 0, 0, 0]T

Waypoint 1 xwp1,k [x̂nnd − 1, 4, 0, 0, 0, 0, 0, 0, 0]T

Waypoint 2 xwp2,k [x̂nnd, ẑ
n
nd + 2, 0, 0, 0, 0, 0, 0, 0]T

Waypoint 3 xwp3,k [x̂nng, ẑ
n
ng + 1, 0, ûnng, ŵ

n
ng, 0, 0, 0, 0]

T

Goal waypoint xng,k [x̂nng, ẑ
n
ng, θ̂ng, û

n
ng, ŵ

n
ng, q̂ng, ˆ̇u

n
ng, ˆ̇wnng, ˆ̇qng]

T

7.3.6. Visual analysis
Using the animation tool to visualize the simulation, it was confirmed that all guidance methods cor-
rectly guide the Scout to the DS. A snapshot of the animation for each guidance method is presented
in Figure 7.16 and the animations can be seen by clicking or scanning the associated QR codes. Note
that the wave cancellation waiting strategy is also shown in Figure 7.16g.

A systematic test was performed to confirm that the AUV would be correctly controlled to a large set
of waypoints, as presented in Table 7.11. It was confirmed that the AUV would either reach or pursue
these test waypoints, providing strong evidence that the methods have been properly implemented.
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(a) Target state guidance with manual pose controller

 

 

Animation

(b) Target state guidance with brute force pose controller.

 

 

Animation

(c) Target state guidance with CPV controller.

 

 

Animation

(d) Target state guidance with CPVA controller.

 

 

Animation

(e) Kinematic prediction combined with target guidance with the brute
force pose controller.

 

 

Animation

(f) Polynomial prediction combined with target guidance with the brute
force pose controller.

 

 

Animation

(g)Wave cancellation waiting strategy with target guidance with the
brute force pose controller.

 

 

Animation

Figure 7.16: All guidance methods visualized.

https://drive.google.com/file/d/1lnvXgvfzloUryFLYLiRE8_61av0Lk3rz/view?usp=sharing
https://drive.google.com/file/d/1_RggtEXrHT_2Gv196YY6RcOZx_nMjGuw/view?usp=sharing
https://drive.google.com/file/d/1SQqTbUy1Ht1jWR0on9597M1R4v4qwRHU/view?usp=sharing
https://drive.google.com/file/d/10uxEifb3WuKMwm_1g0gxrPjrZ-O8Odsn/view?usp=sharing
https://drive.google.com/file/d/1eC8NwW3YyCg3FDQcUirEg7mFeKNo4TSd/view?usp=sharing
https://drive.google.com/file/d/12BxLCLl8jSqlzkia5pbuVETbkOz3yGo5/view?usp=sharing
https://drive.google.com/file/d/1sBbXdEi-tMvJHWBO1xB9w2LSKjWh0r5f/view?usp=sharing
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Table 7.11: Evaluation of various waypoints. These tests were done using all target state controller variants. All waypoints
were correctly reached or pursued by the Scout model.

xnna znna θnna unna wnna qnna u̇nna ẇnna q̇nna
Position tests

2.0 5.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
−2.0 5.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
10.0 5.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2.0 8.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
−2.0 8.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
10.0 8.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Orientation tests
−1.0 5.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
2.0 5.0 0.5π 0.0 0.0 0.0 0.0 0.0 0.0
2.0 5.0 1.0π 0.0 0.0 0.0 0.0 0.0 0.0
2.0 5.0 1.5π 0.0 0.0 0.0 0.0 0.0 0.0
2.0 5.0 2.0π 0.0 0.0 0.0 0.0 0.0 0.0
2.0 5.0 2.5π 0.0 0.0 0.0 0.0 0.0 0.0
2.0 5.0 3.0π 0.0 0.0 0.0 0.0 0.0 0.0
2.0 5.0 3.5π 0.0 0.0 0.0 0.0 0.0 0.0
2.0 5.0 4.0π 0.0 0.0 0.0 0.0 0.0 0.0

Velocity tests
2.0 + unnat 5.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0

2.0 5.0 + wnnat 0.0 0.0 0.3 0.0 0.0 0.0 0.0
2.0 5.0 qnnat 0.0 0.0 0.5 0.0 0.0 0.0

Acceleration tests
2.0 + unnat 5.0 0.0 u̇nnat 0.0 0.0 0.1 0.0 0.0

2.0 5.0 + wnnat 0.0 0.0 ẇnnat 0.0 0.0 0.1 0.0
2.0 5.0 qnnat 0.0 0.0 q̇nnat 0.0 0.0 0.1

7.4. Results
This section presents the results of the different guidance methods over increasing sea states based on
the docking distributions. The simulations were performed for irregular North Sea waves at the different
sea states described in Table 7.1. The performance of the guidance methods was evaluated based on
the 99.7 % confidence interval obtained from 60 simulations. If the docking attempt did not occur within
120 seconds, the simulation was terminated for that particular sea state and higher ones in order to
keep the simulation time manageable. As a result, some guidance methods have results at higher sea
states than others.

7.4.1. Manual pose controller
For the manual pose control target guidance method, the obtained distributions are shown in Figure
7.17. The docking distribution is shown above the zero probability density line, while the 99.7 % confi-
dence interval is shown in the shaded grey section below this line. In addition, these figures also display
the capture limits of the DS described in Section 6.3.4, which is used to compare the effectiveness of
the controllers.
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(a) Surge error. The mean surge error shifts to the left of the docking
goal state with higher sea states, and the standard deviation increases.
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(b) Pitch error. The mean pitch error shifts to the left of the docking
goal state at higher sea states, and the standard deviation increases.
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(c) Kinetic impact energy for each sea state fitted with a gamma
distribution. The kinetic impact energy increases with the sea state.

Figure 7.17: Docking distribution for pose control with perfect navigation at different sea states. The 99.7% confidence interval
is shown below the zero probability density line. Only sea state 1-11 are shown as the simulation was terminated at sea state

12 due to exceeding the maximum simulation time of 120 seconds.

As expected, the 99.7% confidence interval broadens for higher sea states. However, a shift of the
mean is also apparent for the surge error distribution (Figure 7.17a) and the pitch error distribution
(Figure 7.17b). This is likely caused by the asymmetry of the maximum thruster forces in the surge
direction, as indicated in Table 4.4, but the particular tuning of this controller may increase this shift.

7.4.2. Target state guidance
The performance of the manual pose controller is compared to the performance obtained by the brute
force controller, the CPV controller, and the CPVA controller. While Figure 7.17 provides a visual
representation of the docking performance, a more compact representation is achieved by plotting only
the 99.7 %confidence interval, as shown in Figure 7.18. For each sea state, the confidence intervals are
plotted with the largest confidence interval behind and the smallest in front, which is used to identify the
best-performing method. Furthermore, the capture limits are indicated with the vertical dashed green
line. Table 7.12 presents the maximum operational sea state for each target state controller for this DS.
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(b) Pitch error.
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(c) Kinetic impact energy. Since the kinetic impact energy is described
with a gamma distribution, an one sided 99.7 % confidence interval

used.

Figure 7.18: The 99.7 % confidence interval for different target state controllers at various sea states.

Table 7.12: Maximum operational sea state for different controllers

Controller Surge Pitch Kinetic energy Total Uptime [%]
Manual pose 2 5 4 2 14.8
Brute force pose 6 8 6 6 82.7
CPV 6 8 5 5 59.4
CPVA 7 8 6 6 82.7

The performance of the controllers was evaluated within a simulation time frame of 120 seconds. Only
the brute force controller was able to be simulated for all sea states within the given simulation time
frame. As expected, the manual controller performed poorly, having a maximum operational sea state
of 2. The CPV controller performed quite well despite being manually tuned, but it could benefit from
additional tuning efforts. The CPVA controller came close to sea state 7, only being limited by the
99.7 % confidence interval for the kinetic impact energy of [0, 30.96] J, which is very close to the 30 J
threshold. Additional tuning efforts could help the CPVA controller achieve sea state 7. However, none
of the controllers met the effectiveness benchmark of sea state 8.

7.4.3. Kinematic prediction
Figure 7.19 presents the 99.7 % confidence intervals of the kinematic prediction method using the
brute force controller for various prediction times tpredict. In addition, Table 7.13 presents the maximum
operational sea states based on the capture limits of the DS described in Section 6.3.4.
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(a) Surge error.

100 75 50 25 0 25 50 75
99.7 % confidence pitch error [ ]

1
2
3
4
5
6
7
8
9

10
11
12

se
a 

st
at

e

0.0 s 0.4 s 1.0 s 2.0 s limits

(b) Pitch error.

100 101 102

99.7 % confidence kinetic impact [J]

1
2
3
4
5
6
7
8
9

10
11
12

se
a 

st
at

e

0.0 s 0.4 s 1.0 s 2.0 s limit

(c) Kinetic impact energy.

Figure 7.19: The 99.7 % confidence interval over sea state for the kinematic prediction method for various prediction times.
Predicting for both the AUV and the USV.

Table 7.13: Maximum operational sea state for kinematic prediction method using the brute force pose controller.

tpredict [
m
s ] Surge Pitch Kinetic energy Total Uptime [%]

0.0 6 8 6 6 82.7
0.4 6 8 7 6 82.7
1.0 6 9 7 6 82.7
2.0 5 6 7 5 59.4

Overall, the prediction times of 0.4 and 1.0 seconds show improved performance compared to no predic-
tion while the 2.0-second prediction time seems to have decreased performance except for the kinetic
energy. The data presented in the figures show that the confidence intervals for the kinetic impact
energy, particularly at lower sea states, are smaller, compared to no prediction. However, for higher
sea states, the performance gain seems to decrease, likely due to inaccurate predictions. The brute
force optimization of the kinematic prediction method presented in Figure 7.11, showed that shorter
prediction times are preferred for sea state 8 than for sea state 4, which is supported by these results.

Furthermore the performance for the pitch error seems to be significantly improved, but no improve-
ment is observed for the confidence intervals for the surge error. These results support the RSME
results for the kinetic prediction method on the tuning evaluation scenario, presented in Table 7.9, as
the RSME improvement of the kinematic prediction method for the surge error is minor compared to
the brute force pose controller without prediction.

7.4.4. Polynomial prediction
Figure 7.19 presents the 99.7 % confidence intervals of the polynomial prediction method using the
brute force controller. The best two parameter settings from Table 7.8 are compared to the brute force
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pose controller with no prediction. In addition, Table 7.14 presents the maximum operational sea states
based on the capture limits of the DS described in Section 6.3.4.
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(c) Kinetic impact energy.

Figure 7.20: The 99.7 % confidence interval over sea state for the polynomial prediction method. Best first order and second
order polynomial are plotted. Predicting for both the AUV and the USV.

Table 7.14: Maximum operational sea state for the polynomial methods.

Method Surge Pitch Kinetic energy Total Uptime [%]
Brute force pose 6 8 6 6 82.7
First order 6 9 6 6 82.7
Second order 7 8 6 6 82.7

The results suggest that the polynomial prediction method leads to smaller confidence intervals up to
sea state 9 but larger confidence intervals for even higher sea states. However, it did not improve the
maximum operational sea state. Overall, the first-order polynomial performed slightly better than the
second-order polynomial at lower sea states, which is in agreement with the results obtained in the
tuning evaluation scenario.

7.4.5. Wave cancellation waiting strategy
Figure 7.21 presents the 99.7 % confidence intervals of the brute force controller using the wave cancel-
lation waiting strategy. The maximum simulation time frame was increased to 300 seconds, as it was
expected that this strategy generally requires more time to dock. Various relative velocity thresholds
were simulated, ranging from slightly below to slightly above the maximum impact velocity of 0.7 m

s .
Furthermore, Table 7.15 presents the maximum operational sea states based on the capture limits of
the DS described in Section 6.3.4 for these velocity thresholds.
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(c) Kinetic impact energy.

Figure 7.21: The 99.7 % confidence interval over sea state for the brute force pose controller using the wave cancellation
waiting strategy for various relative velocity thresholds.

Table 7.15: Maximum operational sea state for the brute force pose controller using the wave cancellation waiting strategy for
a simulation time of 300 s

Threshold [ms ] Surge Pitch Kinetic energy Total Uptime [%]
any 6 8 6 5 82.7
0.5 5 5 5 5 59.4
0.7 6 6 6 6 82.7
1.0 8 6 6 6 82.7

As anticipated, the relative velocity threshold increases the time required to dock. For example, us-
ing a 0.5 m

s threshold, the simulation time of 300 seconds was only able to reach sea state 5, but did
perform very well up to that sea state. Therefore, increasing the simulation time beyond 300 seconds
may improve performance for this threshold. Up to sea state 6, all methods decreased the kinetic im-
pact energy confidence interval significantly. Surprisingly, the 0.7 m

s threshold resulted in a significant
decrease in performance from sea state 7 compared to not waiting. The animation suggests that this re-
sults from the proximity of the last waypoint to the goal state, combined with more severe wave motion,
which cannot be adequately controlled for, resulting in the Scout docking unwillingly. Moreover, since
the control is aimed at reaching the waypoint before the goal waypoint, this can lead to an increased
spread in the docking distributions The 1.0 m

s threshold is likely to result in similar behavior, but only
for higher sea states, which is observed at sea state 10. The 1.0 m

s threshold performed well in terms
of surge distributions, reaching the effectiveness benchmark of sea state 8. Furthermore, if it wasn’t
for the outlier at sea state 7 for the kinematic impact energy, it would have more or less made it to the
effectiveness benchmark.

The wave cancellation waiting strategy has also been combined with the CPV and the CPVA controller.
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The results are presented in Figure 7.22 and Figure 7.23 and the maximum operational sea state in
Table 7.16 and Table 7.17 respectively.
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Figure 7.22: The 99.7 % confidence interval over sea state for the CPV controller using the calm water assumption for various
relative velocity thresholds.

Table 7.16: Maximum operational sea state for the CPV controller using the wave cancellation waiting strategy for a simulation
time of 300 s

Threshold [ms ] Surge Pitch Kinetic energy Total Uptime [%]
any 6 8 5 5 59.4
0.5 5 5 5 5 59.4
0.7 7 7 7 7 93.6
1.0 8 7 7 7 93.6

Both the 0.7 m
s and the 1.0 m

s threshold performed well for the CPV controller, achieving a maximum
operational sea state that was two levels higher compared to not using the wave cancellation wait-
ing strategy. The performance for the 0.7 m

s relative velocity threshold showed a severe decrease at
sea state 8. The same is observed from the 1.0 m

s threshold at sea state 9, which agrees with the
observations from the brute force pose controller using the waiting strategy.
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Figure 7.23: The 99.7 % confidence interval over sea state for the CPVA controller using the calm water assumption for
various relative velocity thresholds.

Table 7.17: Maximum operational sea state for the CPVA controller using the wave cancellation waiting strategy for a
simulation time of 300 s

Threshold [ms ] Surge Pitch Kinetic energy Total Uptime [%]
any 7 8 6 6 82.7
0.5 6 6 6 6 82.7
0.7 7 6 6 6 82.7
1.0 7 7 7 7 93.6

The CPVA with the waiting strategy performed better for the 1.0 m
s threshold than the 0.7 m

s threshold,
with a maximum operational sea state of 7 compared to 6. The 0.5 m

s threshold reached sea state 6,
which is higher than for the CPV controller and the brute force pose controller for this threshold. Finally,
the same severe decrease in performance is observed at higher sea states.

7.5. Discussion
The RSME scores presented in Table 7.9 obtained from the tuning evaluation scenario, provide a use-
ful measure of the performance of the controllers evaluated in this study. The results indicate that the
CPVA controller is the most effective, achieving a maximum operational sea state very close to sea
state 7 (93.6 % operational uptime). The strong correlation between the RSME score and the maxi-
mum operational sea state achieved by the different guidance methods each controller presented in
Table 7.12 highlights the value of this metric and the tuning evaluation scenario for tuning the controllers.
With additional tuning efforts, the CPVA could potentially reach the effectiveness benchmark. This is
for example indicated by the difference in maximum operation sea state of the manual pose target con-
troller (sea state 2) and the brute force target controller (sea state 6), where only the tuning is different.
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However, it should be noted that the lowest summed RSME is not a perfect predictor of performance
for predictive guidance methods. For instance, even though the kinematic prediction method had the
lowest summed RSME, it didn’t result in a higher operational sea state than other methods. This is be-
cause achieving a high maximum operational sea state requires the confidence intervals for the surge
error, the pitch error and the kinetic impact energy to fall the capture limits. If any of these intervals is
larger than the capture limits, such as the surge error distribution in the case of the kinematic prediction
method, the maximum operational sea state is limited to that distribution.

Combining the controllers with the wave cancellation waiting strategy is effective. For instance, the
CPV method combined with the wave cancellation waiting strategy achieving a maximum operational
sea state of 7, as opposed to 5 without the waiting strategy, increasing the operational uptime to 93.6 %
from 59.4 %. Similarly, the waiting strategy was effective for the brute force pose controller and the
CPVA controller in achieving a higher sea state. This simple strategy could possibly increase the maxi-
mum operational sea state even more, when lower relative velocity threshold are combined with longer
simulating times. However, this would likely require to increase the distance between the last waypoint
and the goal waypoint as well, to account for the more severe wave motion.

The brute force PID controller combined with the polynomial prediction method or the kinematic pre-
diction method both decrease the confidence intervals. However, their performance increase tends to
diminish at higher sea states. Nonetheless, combining these methods with the CPV and CPVA con-
trollers in the future is promising for achieving a higher maximum operational sea state.

Finally, it should be noted that more simulations have been done for the polynomial and kinematic
prediction methods. Although only the results of predicting for both the AUV and the USV are pre-
sented, separate simulations were conducted to evaluate the effectiveness of predicting for only the
AUV or only the USV. The results from these additional simulations have not been included in the re-
port in favor of increased readability, but support that predicting for both vehicles results in the best
performance. This was also observed during the tuning of the prediction methods.

7.5.1. Contributions
This chapter makes several contributions to the field of underwater docking. Besides the vertical dock-
ing approach itself, which differs from the traditional horizontal approach used in previous studies, the
study introduces several new guidance and prediction methods that are novel in the context of docking.
These include the target state guidance combined with the CPV or the CPVA controllers, the polynomial
prediction method, and the kinematic prediction method. These methods have the potential to improve
the efficiency and accuracy of all underwater docking approaches.

Secondly, unlike previous studies that only evaluated the approach under a limited number of wave
scenarios using a regular wave model, this study evaluated the approach across a range of sea states
using an irregular wave model, providing a more comprehensive understanding of its effectiveness.

Finally, the study introduces the wave cancellation waiting strategy to the field of docking. While this
is used in time-critical operations of construction vessels [6], the author has not yet seen this strategy
used in the context of docking. Note that this strategy is only possible using a hovering AUV and not a
cruising AUV, which is likely one of the reasons this strategy is not yet used.

7.5.2. Limitations
This chapter has several limitations. First, since the thruster dynamics were not modelled, unrealistic
high-frequency oscillations were observed in the control forces using the kinematic and polynomial
prediction methods, which are not realistic to be produced by the actual thrusters of the Lobster Scout.
However, given that these dynamics are significantly faster than the Scouts dynamics, the control signal
is essentially low pass filtered, thereby maintaining some degree of accuracy. Second, the chosen
sample size is on the small side, making it difficult to distinguish between a change in the confidence
interval caused by randomness or by a genuine change in the population. Third, the simulation time
window was limited, which limited the insights gained at higher sea states for some methods as they
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were not able to dock consistently within this time window. Finally, the waypoints were not varied, even
though doing so could have increased docking performance.

7.5.3. Recommendations
The effectiveness benchmark for sea state 8 was not achieved by any of the guidance and control meth-
ods. A number of recommendations to increase the maximum operational sea state of the guidance
methods in future research are listed below:

• One can simply accept a higher probability of failure for higher sea states, resulting in decreased
confidence intervals.

• The DS capture limits can be increased with a different design.
• The guidance methods can be tuned, adapted, and combined to improve their performance.
• An increase in the maximum control force of the Lobster Scout or a control force that is symmetric
in the surge direction will likely result in better performance.

• Since a slight shift in the mean of the surge and pitch distribution was observed with an increase
in sea state. One could slightly bias the last goal waypoint to counter this effect, thereby centering
the confidence intervals within the capture limits.

• Future research should explore MPC and ANFIS, for potentially improved performance.

7.6. Conclusion
This chapter aimed to answer the questionWhat are effective vertical guidance and control methods for
the Lobster Scout? The effectiveness benchmark for sea state 8 (H 1

3
= 4.85 m, T̄ = 7.9 s and 98.3 %

uptime) was not achieved by any of the guidance and control methods. However, the CPVA method
and the CPV method combined with the wave cancellation waiting strategy are promising by achieving
a maximum operational sea state of 7 (H 1

3
= 3.6 m, T̄ = 6.7 s and 93.6 % uptime) which is certainly

workable. With additional tuning efforts, these methods could potentially also meet the effectiveness
benchmark.

The brute force PID controller combined with the polynomial predictionmethod and the kinematic predic-
tion method led to smaller confidence intervals, indicating that these prediction methods are promising
for increasing the maximum operational sea state. Future research exploring the combination of these
methods with the CPV or CPVA controllers could yield better performance.

All in all, excluding the manually tuned target pose guidance method, the vertical guidance methods
are promising for achieving an AUV-USV combination that is operational under medium (sea state 5)
to rough seas (sea state 7). However, deteriorated navigation performance could severely limit the
maximum operational sea state, and this is investigated in the next chapter.
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Docking navigation model

An AUV that has onboard sensors to determine its location with respect to the earth navigation frame
and given it has some idea of where the DS is as well, can cruise towards the neighborhood of the
DS. However, even with a fixed DS, this information is likely not sufficient, and accurate relative pose
information is required to dock [15]. In the case of vertical docking of the Lobster Scout to a USV this
need for accurate pose information is even more severe due to the constant movement of the USV and
the DS in response to the waves. Therefore, in order to evaluate to what extent vertical docking to a
USV is viable with the Lobster Scout it is important to take into account docking navigation. The main
research question to be answered in this chapter is:

What is the influence of navigation on vertical docking performance?

The objective of the navigation model is to estimate the true state of the AUV, the USV, and the DS.
While the true states are available in the simulation, it cannot be assumed that they are available in the
real world. The inputs of the navigation model are the true state of the AUV and the USV. A measure-
ment model generates noisy measurements of the true states which are then processed by an EKF to
produce state estimates. An overview of the navigation model is presented in Figure 8.1.

measurement model
pose measurements:             
velocity measurements:         
acceleration measurements:  

Python

input outputmodel

Extended Kalman Filter

motion response Scout
pose:             
velocity:         
acceleration:  

motion response USV
pose:              
velocity:          
acceleration:  

estimated state Scout
position:         
velocity:         
acceleration:  

estimated docking
goal state
position:         
velocity:         

acceleration:   

estimate state USV
position:         
velocity:         
acceleration:  

Figure 8.1: an input-output diagram of the navigation model
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This chapter first discusses the general navigation strategy envisioned for vertical docking in Section
8.1. Then, the measurement model is discussed in Section 8.2. The discrete EKF is discussed in
Section 8.3. Realistic parameter ranges for the measurements as well as the parameters for the EKF
are determined in Section 8.4. The navigation model is verified in Section 8.5 and the results are
presented in Section 8.6. The results are discussed in Section 8.7 and finally a conclusion is provided
in Section 8.8.

8.1. Vertical docking navigation strategy
In this section, a navigation strategy is developed to answer the research question. First, the desired
states to estimate are determined, which resulted in requiring the states of the AUV, the USV and the DS
to be estimated. Then, various options for obtaining these state estimates are discussed, including the
use of onboard sensors of the Scout, the USV and the use of docking sensors. Finally, the navigation
strategy used to evaluate the influence of navigation is explained. This strategy was based the use of a
USBL and a vision system as well as the onboard sensors of the Scout to obtain systemmeasurements.
These measurements were then filtered using two kinematic EKFs to obtain the desired state estimates.

8.1.1. Desired state estimates
For the AUV to successfully dock, it must accurately determine its own state as well as the state of the
DS. However, since the relative pose between the {d} and {g} frames is fixed, the estimated state of
the DS in {g} is obtained from the estimated state of the USV in {d} using the same transformation
functions outlined in Section 5.4.

To conclude, the desired state estimates include those from AUV, the USV and the DS, each con-
sisting of their estimated pose η̂, velocity ν̂ and accelerations ˆ̇ν respectively. In 3D, this results in 54
states, while 27 states are required in 2D for all three systems combined.

8.1.2. State information sources
This section discusses various options for obtaining estimates of desired states. State measurements
can be obtained from a number of sources:

• Scout navigation The Scout can use its onboard sensors to produce measurements of its own
state underwater. The onboard sensors of the Scout currently used for underwater navigation
consist of a DVL, an accelerometer, a gyroscope, and a pressure sensor.

• Docking navigation Generally, three options for docking sensors are available, which include,
acoustic, visual, and electromagnetic, as discussed in Section 2.2.4. These can be used to pro-
duce measurements of the DS or the USV relative to the AUV.

• USV navigation The goal of an USV is generally to do hydrographic surveys of the sea floor.
For these surveys, the USV also has onboard sensors to measure its own state. Generally, the
USV can measure its state using an onboard gyroscope, accelerometer, and GNSS as it is above
the sea surface. Acoustic communication can be used to communicate the state of the USV to
the Scout. Acoustic modems can communicate over 62.5 kbit

s [17]. Furthermore, combined com-
munication and localization systems exist such as the S2C R 42/65 USBL Underwater Acoustic
Modem by Evologics [18].

Measurement filtering While the measurements of the various systems could be trusted directly, this
likely leads to poor docking results as the direct measurements from most sensors are not sufficient
[40]. A filter can be used to improve state estimates. A common filter to obtain state estimates for AUVs
is the EKF, which is also used in the Lobster Scout [6, 70]. An EKF sequentially estimates the true state
vector and uses Taylor series approximations to account for nonlinearities in the system dynamics and
the measurements.

An EKF consists of a time update step and a measurement update step. In the time update step, a
process model is used to compute the current (priori) state estimate using the previous state estimate
and a correspondent priori covariance matrix that expresses the uncertainty of the state estimate. This
time update step can be repeated many times as long as no measurement is received, however, the
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uncertainty of the estimate will grow. In the measurement update step, the current (postiori) state esti-
mate is computed using a received measurement and the latest priori state estimate. The uncertainty
captured in the posterior covariance matrix is likely also reduced as a result of the measurement.

8.1.3. Strategy
Although various combinations between the options presented in Section 8.1.2 are possible, each with
its own advantages and disadvantages, it is clear that it is at least possible for the Scout to obtain
measurements of the USV, the DS and the Scout. For this study, it is less important to find the best
navigation implementation, but rather, to gain a general understanding of the influence of the measure-
ment performance on docking distributions and the maximum operational sea state. Therefore, the
navigation strategy used in this thesis is based on the current kinematic EKF implementation of the
Lobster Scout, combined with a common docking navigation strategy. The main rationale for using this
strategy is that a lot of information is available about it, unlike other strategies. However, it is worth
noting that other strategies may result in better performance.

The navigation strategy used in this thesis combines a USBL system and a vision system, both in-
stalled on the AUV, to measure the relative position and velocity of the USV and the DS. This approach
has been successfully used in prior docking studies, such as [75, 14, 66, 22, 83, 82]. Additionally, it is
assumed that the Scout’s onboard sensors are used to determine its own state. In addition, an EKF
is used to filter the states, which utilizes a kinematic process model as opposed to a kinetic process
model. This is a common approach to model the state evolution of a system and is also used in the
Lobster Scout [32, 6]. Finally, it is assumed that the same EKF is used to estimate the states of the
Scout and the USV, and that all measurements are processed on the Scout.

The use of a kinematic model has the advantage of being less sensitive to model inaccuracies or pa-
rameter uncertainties, as highlighted in [32]. In contrast to a kinetic process model, a kinematic process
model uses accelerations as inputs instead of forces. This approach enables the state estimates of the
USV and the AUV to be updated at a high frequency between the relatively low-frequency velocity and
pose measurements by the docking sensors, which is particularly relevant for dynamic docking under
the presence of wave disturbances. Given that the GNC loop frequency is set at 100 Hz, as discussed
in Section 7.3, these accelerations should be available at 100 Hz from both the Scout and the USV.
It is feasible for the Scout to provide these accelerations at this rate, as its accelerometer updates at
300 Hz, which is higher than the GNC loop frequency. Additionally, it is assumed that the accelerations
of the USV are measurable and transmitted to the Scout. A single precision float is around 4 bytes, and
the acceleration vector in 3D for the USV consists of 6 states. Thus, it takes approximately 24 bytes to
send an acceleration measurement of the USV to the Scout. The combined S2C R 42/65 USBL Under-
water Acoustic Modem by Evologics, which can communicate up to 31.2 kbit

s [18], should be capable
of communicating these accelerations over 160 Hz. Therefore, this assumption is reasonable, and the
kinematic EKF is used.

8.2. Measurements
This section discusses the model for sensor measurements. First, various docking sensor performance
characteristics are presented. Then it is discussed which performance metrics to evaluate. Finally, the
measurement model is developed.

8.2.1. Docking navigation sensors performance
A definition of the ideal homing (docking) sensor is given by [15] as: ’The ideal homing sensor would
allow the AUV to reliably sense the relative location of the dock at any distance with high accuracy, and
would update that information many times a second with no latency’. Unfortunately such a sensor does
not exist and each sensor has a trade-off between the key performance characteristics presented in
Table 8.1.
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Table 8.1: Key sensor characteristics based on [15].

Characteristic Description
Acquisition distance The maximum range where measurements can be taken.
Accuracy The bias of the measurements
Precision The spread of the measurements
Update rate The frequency at which measurement are taken.
Latency The time delay between the request of a measurement and ob-

taining the measurement.
Environmental sensitivity The degree to which measurements are disturbed by the environ-

ment.

8.2.2. Measurement simplifications
A number of simplifications are made for the measurement model. It was determined to simplify sensor
measurements as direct noisy measurements of the true state of the AUV and the USV as well as to
only consider the performance characteristics update rate and precision.

Sensor measurements To simplify the navigation model, it has been decided generate direct noisy
measurements of the true states of the Scout and the USV, rather than simulating each sensor inde-
pendently with its own performance characteristics. For the accelerations, these noisy measurements
are taken at 100 Hz, but for the pose and velocity measurements, the influence of the update rate is
investigated.

The performance metrics presented in Table 8.1 offer a comprehensive view of navigation performance.
However, evaluating the influence of all of them would be both time-consuming and complex. Since
this study limits itself to the final meters to the DS as this is the most critical and unique part of verti-
cal docking, the analysis can be somewhat simplified. The paragraphs below discuss why acquisition
distance, latency, environmental sensitivity and accuracy are neglected for an initial analysis.

Neglecting acquisition distance The range of the vision system is most limiting in poor water quality,
but light markers can be added to the USV, which can extend the range of the vision system to at least
a couple meters [75, 15], Therefore, it is assumed that measurements can be taken in the final docking
stage and thus the acquisition distance of sensors, although important to consider when the AUV is
further away from the DS, is ignored.

Neglecting latency Latency is neglected in this study because it is negligible compared to the slow
dynamics of the robot. Physical and process latency are the two types of latency. Physical latency is
negligible for light signals because of its high propagation speed. Acoustic signals propagate through
salt water at a speed of approximately 1500 m

s . Assuming the final docking approach starts 10 m from
g, the round-trip time for a signal to travel to the DS and back is approximately 6 ms. The maximum
speed of the Scout is 2 m

s , which results in a negligible displacement of about 1 cm during this time. In
addition, process latency varies based on factors within the Scout and differs for different sensors, but
it is also assumed to be small compared to the robot’s dynamics.

Neglecting environmental sensitivity Environmental sensitivity can result in two types of measure-
ment faults. The first type occurs when the measurement is missed entirely due to the signal being
indistinguishable from background noise. The second type is a false positive, which can lead to a
poor measurement of the true system state. The occurrence of these poor measurements depends
heavily on the operating environment and the type of sensors used. Fortunately, there are various
algorithms available to detect and reject false positives, essentially resulting again in the first measure-
ment fault where a measurement is missed altogether. Therefore, investigating the influence of missed
measurements can also be achieved by observing the effect of a reduced update rate, which is already
considered.
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Neglecting accuracy Chapter 6 explains that the probability of a successful dock can be calculated
by comparing the area under the docking distribution curve that falls within the cradle capture limits to
the total area of the distribution. Any bias that cannot be compensated for by the navigation system
or that does not trend to zero with decreasing distance between the AUV and the DS will shift the
docking distribution curves. The influence of this absolute bias can thus be assessed by calculating
the probability of success for the shifted distributions after the fact. Even then, if the absolute bias
can be compensated for by shifting the last waypoint slightly, this impact is minimized. Therefore, to
investigate the impact of navigation performance, the study focuses on the update rate and precision
since their effects on the docking distributions are not straightforward and not easily compensated for.

Conclusion In summary, it was decided to model measurements as direct noisy measurements of
the true state of the AUV and the USV, rather than separately modelling each sensor to simplify the
navigation model. Additionally, measurement quality is investigated in terms of update rate and preci-
sion. By examining the impact of these two factors on docking performance, this study aims to provide
a practical understanding of the importance of navigation performance on vertical docking.

8.2.3. Measurement model
The measurement model should capture the performance metrics: measurement precision and update
rate. How these performance metrics are included in the measurement model is addressed below.

Update rate The acceleration measurements are taken at every time step, while the pose and velocity
measurements made by the docking sensors are taken at a set update rate, with update period tz.

Precision The precision of the acceleration, velocity and pose measurements are each captured by
a diagonal measurement noise covariance matrix, denoted with Σ2. This matrix modelled as a constant
precision that is independent of the distance or angle between the AUV and the USV.

Acceleration measurements The acceleration measurements zν̇,k for the AUV and the USV for at
times step k are modelled as:

zaν̇na,k = ν̇ana,k + eaν̇na,k, (8.1)
znν̇nd,k

= ν̇nnd,k + enν̇nd,k
,

eaν̇na,k ∼ N (0,Σ2
ν̇na

),

enν̇nd
∼ N (0,Σ2

ν̇nd
).

Here, the measurement noise enν̇i,k for i ∈ {na, nd} is modelled as a zero mean multivariate normal
distribution where Σ2

ν̇i
is the diagonal covariance matrix that captures the acceleration measurement

noise, given by:

Σ2
ν̇i =

[
Σ2
v̇i

0
0 Σ2

q̇i

]
. (8.2)

Furthermore, the acceleration measurements are used directly as estimate for the acceleration of the
AUV or USV, that is:

ˆ̇ν
a

na,k = zaν̇na,k, (8.3)
ˆ̇ν
n

nd,k = znν̇nd,k
.
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Pose and velocity measurements The pose and velocity measurements made by the docking sen-
sors, taken after the time period tz has passed, are modelled identically for the AUV and the USV. The
velocity measurements for i ∈ {na, nd} at time step k is given by:

zνi,k = νi,k + eνi,k, (8.4)
eνi,k ∼ N (0,Σ2

νi),

Σ2
νi =

[
Σ2
vi 0
0 Σ2

qi

]
,

where Σ2
νi is the diagonal covariance matrix that captures the velocity measurement noise. The pose

measurements for i ∈ {na, nd} are given by:

zηi,k = ηi,k + eηi,k, (8.5)
eηi,k ∼ N (0,Σ2

ηi),

Σ2
ηi =

[
Σ2
pi 0
0 Σ2

Θi

]
,

where Σ2
ηi is the diagonal covariance matrix that captures the pose measurement noise.

8.3. Discrete EKF
This sub-section describes the two discrete EKF which estimate the pose and velocity of the AUV and
the USV. The state estimate of the DS is derived from the state estimate of the USV, which is discussed
separately in Section 8.3.4. The EKF described here is developed using [51, 40, 34, 65]. In general,
the EKF model is written as follows:

xk+1 = f(xk,uk,wk), (8.6)
zk = h(xk, ek),

where:

• xk is the true state vector consisting of the pose and velocity vector at time step k.
• f(.) is the process model function.
• uk is the input vector.
• wk ∼ N (0, Qk) is the Gaussian process noise.
• zk is the measurement vector.
• h(.) is the measurement model function.
• ek ∼ N (0, Rk) is the Gaussian measurement noise.

Both f and h can be dependent on the step number k as well.

A fundamental assumption of the EKF is that the state vector is Gaussian distributed, that is for i ∈
{na, nd}:

p(xi,k) ∼ N (xi,k, Pi,k) (8.7)

8.3.1. Process model
This section discusses the discrete kinematic process model f(xk,uk,wk) for both the AUV and the
USV.
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True states
The true state contains the pose and velocities of the AUV and the USV, and is defined as:

xna,k =

[
ηnna,k
νana,k

]
, xnd,k =

[
ηnnd,k
νnnd,k

]
. (8.8)

Input
The acceleration is used as input and is given by rewriting the above equations as:

ν̇ana,k = zaν̇na,k − eaν̇na,k = zaν̇na,k + eaν̇na,k, (8.9)
ν̇nnd,k = znν̇nd,k

− enν̇nd,k
= znν̇nd,k

+ enν̇nd,k
.

Note that the acceleration noise is assumed to be Gaussian and zero mean, thus the sign of the noise
term can be changed.

Process model AUV
The discrete EKF assumes that the true state of the AUV evolves with the following kinematic equation:


pnna,k+1

Θna,k+1

vana,k+1

ωna,k+1

 =


pnna,k + TRna (Θna,k)v

a
na,k +wn

p,k

Θna,k + Tωna,k + wΘ,k

vana,k + T (zav̇na,k
+ eav̇na,k

) +wa
v,k

ωna,k + T (zω̇na,k + eaω̇na,k
) + wω,k

 (8.10)

= fna(xna,k, una,k, wna,k)

xna,k = [(pnna,k)
T , Θna,k, (v

a
na,k)

T , ωna,k]
T ,

una,k = [(zav̇na,k)
T , zω̇na,k]

T ,

wna,k = [(wn
p,k)

T , wΘ,k, (w
a
v,k)

T , wω,k, (e
a
v̇na,k)

T , eaω̇na,k]
T ,

T = tk+1 − tk.

These equations are rewritten as:

[
ηnna,k+1

νana,k+1

]
=

[
I3x3 TR̃na (Θna,k)
03x3 I3x3

] [
ηnna,k
νana,k

]
+

[
03x3
TI3x3

]
(zaν̇na,k + eaν̇na,k) +

[
wn
ηna,k

wa
νna,k

]
(8.11)

The notation of the rotation matrix R̃na (Θna,k|k) is not entirely correct, but is convenient to write this way.
R̃na (Θna,k|k) is of the form:

R̃na (Θna,k) =

 cos(θna,k) sin(θna,k) 0
−sin(θna,k) cos(θna,k) 0

0 0 1

 (8.12)

Process model USV
The process model f(.) for the USV differs slightly from the one used for the AUV. Since it has been
assumed in Section 5.5.3 that the USV only rotates with small angles, the kinematic motion model is
simplified by assuming that R̃an(Θna, k) ≈ I3x3. Consequently, the kinematic process model is given
by:

[
ηnnd,k+1

νnnd,k+1

]
=

[
I3x3 TI3x3
03x3 I3x3

] [
ηnnd,k
νnnd,k

]
+

[
03x3
TI3x3

]
(znν̇nd,k

+ enν̇nd,k
) +

[
wn
ηnd,k

wn
νnd,k

]
(8.13)

= fnd(xnd,k, und,k, wnd,k).
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8.3.2. EKF measurement model
In Section 8.2.3 the model used to simulate pose and velocity measurements was presented. The
measurement model function h(xk, ek) is equivalent to the combined velocity and pose measurement
model and relates the measurements zi,k to the true states xi,k. The measurement model function for
i ∈ {na, nd} is given by:

zi,k = h(xk, ek) = xi,k + ei,k, (8.14)
ei,k ∼ N (0, Ri,k),

Ri,k = Σ2
i ,

Σ2
i =

[
Σ2
ηi 0
0 Σ2

νi

]
.

The EKF measurement noise covariance matrix Ri is set to be identical to the measurement noise
covariance matrix Σ2

i,. Since Ri is designed to approximate the measurement noise and Σ2
i, is known,

it makes sense to choose them to be equal. Although Ri may differ from Σ2
i, under certain conditions

(e.g. when considering delays), it is reasonable to choose them to be identical for an initial evaluation.

8.3.3. EKF algorithm
This section describes the EKF algorithm. The derivation of the EKF can be found in [65]

Time update
If no measurement is received, for i ∈ {na, nd}, the priori state x̂i,k+1|k and priori covariance matrix
Pi,k+1|k is obtained with the following equations:

x̂i,k+1|k = fi(x̂i,k|k,ui,k,0), (8.15)
Pi,k+1|k = Fi,k+1|kPi,k|kF

T
i,k+1|k +Gi,k+1|kQiG

T
i,k+1|k,

where the F matrix is calculated by partially differentiating the function fi to x and evaluating it at the
priori state estimate:

Fi,k+1|k =
∂f(x,u,w)

∂x

∣∣∣∣
x=x̂i,k+1|k,u=ui,k,w=0

, (8.16)

Fna,k+1|k =

[
I3x3 TR̃na (Θ̂na,k)
03x3 I3x3

]
,

Fnd,k+1|k =

[
I3x3 TI3x3
03x3 I3x3

]
.

Note that only the AUV Fna,k+1|k is non-linear due to the rotation matrix, while the Fnd,k+1|k is linear.
Furthermore, the G matrix is calculated with:

Gi,k+1|k =
∂f(x,u,w)

∂w

∣∣∣∣
x=x̂i,k+1|k,u=ui,k,w=0

=

[
I3x3 03x3 03x3
03x3 I3x3 TI3x3

]
(8.17)

Finally, the noise independence between the states is assumed as such, Qi is diagonal and given by:

Qi = diag([q2x,i, q
2
y,i, q

2
θ,i, q

2
u,i, q

2
w,i, q

2
q,i, Σ

2
ν̇i ]). (8.18)
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Measurement update
At step k = kz a measurement is received that is used to obtain the posterior state estimate and the
estimated covariance matrix. The measurement update is then given by:

x̂i,k+1|k+1 = x̂i,k+1|k +Kk(zi,k −Hx̂i,k+1|k), (8.19)
Pi,k+1|k+1 = Pi,k+1|k −KkHPi,k+1|k,

Ki,k = Pi,k+1|kH
T (HPi,k+1|kH

T +Ri)
−1,

H = I6x6,

(8.20)

where the H matrix is obtained by taking the partial derivative of h(.) to x and Ki,k is the Kalman gain.

EKF algorithm overview
Now that both the time update and themeasurement update are described, an overview of the complete
EKF algorithm is given in Algorithm 1.

Algorithm 1 EKF algorithm
initialize x̂0, P0

while not docked do
time update

x̂k+1|k = f(x̂k|k,uk,0)

Fk+1|k =
∂f(x,u,w)

∂x

∣∣∣∣
x=x̂k+1|k,u=uk,w=0

Gk+1|k =
∂f(x,u,w)

∂w

∣∣∣∣
x=x̂k+1|k,u=uk,w=0

Pk+1|k = FPk|kF
T +GQGT

if measurement received then
measurement update

Kk = Pk+1|kH
T (HPk+1|kH

T +R)−1

x̂k+1|k+1 = x̂k+1|k +Kk(zk −Hx̂k+1|k)

Pk+1|k+1 = Pk+1|k −KkHPk+1|k

end if
k = k + 1

end while

8.3.4. Estimating the docking goal state
Section 5.4 explains how the true goal-state is obtained from the true state of the {d} frame. Sim-
ilarly, the estimated goal state is obtained from the estimated USV state. For illustration purposes,
Equation 8.21 shows how to estimate the pose of {g} given an estimate of the pose of {d} using the
transformation equations:

η̂nng =

[
p̂nng
Θ̂ng

]
=

[
p̂nnd +Rnd (Θ̂nd)r

d
gd

Θ̂nd +Θdg

]
. (8.21)

The goal state velocity is obtained in a similar manner using Equation 5.23 and the goal state acceler-
ation is obtained using Equation 5.24.
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8.4. Navigation scenarios
To evaluate the influence of navigation, a realistic range of measurement performances for the pose,
velocity, and acceleration measurements is determined in Section 8.4.1. The different measurement
scenarios are then defined in Section 8.4.2. Finally, the parameters for the EKF are determined.

8.4.1. Measurement performance range
To establish a realistic range of sensor measurement performance, relevant literature is reviewed in
this section.

Update rate To establish a baseline for onboard sensor performance, the Lobster Scout’s sensor
specifications are consulted. Table 8.2 summarizes the update rates of various sensors used in the
Lobster Scout [6].

Acoustic docking sensors typically update at rates between 0.2 and 1 Hz, with a maximum update
rate of 1 Hz [37, 52, 69, 87, 19]. According to [19], the update rate of acoustic docking sensors is
usually lower than 0.5 Hz.

Vision systems for docking update at rates between 1 and 30 Hz. For instance, the vision system
in [43] updated at 1 Hz, while the system used in [7] updated at over 10 Hz. In [45], a vision system
achieved an update rate of 14 Hz, while in [57], a system achieved a rate of 15 Hz. Finally, in [37], the
vision system had an update rate of over 30Hz.

Precision To obtain an initial estimate of the measurement noise matrix Σ2
i,k, the measurement co-

variance matrix R used in the EKF of the Lobster Scout [6] provides a good estimate. The standard
deviations assumed for various measurements in the Lobster Scout are presented in Table 8.2.

Table 8.2: The assumed measurement standard deviation for the Lobster Scout from [6] only considering the surge, heave and
pitch DOF.

Description Measures Standard deviation Update rate [ Hz]
Accelerometer v̇ana

√
0.02I2x2

m
s2 300

Angular accelerometer q̇ana
√
0.05 rad

s2 300
Gyroscope θana 0.004 rad

s 300
DVL vana 0.005I2x2

m
s 4-15

Pressure sensor zana 0.05I2x2 m 16

Furthermore in [75], a vision system was developed for autonomous docking of an ROV. To determine
the standard deviation of their vision system, a test was conducted where their ROV was positioned
approximately 7.1 m from the light markers on the DS. The DS was fixed on the sea floor with a known
pose and the estimated ROV position by the vision system with respect to the DS was measured. The
test results showed a position standard deviation of σgxag

= 0.32 m in surge, σgyag
= 0.33 m in sway

and σgzag
= 0.13 m for heave. However, a correction was applied using the more accurate angle esti-

mates of the INS, which significantly reduced the position standard deviation to σgxag
= 0.03 m in surge,

σgyag
= 0.08 m in sway and σgzag

= 0.12 m for heave.

Moreover, in [47] and [42], precision parameters for state estimation were obtained through experi-
ments and were used for docking to a sea floor-based DS. Table 8.3 presents these parameters. Note
that the pose standard deviations are given in spherical coordinates, whereas Cartesian coordinates
are required for the simulation, so these parameters should only be used as a rough indication.
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Table 8.3: Experimentally obtained standard deviations for a DS navigation system from [47, 42]. r and α are the distance and
the angle between the AUV and the Light Emitting Diode (LED) array respectively.

Description Standard deviation
DVL velocity 0.00084 + 0.038

√
|vna| m

s
Fiber-Optic Gyroscope angular velocity 0.0

◦

s
Acoustic system radial distance

√
0.662 + (0.01(pnna − pnnd)

2 m
Acoustic system polar angle 0.174 rad
Acoustic system azimuthal angle 0.087 rad
Vision system radial distance 0.2 + 0.0046r + 0.0122r2 m
Vision system polar angle 0.087 rad
Vision system azimuthal angle 0.087 + 0.463(π − |α) rad

Performance range Overall, determining a realistic measurement performance range remains a chal-
lenge due to the large variety of sensors and the vast number of parameters involved. However, a broad
range is established by utilizing values obtained from literature to obtain an impression of the influence
of different performance parameters. In order to reduce the number of parameters for evaluation, some
simplifying assumptions are made:

• The measurement parameters for the USV and AUV navigation are identical.
• The measurement update period for position and velocity measurements are identical
• The measurement position variance for x and z are identical.
• The measurement velocity variance for u and w are identical.
• The measurement acceleration variance for u̇ and ẇ are identical.

Using these assumptions, Table 8.4 provides the measurement performance range for the update rate
and the measurement precision used in this Thesis.

Table 8.4: Measurement range for i ∈ {na, nd}

Description Variable Minimum Maximum
Measurement update period tz 0.04 s 2 s
Linear acceleration noise Σ2

v̇i
0.001I2x2 (ms2 )

2
0.1I2x2 (ms2 )

2

Angular acceleration noise Σ2
q̇i

0.005 ( rads2 )
2

0.5 ( rads2 )
2

Linear velocity noise Σ2
vi 0.0052I2x2 (ms )

2
0.22I2x2 (ms )

2

Angular velocity noise Σ2
qi 0.00012 ( rads )

2
0.012 ( rads )

2

Position noise Σ2
pi 0.052I2x2 m2 1.02I2x2 m2

Attitude noise Σ2
Θi

0.012 rad2 0.52 rad2

8.4.2. Measurement scenarios
Due to the large number of measurement parameters, it is infeasible to test all possible combinations
of navigation performance parameters. Therefore, the navigation parameter space can only be roughly
scanned using a set of scenarios. These scenarios range roughly from only using USBL to using both
USBL and a high-performance vision system. In reality, the high-performance vision system should be
available in the Terminal Homing step, while the USBL is available from the Approach Setup step as
explained in Section 2.2.2. The scanning approach is further explained below.

Approach The approach used to scan the navigation parameter space is presented in Figure 8.2. A
base scenario is defined with average navigation performance, located approximately in the middle of
the navigation parameter space. Orthogonal scans are then performed along the update rate range,
acceleration measurement precision range, and pose and velocity measurement precision range. This
approach enables the investigation of the influence of the critical navigation performance factors, while
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keeping the number of simulations limited. The resulting data from these scenarios is used to draw con-
clusions about the impact of navigation performance on the docking process. The base configuration
is presented in Table 8.5. Furthermore, the different orthogonal scenarios are presented in 8.6.

Measurement parameter space
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Figure 8.2: Approach for scanning the navigation parameter space.

Table 8.5: Measurement base scenario for i ∈ {na, nd}.

Description Variable Noise covariance
Measurement update period tz 0.2 s
Linear acceleration noise Σ2

v̇i
0.01I2x2 (ms2 )

2

Angular acceleration noise Σ2
q̇i

0.05 ( rads2 )
2

Linear velocity noise Σ2
vi 0.052 m

s )
2

Angular velocity noise Σ2
qi 0.0012 ( rads )

2

Position noise Σ2
pi 0.52I2x2 m2

Attitude noise Σ2
Θi

0.12 rad2

Table 8.6: Measurement parameter scenarios for i ∈ {na, nd}.

Scenario Parameter Value
1 Σ2

ν̇i
diag([0.001, 0.001, 0.005])

2 diag([0.1, 0.1, 0.5])
3 tz 0.04 s
4 0.1 s
5 0.5 s
6 1 s
7 2 s
8 Σ2

i diag([0.052, 0.052, 0.012, 0.0052, 0.0052, 0.00012])
9 diag([12, 12, 0.52, 0.22, 0.22, 0.012])

8.4.3. EKF configurations
The EKF of the AUV and the USV is configured using the parameters presented in Table 8.7. Here the
following considerations are made:
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1. The initial state estimate is set to be equal to the first measurement, as this provides a reasonable
starting point for the filter.

2. The initial covariance matrix is set to be large to account for the large uncertainty of the initial state
estimate. Since the initial state estimate is set to be equal to the first measurement, Pi,0 is set
proportional to the measurement noise variance. This ensures that the filter will quickly converge
in the initial seconds as more measurements are incorporated.

3. The process noise covariance matrix Qi is manually tuned to minimize the RSME between the
true states and the estimated states.. In tuning, a balance must be struck between smoothing the
estimate and allowing it to respond to rapid dynamic changes.

Table 8.7: EKF parameters for i ∈ {na, nd}.

Parameter Value
x̂i,0 zi,0
Pi,0 9Σ2

i

Qi diag([0.0032, 0.0032, 0.0012, 0.0012, 0.0012, 0.012,Σ2
ν̇,i])

Ri Σ2
i

8.5. Verification
The EKF of the AUV and the USV are verified by checking the covariance of each of the state estimates
and comparing the state estimates to the true states and the measurements. Finally, a visual analysis
is done by observing the position state estimates in the animation.

8.5.1. Covariance convergence
A number of observations for a correctly implemented EKF are expected:

• The initial values of the diagonal state covariance matrix are large due to Consideration 2.
• As time progresses, the values of the diagonal state covariance matrix should gradually decrease
and settle to a stable range.

• This range is established by the ratio of time updates to measurement updates. The covariance
matrix should decrease at every measurement update while it should increase at every time
update. As the ratio between time updates and measurement updates is greater than 1, a ’shark
teeth’ pattern is expected.

The convergence of covariance is verified using the base scenario, but with an update period of 0.1
seconds instead of 0.2 seconds The control loop operates at a frequency of 100 Hz, which means that
time updates are performed every 0.01 seconds. For a measurement update period of 0.1 seconds, a
10-to-1 ratio between time updates and measurement updates is expected. Figure 8.3a displays the
covariance for each state estimate for the AUV, while Figure 8.3b shows the covariance of the USV
state estimates. To illustrate the ’shark teeth’ pattern, Figure 8.4 is a zoomed-in version of Figure 8.3a.

All of the expected observations are observed in the various sub-figures. However, in the standard
deviation plot of the angular velocity, the measurement covariance is very small and the measure-
ments are trusted heavily, therefore the transient behavior is almost zero and the covariance reaches
its stable range after the first measurement. In conclusion, the covariance plot supports that the EKF
is working as expected.
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(a) The covariance plot of the Scout state estimate.
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(b) The covariance plot of the USV state estimate covariance.

Figure 8.3: The covariance plots of the Lobster Scout and the USV.
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Figure 8.4: The covariance plot of the AUV EKF zoomed in. Each star is a time update while the red stars indicate that a
measurement update is performed in addition.

8.5.2. State estimation
To assess the performance of state estimation, the true states, the measurements, and the estimated
states are visually compared in Figure 8.5 for the Lobster Scout and in Figure 8.6 for the USV.

Additionally, comparing the RSME between the measurements and the true state, as well as the RSME
between the state estimates and the true can provide a quantitative performance indication. These re-
sults are presented in Table 8.8. The filtering indeed results in significant improvement over the raw
measurements as the RSME is significantly smaller. Furthermore, the long-term measurement RSME
should converge to the measurement noise standard deviation, which the results support.
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Figure 8.5: Comparison of the true states, state estimates and measurements for the USV.
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Figure 8.6: Comparison of the true states, state estimates and measurements for the Lobster Scout.

Table 8.8: RSME of the measurements and the state estimates.

Description rmsex rmsez rmseθ rmseu rmsew rmseq Sum
AUV measurements 0.51 0.51 0.097 0.055 0.053 0.006 1.23
USV measurements 0.43 0.52 0.092 0.05 0.052 0.008 1.16
AUV state estimates 0.068 0.11 0.03 0.012 0.017 0.005 0.24
USV state estimates 0.075 0.09 0.025 0.012 0.017 0.005 0.22

8.5.3. Visual analysis
Figure 8.7 displays the navigation tracking of the Scout and the USV position, and the associated QR
code allows viewing of the animation, which confirms that the Scout and USV are correctly tracked.

Figure 8.7: Position estimates of the AUV and the USV represented by black crosses.

 

 

Animation

https://drive.google.com/file/d/14ttiwaz_rjyxF0o9Qwb9RxUIg6bdgDeX/view?usp=sharing
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8.6. Results
This section investigates the influence of various navigation factors on docking performance. These
factors include update rate, pose and velocity measurement precision, and acceleration measurement
precision. Due to time constraints, only two guidance methods from Chapter 7 were considered. The
first method is the brute force pose controller for target state guidance, which is the simplest method.
If effective, it could potentially lower the navigation system requirements as it only relies on pose state
estimates. The second method is the CPV controller combined with the wave cancellation waiting strat-
egy, which uses a relative velocity threshold of 1.0 m

s . This method was selected as it achieved the
best performance overall using perfect state estimates.

The maximum simulation time was set to 120 seconds for the brute force pose controller and to 300
seconds for the CPV controller with the waiting strategy in order to account for the waiting time. Only
sea state 0 to 8 were simulated, since these methods using perfect navigation did not exceed sea state
8 for any of the three docking distributions. Therefore, it was not expected to achieve a higher sea state.

Investigation of the influence of navigation on the polynomial prediction method and the kinematic
prediction method was not possible due to time constraints. However, it is expected that their perfor-
mance is highly dependent on navigational performance, as they amplify state estimate errors. This is
left for future research to explore.

8.6.1. Update rate
In this section, the influence of update rate, with update period tz is investigated.

Brute force pose control
Figure 8.8 presents the 99.7 % confidence intervals of the brute force pose controller for various update
periods. The results for the brute force pose controller obtained in Chapter 7 using perfect navigation
are also shown as a baseline. Furthermore, Table 8.9 presents the maximum operational sea states
for each of the update periods based on the capture limits defined in Section 6.3.4.
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Figure 8.8: The 99.7 % confidence intervals over sea states for the brute force pose controller for various measurement
update periods.
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Table 8.9: Maximum operational sea state for the brute force pose controller for various update periods.

Update period [s] Surge Pitch Kinetic energy Total Up-time [%]
Perfect 6 8 6 6 82.7
2.0 - 0 0 - 0.0
1.0 - 6 6 - 0.0
0.5 - 6 4 - 0.0
0.2 4 8 6 4 36.7
0.1 6 6 6 6 82.7
0.04 5 8 6 5 59.4

The results show that decreasing the update period between measurements has a significant positive
impact on the attained maximum operational sea state for the brute force pose controller, which is ex-
pected. Out of the evaluated update periods, a minimum update period of 0.2 seconds is required to
achieve a sea state above zero. Interestingly, the update period of 0.04 seconds obtained a lower max-
imum operational sea state than with an update rate of 0.1 seconds. This may be due to randomness
or inappropriate tuning of the Q matrix, which is only tuned for the base scenario and kept constant for
all update period variations.

CPV control with waiting strategy
Figure 8.9 presents the 99.7 % confidence intervals of the for the CPV controller combined with the
wave cancellation waiting strategy with a relative velocity threshold of 1.0 m

s for various update periods.
Additionally, Table 8.10 presents the maximum operational sea states for each of the update periods,
based on the capture limits defined in Section 6.3.4. In order to reduce simulation time, the update
period of 2.0 seconds is not evaluated since it did not perform well for the brute force pose controller.
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Figure 8.9: The 99.7 % confidence intervals over sea states for the CPV controller combined with the wave cancellation
waiting strategy with a relative velocity threshold of 1.0 m

s for various measurement update periods.
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Table 8.10: Maximum operational sea state for the CPV controller combined with the wave cancellation waiting strategy with a
relative velocity threshold of 1.0 m

s for various update periods.

Update period [s] Surge Pitch Kinetic energy Total Up-time [%]
Perfect 8 7 7 7 93.6
1.0 - 7 7 - 0.0
0.5 - 6 7 - 0.0
0.2 5 6 7 5 59.4
0.1 6 7 7 6 82.7
0.04 8 8 8 8 98.3

The performance of the CPV controller combined with the wave cancellation waiting strategy remains
impressive with an update period of 0.2 seconds or smaller. With an update time of 0.1 seconds, a
maximum operational sea state of 7 was almost reached, if the surge confidence interval did not fall
slightly fall outside the surge capture limits. No significant difference in performance is observed be-
tween the 0.04-second update period and perfect navigation across the range of sea states. However,
using an update period of 0.04 seconds did result in a higher maximum operational sea state than us-
ing perfect navigation explored in Section 7.4.5. This unexpected outcome is likely due to randomness
acting favorably for this update period.

8.6.2. Pose and velocity measurement precision
The influence of the pose and velocity measurement precision is investigated using the three scenarios
given in Table 8.11.

Table 8.11: Pose and velocity measurement precision scenarios for i ∈ {na, nd}.

Scenario Parameter Value
Best Σ2

i diag([0.052, 0.052, 0.012, 0.0052, 0.0052, 0.00012])
Base diag([0.52, 0.52, 0.12, 0.052, 0.052, 0.0012])
Worst diag([12, 12, 0.52, 0.22, 0.22, 0.012])

Brute force pose control
Figure 8.10 presents the 99.7 % confidence intervals of the brute force controller for the different
pose and velocity measurement precision scenarios presented in Table 8.11. Furthermore, Table 8.12
presents the maximum operational sea states based on the capture limits defined in Section 6.3.4.
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Figure 8.10: The 99.7 % confidence intervals over sea states for the CPV controller for various pose and velocity
measurement covariances.

Table 8.12: Maximum operational sea state for the brute force pose controller for various pose and velocity measurement
covariances.

Scenario Surge Pitch Kinetic energy Total Up-time [%]
Perfect 6 8 6 6 82.7
Best 5 8 5 5 59.4
Base 4 5 5 4 36.7
Worst - - 2 - 0.0

The overall results align with expectations, although some inconsistencies are observed which likely
result from randomness. For instance, in the base scenario, the pitch error confidence interval is within
the capture limits for sea state 8, but not for sea states 6 and 7. Another observation is that the
worst-case scenario had a measurement covariance that was just too large for successful docking at
any sea state. Looking at this scenario, the confidence intervals for surge error and pitch error were
mostly dominated by the navigation performance. On the other hand, the kinetic energy distribution
was significantly dependent on the sea state, as indicated by the significant increase in confidence
interval with increasing sea state.

CPV control with waiting strategy
Figure 8.11 presents the 99.7 % confidence intervals of the CPV control with the waiting strategy for
the different pose and velocity measurement precision scenarios presented in Table 8.11. Furthermore,
Table 8.13 presents the maximum operational sea states for each scenario.
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Figure 8.11: The 99.7 % confidence intervals over sea states for the CPV controller combined with the wave cancellation
waiting strategy with a relative velocity threshold of 1.0 m

s for various pose and velocity measurement covariances.

Table 8.13: Maximum operational sea state for the CPV controller combined with the wave cancellation waiting strategy with a
relative velocity threshold of 1.0 m

s for various pose and velocity measurement covariances.

Scenario Surge Pitch Kinetic energy Total Up-time [%]
Perfect 8 7 7 7 93.6
Best 7 7 7 7 93.6
Base 4 6 6 4 36.7
Worst - - 6 - 0.0

The results indicate that the best-case scenario performs similarly to the perfect navigation case, achiev-
ing a maximum operational sea state of 7. This suggests that with sufficient pose and velocity measure-
ment precision and an average update period of 0.2 seconds, significant up-time is expected for the
AUV-USV combination. The base-case scenario also performed well, although increasing the capture
limit for the surge error could improve its performance further.

8.6.3. Acceleration measurement precision
The influence of the acceleration measurement precision is investigated using the three scenarios given
in Table 8.14.

Table 8.14: Acceleration measurement precision scenarios for i ∈ {na, nd}.

Scenario Parameter Value
Best Σ2

ν̇i
diag([0.001, 0.001, 0.005])

Base diag([0.01, 0.01, 0.05])
Worst diag([0.1, 0.1, 0.5])



8.6. Results 125

Brute force pose control
Figure 8.12 presents the 99.7 % confidence intervals of the brute force controller for the different accel-
eration measurement precision scenarios presented in Table 8.11. Furthermore, Table 8.15 presents
the maximum operational sea states based on the capture limits defined in Section 6.3.4.
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Figure 8.12: The 99.7 % confidence intervals over sea states for the brute force pose controller for various for various
acceleration measurement covariances.

Table 8.15: Maximum operational sea state for the brute force pose controller for various acceleration measurement
covariances.

Scenario Surge Pitch Kinetic energy Total Up-time [%]
Perfect 6 8 6 5 59.4
Best 4 6 5 4 36.7
Base 4 8 5 4 36.7
Worst 2 8 5 2 14.8

The results demonstrate that there is minimal sensitivity to variations in acceleration measurement
precision. Despite the two orders of magnitude difference in acceleration measurement covariance
across the three scenarios, there was no clear correlation with increased confidence intervals. This
implies that achieving the highest maximum operational sea state with the brute force pose controller
depends more on maximizing the pose and velocity measurement precision and update rate, rather
than focusing on maximizing acceleration measurement precision.

CPV control with waiting strategy
Figure 8.13 presents the 99.7 % confidence intervals of the CPV control with the waiting strategy for the
different acceleration measurement precision scenarios presented in Table 8.11. Furthermore, Table
8.16 presents the maximum operational sea states for each scenario.
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Figure 8.13: The 99.7 % confidence intervals over sea states for the CPV controller combined with the wave cancellation
waiting strategy with a relative velocity threshold of 1.0 m

s for various acceleration measurement covariances.

Table 8.16: Maximum operational sea state for the CPV controller combined with the wave cancellation waiting strategy with a
relative velocity threshold of 1.0 m

s for various acceleration measurement covariances.

Scenario Surge Pitch Kinetic energy Total Up-time [%]
Perfect 8 7 7 7 93.6
Best 5 6 7 5 59.4
Base 4 6 6 4 36.7
Worst 0 7 6 0 0.0

The results suggest that the surge error confidence intervals for the CPV controller, which controls for
pose and velocity, are more dependent on the level of acceleration measurement precision compared
to the brute force pose controller, which only controls for pose. This is expected as acceleration noise
will have a greater impact on velocity estimates than on pose estimates. In contrast, no significant
correlation is observed between acceleration noise and confidence intervals for the docking pitch error
and kinetic impact energy. This observation could result from the slower dynamics of the Scout in pitch
and heave motion, which essentially acts as a low pass filter that attenuates the high-frequency impact
of the control force. As a result, the influence of the acceleration noise on the pitch error distribution
and the kinetic impact energy is decreased.

8.7. Discussion
The results showed that decreasing the update period positively affects the maximum operational sea
state up to around an update rate of 10 Hz after which the size of the docking confidence intervals is
mainly dominated by the wave disturbance. The confidence intervals for the surge error were most
limiting and an update rate equal to 2 Hz or lower resulted in a surge error confidence interval that was
too large to even dock with no waves. However, an update rate of 5 Hz was enough to dock up to sea
state 4 for the brute force pose controller and up to sea state 5 for the CPV controller combined with the
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wave cancellation waiting strategy. From 10 Hz and above, the maximum operational sea state seems
to be similar to the perfect navigation case, with small differences mainly resulting from randomness.

The pose and velocity measurement precision, under the best-case scenario also demonstrated good
performance, as the maximum operational sea state was only decreased by one for the brute force
controller and by zero for the CPV controller using the waiting strategy compared to their attained max-
imum operational sea state using perfect navigation. This result was obtained with an update rate of
only 5 Hz, which suggests that a lower update rate can be compensated by a higher pose and mea-
surement precision, which provides some freedom in the design space of the navigation system.

The results suggested that the docking performance was less dependent on the acceleration mea-
surement precision. However, the CPV controller was more sensitive than the brute force controller,
as it also controls for velocity. This suggests that the CPVA controller, which directly controls for ac-
celeration, is even more sensitive to the precision of acceleration measurements. If this is the case,
filtering of the acceleration measurements could be beneficial.

A vision system should be capable of obtaining both a high update rate of nearly 30 Hz [37] and the
required position precision [75] of around 5 cm, while the Scout onboard sensors can further aid the
required angular and velocity precision. This indicates that navigation for vertical docking, although sig-
nificant performance is required, does not need to limit the success of the vertical docking approach.

8.7.1. Contributions
In this chapter, several contributions were made. Firstly, a navigation strategy for docking to an USV
using the vertical docking approach was developed. This approach incorporated the use of an acoustic
modem into the navigation system to communicate the state of the USV to the Scout. To the best of
the author’s knowledge, utilizing the onboard sensors of the USV and communicating their measure-
ments using an acoustic modem to an AUV for docking purposes is not yet been studied. Secondly,
the general requirements for the navigation system to function effectively when vertically docking in the
wave-affected zone were identified. The insights presented in this chapter could prove helpful to future
docking studies that investigate docking navigation in a dynamic environment. Finally, an initial eval-
uation of the performance of the vertical docking approach in rough seas was carried out, taking into
consideration all the key elements outlined in Chapter 2. This contributes to determining the viability of
the vertical docking approach and advancing the knowledge on autonomous underwater docking.

8.7.2. Limitations and recommendations
This chapter was indented as a high-level investigation of the influence of navigation on the vertical
docking performance. However, many aspects were only discussed briefly and require more thorough
research in the future:

• The navigation model in this thesis assumed that position, velocity, and acceleration measure-
ments could be obtained from both the AUV and the USV, and that this information could be
communicated between the vehicles. Furthermore, the current navigation strategy was chosen
based on information availability rather than an optimized strategy for vertical docking. However,
the required navigation systems and sensors should be thoroughly considered based on sys-
tem integration, pricing, and performance. Future research can also investigate the feasibility of
utilizing the existing onboard navigation systems on the USV for docking navigation.

• While generating noisy measurements directly from the true states of the Scout and the USV
was convenient for the initial evaluation, obtaining realistic measurement performance ranges for
these direct noisy measurements required transforming the performance of various underwater
navigation and docking sensors. This transformation required some level of free interpretation
and several simplifications. Future modelling efforts should incorporate various sensor models
to obtain a more accurate measurement model which provides more insight into the required
navigation performance of individual sensors for vertical docking.

• This initial evaluation did not explore the influence of acquisition range, environmental sensitivity,
accuracy, and latency on navigation performance. Therefore, further exploration of these factors
is necessary for a more thorough evaluation of navigation.
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• The scanning approach through the measurement parameter space presented in Figure 8.2 was
very brief and limited in scope. Different combinations of update rate and precision could be
explored to gain more insight.

• Given the chosen sample size it was challenging to determine to what extent changes in the con-
fidence interval are due to natural randomness or result from actual changes in the population
distribution. This limitation impacts the overall accuracy and reliability of the presented findings.
Future studies should consider increasing the sample size to better mitigate the effect of random-
ness and improve the validity of the results.

• Further exploration is required to determine the influence of navigation performance on the other
guidance and prediction methods.

8.8. Conclusion
This chapter aimed to answer the question: What is the influence of navigation on vertical docking
performance? To investigate this, a navigation strategy was developed based on the current kinematic
EKF implementation and onboard sensors of the Lobster Scout and a common docking navigation
strategy based on a USBL system and a vision system installed on the Scout to measure the relative
position and velocity of the USV and the DS. Furthermore, the accelerations of the USV were commu-
nicated to the Lobster Scout at a high update rate using an acoustic modem.

The most critical measurement performance characteristics were determined for an initial evaluation,
which included the precision of the acceleration, velocity, and pose measurements, as well as the
update rate of the pose and velocity measurements. Using the literature a range of measurement
performances was determined roughly ranging from using only USBL to using a high-performing vi-
sion system for the final vertical docking approach. The influence of these factors was investigated on
the target state guidance method using the brute force pose controller and the target state guidance
method using the CPV method combined with the wave cancellation waiting strategy.

It was found that the navigation performance is highly influential to the docking performance of these
methods. More specifically, both a high update rate and a high pose and velocity measurement pre-
cision are beneficial for the docking performance, while the influence of acceleration measurement
precision is smaller for the chosen methods.

The results showed that both guidance methods, when using a high update rate of 10 Hz to 25 Hz
and average acceleration, pose, and velocity measurement precision can achieve similar performance
to using perfect navigation. Moreover, an update rate of only 5 Hz was sufficient to achieve compara-
ble results to perfect navigation, as long as a high measurement precision for pose and velocity was
obtained. This indicates that the docking distributions for these scenarios are mostly dominated by
wave disturbances rather than navigation performance. Both of these scenarios can be realized using
a vision system, which supports the viability of the vertical docking approach.



9
Conclusion

AUVs are still laborious and expensive to operate due to their limited range and autonomy. Human la-
bor can be severely decreased by combining an AUV with an USV, however, current docking solutions
have limited the operational employability of this combination in rough seas. In this study, a new vertical
docking approach from below the USV was proposed, which could possibly dock in higher sea states
due to wave phase synchronization, ultimately enabling more cost-effective underwater operations. To
investigate this, the Lobster Scout was used as a case study, leading to the main research question of
this thesis:

To what extent is a vertical docking approach of the Lobster Scout to an USV viable in rough seas?

In conclusion, the vertical docking approach shows promise for enabling a reliable AUV-USV com-
bination for the Lobster Scout in sea state 5 (H 1

3
= 1.65 m, T̄ = 5.1 s) to sea state 7 (H 1

3
= 3.6 m,

T̄ = 6.7 s), resulting in an estimated annual operational up-time of 59.4 % to 93.6 % in the North Sea.
Furthermore, there is potential to achieve even higher sea states with improved GNC methods. The
vertical docking approach is a viable solution to achieve a workable AUV-USV combination and the
obtained results are an improvement over current studies using horizontal docking approaches. How-
ever, the author is of the opinion that both horizontal and vertical docking approaches require further
investigation.

9.1. Answers to research sub-questions
Five research sub-questions were defined to answer this question. These questions led to the iden-
tification of the key elements to consider for an initial performance evaluation (Chapter 2), a model
of the vertical docking system (Chapter 3-5), a method for evaluating docking performance (Chapter
6), identification and evaluation of effective vertical guidance and control methods (Chapter 7) and an
assessment of the influence of noisy measurements on the docking performance (Chapter 8). Below
are the conclusions for each of the research sub-questions:

What are the key elements to consider for an initial performance evaluation of the vertical docking
approach to an USV?

It was found that for an initial evaluation, the surge, heave, and pitch DOF should be considered as
they are most impacted by waves given that the AUV and USV will align with the main wave direction.
Furthermore, the key elements include environmental conditions, the USV, the Lobster Scout, the DS,
and vertical docking guidance navigation and control. Environmental conditions were limited to waves
due to their differential impact on the USV and the Lobster Scout, while current and wind are neglected
and the study was evaluated for the North Sea. The USV was limited to a free-floating box and its
specifications are roughly based on the DUS V5750 USV by Demcon [72]. The DS mounted on the
USV was analyzed and an upside-down cradle DS design was found to best suit the Lobster Scout.

129
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The focus of the GNCmethods was limited to the final meters to the dock, as this is the most critical and
unique part of the vertical docking procedure. Overall, this concludes the key elements for obtaining
an initial performance evaluation of a vertical docking approach.

How can the vertical docking system be modelled?

The vertical docking system requires modelling of waves, the Lobster Scout, and the USV with the
attached DS. Linear velocity potential theory was used to approximate the irregular waves of the North
Sea. Kinematic and dynamics matrix equations were used to obtain a general AUV model, which re-
lates the control forces and the wave disturbance forces to its motion. The model parameters for the
Lobster Scout were then estimated through field experiments for control and drag forces, while Ansys
Aqua was used to estimate the added mass parameters. The CAD design was used to estimate its iner-
tial, gravitational, and buoyancy forces. Finally, assuming a linear mass-spring-damper model, Ansys
Aqua was used to obtain the motion RAOs of the box-shaped USV, which were then used to simulate
its motion response. The motion of the DS was obtained by transforming these motions. All in all, the
resulting model can simulate the primary motions of the system in irregular North Sea waves.

How to evaluate vertical docking performance?

As docking success is described probabilistically, a probability distribution method was developed to
estimate the success probability of a vertical docking approach. This method defines a docking attempt
as the moment when the AUV enters the capture mechanism of the DS. For a particular GNC method,
the docking probability distributions of the key docking entry metrics are obtained. In a 2D setting, these
metrics include the docking surge error, docking pitch error, and the kinetic impact energy. Viability was
determined using the maximum operational sea state and estimated operational up-time. The 99.7 %
confidence intervals of these distributions were used to obtain the maximum operational sea state of
the USV-AUV combination, by evaluating whether they fall within reasonable capture limits of a certain
cradle-type DS design. The operational up-time in the North Sea was then determined using statistical
sea state data. Sea state 8 with a significant wave height of 4.85 m, which just exceeds the operating
limit of the Demcon’s DUS V5750 USV [72] was identified as a good performance benchmark for de-
termining the effectiveness of the vertical docking approach using different GNC methods.

What are effective vertical guidance and control methods for the Lobster Scout?

A target state guidance method using way-points was designed for guiding the Lobster Scout to the
DS. The target state guidance method was implemented using various controllers which included a
pose PID controller, a CPV controller, and a CPVA controller, which progressively control for more
AUV states. It was furthermore evaluated whether kinematic prediction, polynomial prediction, and a
wave cancellation waiting strategy could increase the maximum operational sea state. It is important to
note that in this chapter, the guidance methods were evaluated using perfect navigation, which results
in optimistic results.

None of the guidance and control methods were able to achieve the effectiveness benchmark for sea
state 8. However, the CPVA method and the CPV method combined with the wave cancellation waiting
strategy achieved a maximum operational sea state of 7, resulting in an impressive annual operational
up-time of 93.6 % for the AUV-USV combination in the North Sea. Moreover, combining the pose con-
troller with the polynomial and kinematic prediction methods led to smaller confidence intervals, which
is promising. By combining these predictive methods with the CPV or CPVA controllers in the future,
or with additional tuning, they could potentially meet the effectiveness benchmark.

What is the influence of navigation on vertical docking performance?

The navigation system was modelled using a measurement model that generated direct noisy mea-
surements of the true state of the Lobster Scout and the USV, and an EKF was implemented to im-
prove the state estimates. The investigation focused on the influence of the most critical factors in the
final docking stage, namely, the influence of pose, velocity, and acceleration measurement precision,
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as well as the influence of the update rate of the pose and velocity measurements. Only target state
guidance using the brute force pose controller and using the CPV controller combined with the wave
cancellation waiting strategy were evaluated.

It was found that the two guidance methods could achieve comparable docking performance to their
performance with perfect navigation at an update rate above 10 Hz with average pose and velocity
measurement precision, or an update rate of 5 Hz with excellent pose and velocity measurement pre-
cision. The docking distributions were found to be mostly dominated by the wave disturbance at this
level of navigation performance. Hence, the study suggests that navigation is not an immediate barrier
to the viability of the vertical docking approach, as this level of navigation performance is achievable
with a docking vision system. Additionally, the influence of acceleration measurement precision was
found to be small compared to other factors.

The answers to these sub-research questions result in the final outcomes of this project:

• A system model of the vertical docking system.
• A high-level concept design and the main design requirements of a vertical DS for the Scout.
• Identification of effective vertical docking guidance and control methods.
• Identification of critical factors affecting vertical docking performance.
• An initial performance indication for the vertical docking approach.

9.2. Comparison with existing literature
Now that an initial performance indication of the vertical docking approach to an USV is available, it is
compared to existing studies that utilized horizontal docking concepts to a floating element.

A direct comparison of the results is done with studies where a horizontal DS was directly attached
to the floating object. For example, in [64] a modified cruising Hydroid REMUS 100 AUV was docked
to a station-keeping USV using a short taut vertical cable under the USV that served as the docking
line. Trials were performed in lakes with very limited waves and currents, and docking attempts at
higher sea states than sea states 0 or 1 were unlikely to be successful. Furthermore, a cage type DS
mounted on a wave energy converter for a BLUE ROV 2 Heavy was proposed in [79] and evaluated
in simulation. The DS motion was limited to heave sinusoidal motion with an amplitude of 1m and a
period of around 20 seconds. While the amplitude is significant, the period is very long, so the wave
disturbance remains small. In comparison, the vertical docking approach proposed in this study was
evaluated under more realistic waves with larger disturbances over a broader range of sea states, re-
sulting in successful docking with rougher seas. These findings support the competitiveness of the
vertical docking concept presented in this thesis.

Furthermore, several studies investigated the concept of horizontal autonomous docking to a funnel-
shaped DS suspended with a cable from a vessel. By lowering the DS below the wave-affected zone,
the wave disturbance only acts indirectly through the cable, and all motions of the vessel are coupled
to the heave motion of the DS. Additionally, a heave compensation system can be added to the cable
to almost fully decouple the motion between the vessel and the DS. These suspended DS can possibly
also be lowered to close to the sea floor for extended periods of time to service the AUV from there,
which is especially relevant for deep waters, where diving and surfacing of the AUV can take significant
time and energy. In [30], the simulated scenario involved the DS performing a sinusoidal motion with
an amplitude of 0.15 m at 6500 m depth, while the mother ship moved with 2.2 meters of amplitude. In
another study [37], the suspended funnel-shaped DS was tested only in calm waters. However, since
the AUV was only controlled relatively to the DS in the horizontal plane, this solution only worked with
small to no waves. Finally, the autonomous docking capability of an ROV to a suspended cage-type
DS hanging from a vessel was tested in [75], where they were able to sustain 2 meters of heave mo-
tion during sea trials. However, deploying these suspended DS systems requires the development of
a reliable cable system, and it also increases navigational complexity since the DS requires its own
navigation system. Both of these additional systems aren’t necessary for directly vertically docking to
the USV. Additionally, the benefits of deploying close to the sea floor to save on dive time are less
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relevant in the North Sea since it’s relatively shallow. An interesting avenue for future research is to
combine the vertical docking approach with a suspended vertical cradle-type DS in order partially or
fully decouple the motion of the USV and the DS and reduce the effect of the wave disturbance.

Another approach presented in [46] involved a system that could retrieve a non-functioning AUV float-
ing on the sea surface. To achieve this, all docking GNC methods were placed on the USV. One
significant benefit of a sea surface-based docking is the availability of GNSS and high-bandwidth com-
munication between an AUV and the USV, which simplifies navigation requirements and essentially
limits the docking problem to the horizontal plane. In contrast, vertical docking navigation has substan-
tial underwater navigation requirements, which are more difficult to achieve. Therefore, autonomous
sea surface docking may be an attractive alternative to vertical docking and should be further explored.
However, a disadvantage of sea surface-based docking is that most AUVs lose a substantial part of
their control authority, and the wave disturbance is severe.

All in all, it can not definitively be said that the concept presented in this thesis, vertical docking di-
rectly to the USV, works better or worse than these horizontal docking concepts, especially since both
can be optimized further in future research. Therefore, all of the concepts mentioned here require
further investigation to determine their relative effectiveness in different applications.

9.3. Contributions
This thesis has made significant contributions to the development of efficient and effective docking solu-
tions for AUVs to USVs, ultimately enabling greater operational flexibility and cost savings in underwater
surveys. The contributions include:

• Novel vertical docking approach This study has introduced a novel approach for vertical dock-
ing to an USV, utilizing phase synchronization of wave disturbances. This method is specifically
designed for hovering AUVs and broadens the range of possible docking solutions.

• New docking guidance and prediction methods This study has explored novel guidance meth-
ods for underwater docking that have not been previously investigated, including target state guid-
ance using the CPV controller and the CPVA controller. Additionally, kinematic and polynomial
prediction methods, which have not yet been utilized for docking purposes, have been evaluated
in this research. These methods have shown to be effective for docking and therefore provide
value for underwater docking in general.

• Underwater docking in the presence of large waves Current studies on underwater docking
have primarily focused on regular waves at small sea states. However, this study has extended
the research by examining docking in the presence of more realistic irregular waves at large sea
states, which is relevant in providing a better understanding of docking in actual ocean environ-
ments.

• Probability distribution based docking evaluation This study proposes a novel approach for
evaluating docking performance using probability distributions to obtain a probabilistic docking
success rate, which is an improvement over the mostly binary (failed/successful dock) evaluation
based on certain docking conditions used in current studies. The proposed method allows for a
direct coupling of some of the design requirements of the docking system to its success probability,
providing valuable insights to the DS designer.

9.4. Recommendations
This thesis served as an exploratory investigation of the viability and effectiveness of a vertical docking
approach to an USV. This thesis has the following recommendations for future research:

• 3D setting The study was performed in a 2D setting, which limited the investigation to only three
out of six degrees of freedom between the AUV and the USV. This could overestimate the perfor-
mance of the vertical docking approach. Additionally, certain wave properties such as directional
spreading were not investigated, as they are only present in a 3D setting. Future research should
expand the simulation to a 3D setting, taking into account all DOF and 3D wave properties.
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• Increase model accuracy At higher sea states, the wave steepness assumption doesn’t hold
and higher-order wave models should be explored. To increase the realism of USV motions, the
current approximation of the USV as a simple box shape is not sufficient and a more realistic boat
shape should be used. Finally, the real Lobster Scout’s asymmetries cause coupling between
motions, which is not currently taken into account and should be addressed in future research.
Finally, accurate modelling of the control forces can lead to more realistic responses and more
precise drag coefficients.

• Docking navigation The navigation model in this thesis assumed that position, velocity, and
acceleration measurements could be obtained from both the AUV and the USV, and that this
information could be communicated between the vehicles. However, in order to implement this
type of vertical docking, the required navigation systems and sensors should be thoroughly con-
sidered based on system integration, pricing, and performance. Future research can also focus
on investigating the feasibility of utilizing the existing onboard navigation systems on the USV for
docking navigation.

• DS design It was assumed that the capture mechanism could align the AUV with the latch, pro-
vided that certain entry conditions to the capture mechanism were met. However, this assumption
was not verified due to the complex modelling of impact dynamics. Further exploration of the ver-
tical cradle type DS design should be a priority when continuing this research.

• Investigation of other concepts While the results suggest that vertical docking can achieve
a viable AUV-USV combination, the author believes that alternative docking concepts that aim
to decouple the motion of the DS and the USV may yield similar or superior performance while
providing additional benefits should also require more attention in future research.

• Guidance and prediction methods The exploratory investigation of predictive guidance meth-
ods for vertical docking in this thesis have shown promising results. Further research should
focus on a more extensive investigation of these methods for vertical docking using a larger sam-
ple size, resulting in more certainty in their docking distributions and as well as a possible increase
in performance.

All in all, this research indicates that the vertical docking approach to an USV using a hovering AUV such
as the Lobster Scout can operate in medium to rough seas and achieve significant operational up-time.
Furthermore, there is potential to increase performance further using more sophisticated guidance,
prediction and control methods indicating that the vertical docking approach is relevant and worthy of
further investigation.
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A
Modelling preliminaries

This section discusses some of the relevant concepts, notations and definitions used for modelling
purposes of marine vehicles. In Section A.1 the scalar and vector notations for motions and forces are
explained. In Section A.2, important reference points are defined. Finally, in Section A.3, commonly
used transforms are presented.

A.1. Notation for motion and forces
The notation used in this thesis to describe motion is based on [24] but is slightly altered since multiple
frames are considered. The notation can take some time to get used to, therefore this section explicitly
describes the motion en force scalar and vector notation.

Scalar notation for motions and forces
The complete notation used to describe the motion of and forces on a body is shown in Table A.1.
In explaining the complete notation, the {a} and {n} frames are used as an example, however, this
notation is generally applicable to all frames. The {a} and {n} frames can thus be substituted with the
{d}, {g} or {s} frame. Scalar notation for motions and forces should be read as follows:

• The position scalar xnna - the x position of on to oa expressed in the {n} frame.
• The orientation scalar θnna - the rotation of the {a} frame with respect to the {n} frame expressed
in the {n} frame.

• The force scalar Y na - the force along the y-axis acting on the {a} frame expressed in the {n}
frame.

Table A.1: Notation of the forces on and motions of a marine vehicle.

DOF Description Forces Positions Linear velocities
1 Motion along x-axis (surge) Xn

a xnna unna
2 Motion along y-axis (sway) Y na ynna vnna
3 Motion along z-axis (heave) Zna znna wnna

Moments Euler angles Angular velocities
4 Rotation around x-axis (roll) Kn

a ϕnna pnna
5 Rotation around y-axis (pitch) Mn

a θnna qnna
6 Rotation around z-axis (yaw) Nn

a ψnna rnna

Vector notation for motions and forces
Vectors are defined by a bold letter but other than that the notations are similar to motion scalars. For
example, the vector pnna is the vector from on to oa expressed in the {n} frame. Commonly used vectors
are defined in Table A.2.
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Table A.2: A definition on vectors based as described in [24]

Description Vectors Definition
NED position pnna [xnna y

n
na z

n
na]

T ∈ R3

Attitude Θn
na [ϕna θna ψna]

T ∈ S3

Body-fixed linear velocity vana [uana v
a
na w

a
na]

T ∈ R3

Body-fixed angular velocity ωana [pna qna rna]
T ∈ R3

Body-fixed force faa [Xa
a Y

a
a Zaa ]

T ∈ R3

Body-fixed moment ma
a [Ka Ma Na]

T ∈ R3

Note that the integration of an angular velocity in its own frame doesn’t have a physical interpretation
[24]. For example, integrating the vector ωana would not be defined.

Finally the three vectors that define the motion of a marine vehicle are given by:

• ηnna - The generalized position and orientation (i.e. pose) vector defined in the {n} frame.
• νnna - The generalized linear and angular velocity vector defined in the {a} frame.
• τ aa - The generalized force and moment vector defined in the {a} frame.

Where:

ηnna =

[
pnna
Θna

]
, νana =

[
vana
ωana

]
, τ aa =

[
faa
ma
a

]
. (A.1)

A.2. Reference points
Reference points are needed to express an equation of motion. Three important reference points are
defined here:

• CO - The origin oa of the {a} frame
• CG - The center of gravity located relatively to oa with the distance vector raag = [xaag, y

a
ag, z

a
ag]

T

• CB - The center of buoyancy located relatively to oa with the distance vector raab = [xaab, y
a
ab, z

a
ab]

T

A.3. Transformations
This section provides a short overview of the kind of transformations used between reference frames.

Rotation matrices
Coordinates or vectors in a reference frame from can be rotated to another frame to by using a rotation
matrix denoted as Rtofrom. A rotation matrix is orthogonal and has a determinant of 1, hence R−1 = RT

and thus RR−1 = RRT = RTR = I. In this thesis, a rotation matrix is used as follows:

vto = Rtofromvfrom. (A.2)

Euler angle rotations
Let the NED frame {n} and the AUV body frame {a} be related by the Euler angles ψnna, θnna and ϕnan,
then the rotation matrices around each of these axes individually are given by:

Rx,ϕn
na

=

1 0 0
0 cϕ −sϕ
0 sϕ cϕ

 , Ry,θnna
=

 cθ 0 sθ
0 1 0

−sθ 0 cθ

 , Rz,ψn
na

=

cψ −sψ 0
sψ cϕ 0
0 0 1

 , (A.3)

where, s and a c are used for sine and cosine respectively.



A.3. Transformations 140

These matrices can be used to construct a single rotation matrix from {a} to {n}. The order of multipli-
cation here matters. Following the zyx-convention, the combined rotation matrix from these principal
rotations is given by:

Rna (Θ
n
na) = Rz,ψn

na
Ry,θnanRx,ϕn

na
. (A.4)

Expanding this equation results in Equation A.5:

Rna =

cψcθ −sψcϕ+ cψsθsϕ sψsθ + cψcϕsθ
sψcθ cψcϕ+ sϕsθsψ −cψsϕ+ sθsψcϕ
−sθ cθsϕ cθcϕ

 . (A.5)

In a 2D setting in the North-Down plane only pitch rotation is of interest. In this case the rotation matrix
is given by:

Rna =

[
cθ sθ
−sθ cθ

]
. (A.6)

.

Cross-product operator
The cross-product operator × between two vectors λ and α is defined as:

λ× a := S(λ)a, (A.7)

S(λ) = −ST (λ) =

 0 −λ3 λ2
λ3 0 −λ1
−λ2 λ1 0

 ,
λ =

λ1λ2
λ3

 .
In a 2D setting in the North-Down plane, the ’cross-product operator’ is given by:

λ× a := λ1a2 − λ2a1, (A.8)

a =

[
a1
a2

]
.

λ =

[
λ1
λ2

]
.

However, note that this results in a scalar and not a vector, as this vector is perpendicular to the 2D
plane spanned by the two input vectors.



B
A review on docking studies

In this appendix, a number of docking studies are reviewed, which resulted in the identification of the
two knowledge gaps addressed in this thesis:

• The vertical docking approach to a floating DS has not yet been attempted.
• Docking near the sea surface docking has predominantly been limited to mild ocean conditions.

These gaps have been identified by reviewing docking systems for hovering AUVs and by reviewing
studies on dynamic docking of cruising AUVs near the sea surface, summarized in Section B.1 and
Section B.2 respectively.

B.1. Overview of docking systems for hovering AUVs
Most early AUVs were of the cruising type and attention for hovering type AUVs has so far been smaller
[14]. Therefore, the literature on docking for hovering AUV has so far been limited [29]. This section
summarizes the review on docking systems for hovering AUVs which the objective of identifying knowl-
edge gaps.

A docking system based on the hovering Dagon AUV was presented by [82]. In this work, a fixed
pole-type DS combined with a cradle-type DS was developed and tested in a water tank. The docking
methodology included a USBL system for the homing stage and a vision system based on passive
markers for yaw alignment with the cradle. Finally, a chessboard marker on the DS allowed for final
adjustment until the vehicle was docked. During the publication of the paper, their guidance algorithm
was not yet ready and thus the vehicle was manually steered to the dock. A Sure Simultaneous Local-
isation and Mapping (SLAM) algorithm was used to detect and track the markers’ position relative to
the vehicle.

The MARES AUV is another hovering-type AUV that can dock to a cradle-type DS. The algorithm
used here was interesting since its computational complexity was low enough that it could be run on a
Raspberry Pi 2 while being able to track a colored with temporary occlusion [14, 7]. The results showed
it could be run at approximately 12 Hz, which is high enough for the authors to get smooth control.

Another paper discussed the autonomous docking capability of an ROV to a submerged cage-type
DS hanging from a vessel [75]. In contrast to the aforementioned papers, this is a dynamic docking
situation where both significant heave and yawmotion of the DS was present due to wave disturbances.
The navigation system consisted of USBL based homing with an active marker-based vision system.
An ANFIS algorithm was developed that could predict the location of the DS in advance in order to
guide the ROV to the future DS position. The docking algorithms used here were run on a PC and
could afford high computational complexity, which may not be available on an AUV.

A DS mounted on a wave energy converter for a BLUE ROV 2 Heavy was proposed in [79]. The
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DS motion was limited to heave sinusoidal motion and MPC was used to generate the docking trajec-
tory with a prediction horizon of 10 control steps or 1 second into the future. In this paper, the position
and dynamical model of the DS are assumed to be known, thus greatly simplifying the motion prediction
step. The link between getting positional information of the DS and using that to create a model of the
motion of the DS was not shown.

In [22] it was attempted to dock a 5 DOF hovering AUV to a floating funnel-shaped DS. The vehi-
cle used acoustic positioning and vision-based positioning to determine its relative position to the DS.
It was shown that when the DS marker was moved, the AUV could follow the marker in hovering mode
from 0.5 meters in front of the DS using a quadrant detector and a USBL system. The simplicity of the
single Light Emitting Diode (LED) quadrant detector solution is attractive, however, the solution was
reliable on the USBL, and pose estimates of the AUV can only be made using acoustic navigation and
the INS. This approach only works when the hovering AUV can match the dynamics of the moving
DS directly, and is therefore fundamentally limited by the control authority of the AUV. Furthermore,
optical pose estimation was not utilized, but could increase the update rate and accuracy of the pose
estimate, therefore possibly increasing performance. Furthermore, it was only tested in very mild con-
ditions where wave motion was very limited.

A number of other studies on hovering type Unmanned Underwater Vehicle (UUV) docking systems
were found in the literature, which were evaluated and summarized in Table B.1.

Table B.1: A summary of docking systems for hovering UUV. The Navigation (N), Guidance (G) and Control (C) of each
solution are shown in the docking methodology column.

Year UUV
type

DS type Environment GNC Limitations

2009 TSL UUV
[35]

Fixed
cradle-type
DS

Sea (N) Rectangular marker vi-
sion system based dock-
ing (G) Cross-track guid-
ance (C) N/A.

Homing stage not
considered; Fixed
DS; Unknown dock-
ing performance.

2012 DAGON
AUV [82,
29]

Fixed pole
+ cradle
type DS

Water tank (N) USBL based Hom-
ing, two phase vision sys-
tem. Marker set for yaw
alignment. Chessboard
marker for final position
adjustments using SURE
SLAM (G) N/A (C) N/A.

Not validated in
real-world environ-
ments; Currents
not considered;
Fixed DS; Manual
guiding since guid-
ance algorithm was
not ready.

2013-
2018

AUV
Tri-TON
2 [66, 43,
44]

Fixed cage-
type DS

Sea (N) 3 mode system: Mode
1: Acoustic navigation.
Mode 2: Camera vision
system on AUV + LED on
DS, relative altitude con-
trol. Mode 3: Camera
vision system on AUV +
LED on DS, force con-
trol. Pinhole model used
for LED tracking (G) Way-
point guidance (C) N/A.

Effect of current not
discussed; Fixed
DS; Validation in
bad visibility not
discussed.
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Table B.1: A summary of docking systems for hovering UUV. The Navigation (N), Guidance (G) and Control (C) of each
solution are shown in the docking methodology column.

Year UUV
type

DS type Environment GNC Limitations

2017 Remus
600 AUV
[22]

Floating
funnel-type
DS

Sea (N) Acoustic homing aid
and optical quadrant de-
tector for docking stage
(G) LoS waypoint guid-
ance (C) REMUS con-
troller.

Sea conditions
were mild; No
optical pose esti-
mation; algorithm
was tested but
actual soft docking
not performed.

2017 5 DOF
AUV [83]

Moving
platform-
type DS

Simulation (N) USBL based homing,
vision based docking
(G) two-stage approach
based on error-based
guidance and dual refer-
ence point tracking (C)
grey-prediction based
PID control.

Not tested in real-
world environment;
Constant linear mo-
tion of DS; Currents
not considered.

2017-
2020

Mares
AUV [14,
7]

Fixed
cradle-type
DS

Water tank (N) USBL based hom-
ing and vision system +
hybrid markers for close
range pose and position
estimates (G) Guidance
keeps marker in frame (C)
N/A.

Not validated in
real-world envi-
ronments; Effect
of current not
discussed; Fixed
DS.

2019 BLUEROV2
Heavy
[79]

Horizontal
floating
cage-type
DS

Simulation (N) - (G) MPC (C) N/A. 2D model; limited
to heave prediction;
Known simplified
DS dynamic model;
no real-world envi-
ronment; Currents
not considered.

2020 Work-
class
ROV [75]

Horizontal
submerged
cage-type
DS

Sea (N) USBL based homing,
active LED vision based
docking (G) ANFIS (C)
Modified PID control.

Poor performance
during visual occlu-
sion; Vision system
wasn’t added to
Kalman Filter (KF);
Applicability in low
visibility water not
discussed; Vision
pose estimation
and image pro-
cessing done on
dedicated PC.

2021 Over-
actuated
AUV [88]

Fixed
platform-
type DS

Simulation (N) USBL based homing,
vision with LED markers +
USBL based docking (G)
Target state guidance or
LoS guidance (C) Sliding
mode controller.

Fixed DS; Not
tested in real-
world environment;
Currents not con-
sidered.
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Table B.1: A summary of docking systems for hovering UUV. The Navigation (N), Guidance (G) and Control (C) of each
solution are shown in the docking methodology column.

Year UUV
type

DS type Environment GNC Limitations

2021 X300
AUV [74]

Moving
platform-
type DS

Simulation (N) USBL based homing,
vision-based docking (G)
Unified task priority ap-
proach including various
local guidance algorithms
(C) PI velocity control

Linear motion of
moving DS with
constant head-
ing; Velocity of
DS assumed to
be known; Not
tested in real-
world environment;
Navigation not
considered in sim-
ulation; Current
not considered;
Straight line DS
motion.

2021 6 DOF
AUV [67]

Fixed
funnel-type
DS

Simulation (N) N/A (G) Non-linear
MPC with current esti-
mator and Field of View
(FoV) constraints (C) Non-
linear MPC + Single Input
Single Output (SISO) con-
troller.

Not tested in real-
world environment;
Navigation not con-
sidered; Fixed DS.

2022 ROVER
ROV [87]

Fixed cage-
type DS

Deep sea (N) USBL based homing
and docking. (G) 2D LoS
based homing and dock-
ing trajectory (C) N/A.

Fixed DS; Effect
of currents not
discussed.

Conclusion To the best of the author’s knowledge, this literature review considers at least most
studies on the topic of docking for hovering AUVs. This review reveals some limitations in the current
literature for docking systems for hovering AUVs. Firstly, the number of studies considering docking
for hovering AUVs is small compared to the number of studies on docking for cruising AUVs. This
conclusion is also drawn in other studies such as [82]. Secondly, the studies that have focused on the
dynamic docking case have been either significantly simplified, that is, tested in mild sea conditions, or
performed in simplified simulations. Only [75] is considered to address the dynamic docking case in
real-world offshore conditions under the influence of waves. Thirdly, in the proposed solutions, the UUV
always approaches the DS from a horizontal orientation, thus the ability of some hovering-type UUV to
pitch to a vertical orientation is not utilized in the docking procedure. New solutions may be available
by orienting the vehicle vertically before the docking procedure. Fourthly, the case where a floating
DS is approached vertically from below is never addressed. In [83] the AUV did dock to a moving DS
vertically from above, however, the DS moved with a constant linear horizontal velocity close to the
seafloor and was representing a towed DS, which has significantly different dynamics than a floating
DS that is influenced by waves and currents. Furthermore, the effect of currents for hovering type UUV
and docking attempts is barely discussed or tested, even though the characteristics of a hovering AUV
make it better suited to dock in less ideal environmental conditions compared to cruising AUVs. Finally,
the discussion on the applicability of vision-based systems in poor visibility water is limited. In summary,
the following limitations are identified in the literature:

• Literature on hovering-type UUV and docking systems is still limited, even though hovering capa-
bility may allow for docking in rougher environmental conditions.
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• Most reviewed studies that focus on the dynamic docking case assume simple motion.
• The ability of hovering-type UUV to pitch to a vertical orientation is not utilized in the docking
procedure.

• Vertically docking to a floating DS is not considered.
• Most reviewed studies have not discussed the presence of currents.
• Limited discussion on the applicability of vision-based systems in poor visibility water.

B.2. A review on dynamic sea surface docking for cruising AUVs
In Section B.1, it was found that dynamic docking to a floating DS from below is a gap in the literature.
The objective of this section is to review and obtain more knowledge about docking methodologies
used in the dynamic docking case where the DS is suspended from a vessel or floating on the surface.
This section focuses only on cruising type AUVs, as all hovering-type studies are already reviewed in
Section B.1. A summary of the reviewed studies is provided in Table B.2.

In [30], it was assumed that the DS performed a sine motion and a linear backward motion with a
constant yaw angle for a funnel-shaped DS. The homing procedure consisted of LBL aided guidance
using an Sequential Quadratic Programming (SQP) optimization strategy to generate the shortest path
up to 10 meters in front of the DS given a minimum curvature constraint. The docking procedure was
divided into two stages. In the first stage, a path was computed that anticipated the future position
of the DS. In the second stage, the vertical sine dynamics of the DS were matched directly using a
vision-based navigation system without generating a path, and a prediction algorithm was used to com-
pensate for the linear motion of the DS. It was shown in an experiment that the relative position and
orientation of a LEDmarker could be obtained using a camera. Furthermore, it was shown in simulation
that when the DS position and how it evolved over time was known and modelled with perfectly linear
and sinusoidal motion the AUV could dock with the DS. However, it was assumed that the motion of
the DS with constant velocity can be known, which is a significant assumption to make. In other words,
the link between how from camera frames, a model of the motion of the DS and how it evolved over
time could be obtained was not shown.

A different approach was taken in [46], where it was envisioned that an AUV should still be recov-
erable even if it is out of power and without communication. To that end, the docking strategy was
performed by the USV while the AUV was floating uncontrollably on the sea surface. The navigation
system of the USV to find the AUV used only a vision system based on a camera pinhole model to find
the AUV, since if the AUV was actually completely out of power, it could not send its location to the
USV. In experiments only the docking procedure was performed where the USV was in proximity of the
AUV. A LoS guidance system was used to get into the neighborhood of the AUV, then an alignment
function positioned the USV in alignment with the AUV. This alignment function generated a waypoint
in front of the AUV, aligned with the x-axis (surge-direction) of the AUV. Then a final docking approach
moved the USV from this point to above the AUV, where it could be mechanically locked. The USV
was controlled using PD control for the surge and yaw control.

In [64] a modified cruising Hydroid REMUS 100 AUV was docked to a station-keeping USV using
USBL communication. In this case, it was assumed that the USV did not move in between position
measurements, and the trials were performed without waves and limited currents. A taut vertical line
served as a docking line to which the AUV docked 3 out of 8 attempts. The simple LoS guidance strat-
egy used here, pointing the AUV directly towards the source of the acoustic signal, seems unlikely to
work in rougher waters under the influence of waves and currents.

Another funnel-shaped DS suspended from a surface vessel with a taut cable was shown [37]. They
implemented USBL based homing and a combination of acoustic, vision, and pressure (i.e. depth
measurements) based docking and a LoS guidance method. 24 out of 39 attempts were successfully
docked to the terminal guidance structure. The update rate of the USBL modem was 0.5 Hz while the
vision-based system could reach 30 Hz. In this work, the AUV always starts in front of the DS, and the
orientation of the DS was known. Furthermore, currents and waves were small during the test so the
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docking methodology was approaching the problem similar to a fixed docking case.

In [55], a novel planar funnel-shaped DS was presented that could engage with a T-shaped structure
on the DS. This DS was envisioned to be deployed from an USV which could be approached by the
AUV while in motion. Their tests were limited to the docking stage, but have shown that their docking
system worked in calm waters. A simple vision system combined with cross-track guidance and PID
control was used to guide the vehicle to the dock. However, they state that their strategy is limited to
small waves.

Table B.2: A summary of dynamic docking systems for cruising UUV. The Navigation (N), Guidance (G) and Control (C) of
each solution are shown in the docking methodology column.

Year UUV
type

DS type Environment GNC Limitations

2003 Cruising
AUV [30]

Funnel-
type DS

Simulation (N) LBL based homing,
SBL + vision based dock-
ing (G) SQP homing guid-
ance, predictive (C) Slid-
ing mode controller.

No obstacles;
Known velocities
of DS; Fixed ori-
entation of the
DS.

2007 ISURUS
AUV [46]

N/A River (N) Vision-based dock-
ing with pinhole camera
model to estimate states
(G) LoS guidance with
USV-AUV alignment
algorithm (C) PI control.

Only tested in calm
waters; Homing not
considered; AUV
marked with at-
tached navigation
buoy; Mechanical
locking not shown.

2018 Hydroid
REMUS
100 [64]

Cable-
shaped
DS

Lake (N) USBL based homing
and docking (G) LoSGuid-
ance (C) N/A.

Still lake, barely
waves or currents.

2019 Bluefin
Sand-
Shark
[55]

Planar
cone-
shaped
DS

Lake (N) Vision based dock-
ing with LED marker (G)
Cross-track guidance (C)
PID control.

Limited applicabil-
ity in large waves;
Homing not consid-
ered; Latching not
considered.

2022 Cruising
AUV [37]

Suspended
funnel-type
DS

River (N) USBL based hom-
ing. USBL + vision based
docking. (G) LoS guid-
ance (C) double-layer PID
control.

Currents and DS
motion were small
to none; DS posi-
tion prediction was
not utilized.

Conclusion The purpose of this section was to obtain knowledge on the docking methodologies pre-
sented used in the dynamic docking case. It can be concluded that non of the studies have successfully
tested their docking strategies under rough ocean conditions except [30] in simulation. However, only a
single wave scenario was tested in [30] where the DS was subject to simplified sinusoidal heave motion.
Moreover, the waves themselves did not directly disturb the AUV, as the DS was hanging from a cable
well below the sea surface, outside the wave-affected zone. Therefore, it is concluded that the dynamic
sea surface docking strategies for cruising AUVs are not thoroughly tested under various ocean condi-
tions. Consequently, it can be concluded that the dynamic sea surface docking strategies for cruising
AUVs have not been thoroughly tested under diverse ocean conditions. This emphasizes the need for
a hydrodynamic performance analysis of a docking system near the sea surface, considering various
wave and/or current conditions.



C
Modelling in Ansys Aqua

This appendix explains how to build a ship model in Ansys Aqua and consequently obtain its motions
and RAOs. The box-shaped USV is taken as an example. It would be tedious to describe all the simple
steps of the model, which should be known by an experienced Ansys Aqua user. Therefore, emphasis
is put on the interesting steps. For more details about Ansys Aqua, the reader is referred to [4, 3, 2].

C.1. Model setup and overview
To start a new model, add a hydrodynamic diffraction system to Ansys Workbench. By clicking on the
system, this hydrodynamic diffraction system is opened in a new window. The overview tree shows
the steps to be completed, which is shown in Figure C.1. These steps include creating a geometry and
a mesh, setting up the hydrodynamic diffraction analysis, and finally computing the solution and the
results.

Figure C.1: The outline of the Ansys Aqua hydrodynamic diffraction system.
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C.2. Geometry
The box-shaped USV geometry is created with the following steps:

• Create a rectangular sketch and extrude it to obtain the right general geometry.
• Ansys Aqua requires a surface body. Thin the extrusion such that a zero-thickness surface body
remains.

• Move the surface body downwards by creating a plane and moving the geometry to this new
plane. This defines the draft of the USV as the origin x-y plane defines the still water surface.

• Slice the surface body into two bodies on the waterline x-y plane. Ansys Aqua only uses the body
below the waterline for diffraction calculation. Note that for simulating the AUV, the geometry is
completely submerged such that only one diffraction surface body is required.

• Combine the two bodies into one part. This step finishes setting up the geometry. This results in
the geometry shown in Figure C.2.

Figure C.2: The USV geometry

C.3. Model
The model is created using the following steps:

• The previously defined geometry is automatically loaded into the model. It is important to add a
point mass that serves as the mass of the ship. Ansys Aqua can calculate the mass of the point
mass and other hydrostatic properties automatically, based on its water plane level and water
properties. The inertia of the ship has to be added manually which can be obtained from for
example CAD.

• For the fully submerged AUV, the submerged structure detection option should be set to fully sub-
merged. The submerged structure detection option can be found under Geometry-[part name]-
advanced options.

• Now a mesh can be created and the mesh size should be specified as shown in Figure C.3.
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Figure C.3: The USV mesh

C.4. Setup
The model is setup consists of the Analysis Settings, the Structure Selection, the Wave Direction and
the Wave Frequencies selections:

• Analysis Settings: Nothing major is changed here.
• Structure Selection: Select the USV geometry.
• Wave Directions: In this section, the wave directions can be specified. Only the vertical plane
for a 2D simulation is of interest, however, a minimum of 4 wave directions is required by Aqua.
Therefore the wave range is selected from−180◦ to 180◦ and 3 intermediate directions are chosen
such that the wave direction interval is 90◦. This is shown in Figure C.4

• Wave Frequencies: The wave frequencies are selected manually using period-based intervals.
The evaluation periods are chosen in the range of 1 s to 30 s as this range contains most of the
wave spectrum energy.

Figure C.4: The four wave directions
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C.5. Solution and results
In the solution section, it can be selected which results are computed. The results relevant to this thesis
include:

• Pressures and Motions: gives a visual representation of the pressures and motions of the struc-
ture as shown in Figure C.5a.

• Added mass: provides the added mass coefficients for the selected wave frequency range and
was used to obtain the added mass coefficients for the Lobster Scout.

• RAOs: provide the distance and rotation gain of the USV with respect to the wave amplitude and
the phase of these motions with respect to the wave phase over the selected wave frequency
range, as shown in Figure C.5b. The wave phase is zero when the wave is at its highest positive
amplitude. The RAOs are exported to a CSV file which is then imported into the Python simulation
model.

(a) The pressures and motions result.

(b) The motion RAOs and phases.

Figure C.5: Results



D
Docking guidance methods

Docking guidance methods use the map created by the navigation system to plan a path from the AUV
to the DS. The complexity of this map has a large influence on the suitability of various guidance meth-
ods. For example, if a lot of obstacles are present in the map, a collision-free path is less trivial than in
an obstacle-free map and thus more capable guidance method is required.

Ideally, a single guidance method can directly guide the AUV from any initial position to any DS po-
sition, in any scenario, with a path that is optimal in some sense. Optimization criteria may involve
finding the shortest path, the most energy-efficient path, or the most controllable path. However, im-
plementing such a comprehensive guidance method can quickly become overly complex and may not
be practical.

In the docking problem, it is often assumed that there are no obstacles or that the obstacles are always
fixed with respect to the DS position. Since a large part of the oceans is open water, this assumption
is often justified. As a result, if the relative position of the AUV is known with respect to the DS, even
simple guidance methods can work well.

Docking guidance methods are categorized into three types, local, global, and predictive guidance
methods. Local guidance methods, discussed in Section D.1, are relatively simple and typically in-
volve pointing the AUV to the DS or some variation thereof. Global guidance methods can create more
complex paths and can deal with for example obstacles, which are discussed in Section D.2. Predic-
tive guidance, detailed in Section D.3, can anticipate and plan for future states of the system, which is
relevant for dynamic docking. Finally, guidance methods can be combined with trajectory interpolation
techniques to create longer and smoother paths, which are discussed in Section D.4.

D.1. Local guidance methods
Local guidance methods are often suitable for both cruising and hovering AUVs as they don’t require
full position control. They are typically used for docking of to an unidirectional DS and this scenario is
used below to illustrate the various methods. Most of these local methods are reviewed in two literature
surveys on docking guidance for AUVs, namely [85] and [16].

LoS guidance
This method is very simple, as the vehicle is just pointed straight to the DS and keeps a constant
surge velocity (see Figure D.1). This method does not take into account any currents and thus when
the vehicle drifts, it starts changing the angle of approach, resulting in a curved path towards the DS.
Similarly, when the DS moves, it will result in a curved path as the line of sight changes. This curved
path also means the AUV will arrive at the DS at an angle, which is especially critical in unidirectional
DS where only a limited set of entry angles allow for docking. This methods is commonly used for AUV
docking guidance, such as in [37, 22, 87, 46, 64, 57].
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Figure D.1: The LoS method visualized. The AUV moves with a constant surge velocity and aims to follow the desired heading
angle ψd.

PNG guidance
This method changes the heading angle of the vehicle in proportion to the rate of change in direction
of the LoS vector (see Figure D.2). In effect, this method steers the vehicle more aggressively towards
the DS and can therefore reduce the drift due to currents. There are variants proposed that are more
suited to dealing with moving targets like augmented PNG, velocity compensated PNG, pursuit plus
PNG, and dynamic lead guidance. The method is further explained in [53] and evaluated in [37] and
[84] in simulation.

Figure D.2: The PNG method visualized. The angular rate r is proportional to the rate of change of the LoS angle.

Pure pursuit guidance
This method generates a linear path centered on the DS. The AUV computes a heading angle from its
current position towards a look-ahead point somewhere on this line (see Figure D.3). The AUV moves
with constant surge velocity towards this look-ahead point and adjusts its heading accordingly. The
pure pursuit guidance algorithm has been used in [84] to dock an underwater vehicle to a rotating DS,
and has been evaluated in [16] and [58] in simulation. Other experimental studies include [20].

Figure D.3: The pure pursuit method visualized. The AUV steers towards the look-ahead point Ppp.

Crab angle guidance: current compensation
This method can be used in combination with other local guidancemethods to allow for uniform constant
current compensation of a cruising AUV. A corrective crab angle is calculated, which steers the nose
of the AUV in the direction of the current such that the vehicle does not drift off track (see Figure D.4).
A disadvantage of this method is that the AUV arrives at the DS entrance under an angle. This method
requires knowledge of the current velocity and thus requires current measurements or estimates, which
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can be done with for example an Acoustic Doppler Current Profiler (ADCP). Pure pursuit variants with
current compensation using a crab angle are presented in [84, 58, 16, 20].

Figure D.4: The crab method visualized.

Cross-track guidance
In this method, the error between the position of the AUV and the shortest (perpendicular) distance to
the linear path centered on the DS is used to calculate a heading of the vehicle that steers it towards
this line (see Figure D.5). A PID controller is used to convert the error to a heading. An advantage of
this method is that it is more resistant to currents as the yaw angle increases if the error is not reduced
fast enough. The vehicle again moves with a constant surge velocity to reach the DS. This method is
commonly used, such as in [49, 35, 55, 38].

Figure D.5: The cross-track method visualized. The desired heading direction is calculated using the cross-track error ect
using PID control.

Touchdown alignment guidance
The above-mentioned guidance laws all have the disadvantage of arriving at the DS under an angle,
which decreases the chance of a successful dock. This method uses a cross-track controller to guide
the vehicle to the DS, but gradually aligns the attitude of the vehicle with the center line of the DS at
the final meters before arriving at the DS entrance (see Figure D.6). The vehicle may drift away from
the center line in exchange of a more desired entrance angle. This method is proposed in [60] using
a cosine curve to gradually adjust the reference attitude and was tested in simulation. Furthermore, it
was evaluated in [16] in simulation.

Figure D.6: The touchdown alignment method visualized. At a certain distance before the DS, the desired heading is aligned
with the DS entrance center-line.
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Side-slip guidance
This method is similar to touchdown alignment guidance, however, the vehicle first overcompensates
for the current, by guiding the vehicle to a line parallel to the center-line of the DS but upstream the
cross-velocity component of the current to the center-line path of the DS (see Figure D.7). This way,
when the vehicle’s attitude is gradually aligned with the DS entrance direction, the vehicle has some
margin to drift downstream. This method was first proposed and evaluated in simulated in [59] and
later evaluated in simulation in [16].

Figure D.7: The side-slip method visualized.

Sliding path guidance
Similar to side-slip guidance, this method first over-compensates for the current by steering the vehicle
to a line parallel to the center line of the DS but upstream the cross-velocity component of the current.
Subsequently, crab angle guidance is used to navigate the vehicle towards point Psp. This method
then uses an integral LoS controller to decrease the cross-track component to zero, while a Speed
Regulated Guidance (SRG) controller aligns the heading of the AUV to the DS entrance direction.
These two controllers take over control based on a maximum allowable cross-track error (see Figure
D.8). The method was simulated in prior works [62, 16].

ILOS

SRG

Figure D.8: The sliding path method visualized.

Target state guidance
Target state guidance simply decreases the error between each vehicle state to the respective DS state
(see Figure D.9). This method is only applicable to hovering vehicles as it requires control over all DOF
independently. This method is for example used in the Lobster Scout [6] and in [83, 88].

Figure D.9: Target state guidance visualized.
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Fuzzy controller based guidance
This method uses fuzzy logic to compute a reference angle and surge velocity. Fuzzy control consists
of 3 stages, an input stage, a processing stage, and an output stage. The input stage maps the cross-
track error and the approach range to the membership function. The processing stage takes computes
the weighted average of all the fuzzy rules. Finally, the output stage uses this result to generate a
specific surge velocity and reference angle. This method is for example used in [73].

Artificial potential fields
Artificial potential fields are methods that compute a potential that guides the vehicle toward the goal
state. The vehicle follows the minimum potential towards the DS. This method is able to deal with
obstacles as a higher potential is computed around the obstacle, resulting in the vehicle moving around
the obstacle. Two methods exist, global and local artificial potential fields. Local methods have a
tendency to get trapped in local minima but are able to be run online, as they are less computationally
demanding, while global methods require a lot of compute and are less suited for docking. An example
of this method is implemented in [63].

Lyapunov-based guidance
This method steers the vehicle towards the minimum generalized energy point of a Lyapunov function.
This method was used in [9] and was identified as a medium-range manoeuvring guidance method.
The implementation in this study was similar to target state guidance.

D.2. Global guidance methods
Global guidance methods are directly able to plan a path from the initial location of the AUV to the DS
location. These types of algorithms can consider various constraints and avoid obstacles. A number
of methods are briefly discussed below.

Graph search methods
Graph search methods compute a graph by regularly dividing the map into a grid of connected nodes
and edges. This in a sense discretizes the space. Nodes that interfere with obstacles are removed
hence these algorithms can make an obstacle-free graph. The initial position of the AUV and the
position of the DS are then connected to the graph and a path can be searched by a graph search
algorithm. An example of a graph search method used for AUV guidance is [11].

Probabilistic sampling-based methods
Sampling-based methods compute a path by directly sampling the configuration space and producing a
graph that can be used to find a path from the initial position of the AUV to the DS. Sampling-basedmeth-
ods are able to deal with obstacles and create an obstacle-free path by removing nodes that sample in
the obstacle space. Sampling-based methods are faster and more memory efficient than search-based
methods as they do not need to keep a discretized map of the configuration space. Various sampling-
based algorithms exist such as Probabilistic Roadmap Method (PRM) and Random Rapid Tree (RRT).
RRT* does a rerouting step in addition to the steps in RRT, which enables it to asymptotically find
the optimum, with the downside that it is slower than RRT. RRT* has been used in path planning for
autonomous underwater vehicles in [68].

D.3. Predictive guidance methods
Predictive guidance methods have the ability to anticipate future states of the system. This is especially
relevant in dynamic docking situations where the DS location can move during the docking operation.
Predictive algorithms can then help guide the vehicle to a future position of the DS and thereby increase
the docking success rate in rough ocean conditions.

ANFIS
An ANFIS algorithm was used to predict the heave motion of a DS in a dynamic docking scenario in
[75]. The ANFIS algorithm was trained and tested using a pre-recorded dataset from ocean trials to
autonomously dock an under-powered ROV to a moving DS. The ANFIS algorithm could predict the
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heave motion 2.5s into the future while keeping the prediction error smaller than 0.55m for 95% of the
time. While the ANFIS network was able to predict the future motion of the DS, the ANFIS network
performance degraded with changing heave motion frequency and amplitude. Therefore, it might be
needed to have a database of various trained ANFIS networks for different sea conditions, or the ANFIS
network has to be retrained every time a docking attempt is done.

Grey model prediction
In [83], a gray model prediction method was used to estimate the future relative position and angle
errors between the AUV and the linear constant velocity moving DS. This resulted in smaller overshoots
between the PID controller and prevented collisions.

MPC
MPC is a control strategy that can take in a number of constraints and find an optimal control input to
reach a certain state. MPC uses a dynamic model of the process to predict the future states of the
process, given certain inputs. A cost function can then be defined that is used to find the inputs that
minimize this cost. The first input is then executed and the optimization problem is then optimized again
and so forth. In other words, an optimization problem is being solved at each time step. The prediction
horizon determines how far MPC predicts in the future. An advantage of increasing the prediction
horizon is that future events can be anticipated. Examples of this method used in simulation are shown
in [79, 67].

D.4. Trajectory interpolation
Typically, a path towards a DS can be constructed with a set of waypoints that are connected with a
certain construction technique that varies in continuity and smoothness. Such a set of waypoints is
either generated by a global guidance method, or a predetermined set of waypoints determined by the
developer. Smooth paths can be better followed by non-holonomic vehicles such as cruising AUVs and
are therefore desirable. This section discusses a number of methods of connecting waypoints.

Waypoint guidance
In this method, the waypoints are not interpolated, but out of the set of waypoints only the target way-
point is chosen for the AUV and a local guidance method like LoS or PNG is used to get there (see
Figure D.10). A region of acceptance conditions is often used to determine if the vehicle is in the
vicinity of the target waypoint. When this condition is satisfied, the target waypoint is switched to the
succeeding one. Examples of this method in use are given by [66, 43, 44].

Figure D.10: Waypoint method visualized

Straight-line interpolation
In this method, all the waypoints are directly connected using affine lines segments, and a local guid-
ance method like the cross-track guidance or the pure pursuit guidance method, steers the vehicle
towards a line segment (see Figure D.11). These paths are non-smooth and will result in path devia-
tions for non-holonomic vehicles like cruising AUVs. These paths are able to be perfectly followed by a
holonomic AUV like a hovering AUV. Similarly to a waypoint guidance method, a region of acceptance
conditions can be used to determine if the vehicle has traversed over a line segment, then a succeeding
line segment is chosen.
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Figure D.11: Straight-line method visualized

Dubins-based interpolation
A Dubins curve is a path interpolator method between an initial state and a final state, subject to con-
stant speed and a minimum turning radius constraint. Given these constraints, a Dubins curve can
provide the shortest smooth path between the 2 states (see Figure D.12). A 2D Dubins curve consists
of 3 connected segments of curves, straight lines. 3D Dubins curves can be constructed using two or-
thogonal Dubins curves. An example of this method used in a AUVs docking simulation is shown in [68]
and experimentally in [56]. A drawback of this method is that it has a high computational cost, which
makes the method less suitable for real-time use where frequent re-planning of the path is required
[76].

Figure D.12: dubins path method visualized

Spline and piece-wise polynomial interpolation
Various interpolator methods use smooth splines and polynomials to construct a smooth path through
a number of waypoints (see Figure D.13). An example of a cubic spline function used to construct a
3D smooth path for an AUV was presented in [30].

Figure D.13: Spline and piece-wise polynomial interpolation visualized
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