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 A B S T R A C T

In the pursuit of designing safer and more efficient energy-absorbing structures, engineers 
must tackle the challenge of improving crush performance while balancing multiple conflicting 
objectives, such as maximising energy absorption and minimising peak impact forces. Accurately 
simulating real-world conditions necessitates the use of complex material models to replicate 
the non-linear behaviour of materials under impact, which comes at a significant computa-
tional cost. This study addresses these challenges by introducing a multi-objective Bayesian 
optimisation framework specifically developed to optimise spinodoid structures for crush energy 
absorption. Spinodoid structures, characterised by their scalable, non-periodic topologies and 
efficient stress distribution, offer a promising direction for advanced structural design. However, 
optimising design parameters to enhance crush performance is far from straightforward, 
particularly under realistic conditions. Conventional optimisation methods, although effective, 
often require a large number of costly simulations to identify suitable solutions, making the 
process both time-consuming and resource intensive. In this context, multi-objective Bayesian 
optimisation provides a clear advantage by intelligently navigating the design space, learning 
from each evaluation to reduce the number of simulations required, and efficiently addressing 
the complexities of non-linear material behaviour. By integrating finite element analysis with 
Bayesian optimisation, the framework developed in this study tackles the dual challenge of 
improving energy absorption and reducing peak force, particularly in scenarios where plastic 
deformation plays a critical role. Leveraging scalarisation and hypervolume-based techniques, 
the framework effectively identifies Pareto-optimal solutions that balance these conflicting 
objectives while accounting for the complexities of plastic material behaviour. Importantly, the 
approach also prevents problematic densification, ensuring structural integrity during impact. 
The results not only demonstrate the framework’s ability to outperform the NSGA-II algorithm 
but also highlight its potential for wider applications in structural and material optimisation. 
The framework’s adaptability to various design requirements underscores its capability to 
address complex, multi-objective optimisation challenges associated with real-world conditions.
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1. Introduction

Energy-absorbing structures, like crumple zones, play a vital role in dynamic events such as vehicle collisions, converting 
kinetic energy into plastic deformation energy. The primary goal of these structures is to protect occupants by minimising the 
impact forces they experience, which is defined as the crashworthiness of a structure. Ensuring the protection of occupants during 
crashes is an essential part of the design and manufacturing process of vehicles. Obtaining the correct combination of materials and 
structural design is crucial for achieving an efficient energy-absorbing structure. The type of materials used to fabricate such devices 
dictates their performance during impact, i.e., their energy-absorbing efficiency. The use of metals such as steel and aluminium has 
continued to gain popularity, accelerated by improvements in metal 3D printing technology, enabling the production of complex 
prototypes [1–4].

In recent years, there has been a significant surge in the utilisation of composite materials for enhancing crashworthiness. 
This increased adoption can be attributed to the numerous advantages they offer over traditional metallic materials, including 
superior strength, a high strength-to-weight ratio and corrosion resistance. Notably, the most significant benefit of replacing metallic 
components with composite structures in vehicles is their lightweight nature, which contributes to reducing carbon dioxide emissions 
through decreased fuel consumption [5].

However, solely substituting the material used for energy-absorbing structures may not lead to sufficient weight reduction. 
Consequently, the focus has shifted to optimising the mechanical properties of structures, leading to the development of superior 
mechanical metamaterials [6–11]. These architected materials can be classified as a subclass of cellular solids, characterised by 
porous structures with interconnected networks occurring periodically or at irregular intervals [12]. Naturally occurring cellular 
structures such as bone, wood, bee honeycombs, and sea sponges exhibit high stiffness-to-weight ratios [13–16]. With advancements 
in fabrication techniques, prototyping of beam- and plate-based structures has become seamless. However, these structures often 
face a major drawback – high-stress concentrations at the junctions, leading to premature failure and poor recoverability [17,18].

In contrast, shell-based structures offer a solution to alleviate stress concentrations by utilising doubly curved surfaces [19]. 
Employing intersection-free smooth surfaces effectively avoids the occurrence of sharp junctions, a feature prominently observed 
in triply periodic minimal surface (TPMS) architectures such as the Schwarz P surface, the Schwarz D surface [20–22], and the 
gyroid surface [23]. Moreover, the double curvature orientation of these smooth surfaces enables TPMS structures to exhibit high 
stiffness and has been shown to reduce stress localisation [20]. Nonetheless, it is crucial to note that these structures are sensitive 
to imperfections during fabrication, and any break in symmetry would result in a loss of stiffness and premature failure [24]. This 
limitation significantly impacts their manufacturability and scalability.

By leveraging self-assembly techniques, potentially complemented by the integration of additive manufacturing on a larger scale, 
there exists a significant opportunity to greatly enhance scalability. Spinodal metamaterials exemplify structures formed through 
such self-assembly processes. These metamaterials undergo spinodal decomposition – a diffusion-driven phase transformation [25]. 
This process involves the spontaneous separation of solid or liquid solutions into two phases, a phenomenon evident in various 
materials such as metal foams [26,27], microemulsions [28], and polymer blends [29,30]. Furthermore, the nature of spinodal 
topologies makes them resilient to imperfections and symmetry-breaking defects [10,31] Additionally, they demonstrate high energy 
absorption (EA), a desirable trait for crashworthiness applications [32,33]. Such topologies also ensure scalability when paired with 
additive manufacturing. Building on these advantages, recent improvements in the formulation of spinodal topologies have been 
introduced to enhance stretching-dominated behaviour under mechanical loading, which is particularly beneficial for achieving high-
stiffness structures [34]. Beyond mechanical performance, spinodal topologies are also gaining traction in multi-physics applications, 
such as tunable piezoelectric and pyroelectric properties [35], sound absorption [36], and the modelling of trabecular bone for 
biomimetic designs [37], as well as in mass transport systems [38].

Generating spinodal topologies involves using a phase-field model to simulate the phase separation process, typically modelled 
using Cahn-Hilliard equations [39]. An alternative time-saving strategy involves utilising Gaussian Random Fields (GRFs), allowing 
for the efficient generation of spinodal-like topologies, referred to as ‘spinodoids’. This method efficiently creates a vast design space 
of anisotropic topologies.

While the ability to efficiently generate the design of various anisotropies is a significant advancement, the challenge lies in 
identifying the optimal parameters within the expansive space, especially in the context of EA. Conventional design approaches 
often rely on intuition and trial-and-error methods, which can be time-consuming and computationally intensive [40].

To overcome these limitations, researchers have turned to optimisation techniques, such as topology optimisation, to search for 
the optimal distribution of material within a predefined domain. This approach, often coupled with computational homogenisation 
techniques, aims to improve the macroscopic elastic properties of the structure [41–43]. These methods rely on an iterative 
approach, whereby gradients are evaluated for each design within the optimisation cycle, which can be arduous [44]. Furthermore, 
such techniques may produce geometries with sharp angles and irregular shapes, posing challenges during fabrication, leading to 
imperfections [45]. To expedite the optimisation process, data-driven-based topology optimisation approaches utilising surrogate 
models have been increasingly utilised, enabling a faster and more efficient search for optimal properties [46,47]. However, such 
approaches often focus on maximising stiffness with linear elastic material properties, which may not fully capture real-world 
behaviour. Efforts to address these limitations include the incorporation of plasticity, and fracture mechanics, though this may 
further increase computational costs [48,49].

Building on the concept of data-driven optimisation, structures can be inverse-designed by starting with desired performance 
characteristics and working backwards to generate optimal designs. This approach leverages machine learning techniques such as 
neural networks to capture complex, non-linear relationships [50], convolutional neural networks (CNNs) for handling spatially 
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varying designs, and generative adversarial networks (GANs) for exploring complex design spaces [51,52]. However, many of these 
methods are highly data-dependent, requiring large, high-quality datasets that can be costly to generate, making it difficult to acquire 
the necessary complex non-linear data due to computational demands. To mitigate this challenge, physics-informed machine learning 
has been implemented, where experimental data is incorporated to tailor complex structures for large-deformation scenarios [53].

This challenge becomes even more pronounced in real-world applications, such as automotive crashworthiness or aerospace 
structures, where focusing solely on single-objective optimisation – such as independently maximising EA or minimising peak force 
(PF) – is often inadequate. A balance between multiple conflicting objectives must be achieved simultaneously. In response to 
these multifaceted optimisation problems, researchers have turned to multi-objective optimisation (MOO) techniques, allowing the 
identification of optimal solutions that meet diverse requirements. Past implementations to solve such a problem included the use of 
evolutionary algorithms [54] such as the Non-dominated Sorting Genetic Algorithm (NSGA-II), coupled with an external surrogate 
model, such as the Radial Basis Function [55], polynomial response surface method [56], and the use of Gaussian Processes (or 
kriging) [57,58]. Other implementations include the use of particle swarm-based optimisation [59], and hybrid approaches using 
the VIKOR method [60,61]. Recently, neural networks have also been utilised as surrogates for MOO problems [62,63].

However, these methods necessitate the implementation of regression models as surrogates to map the input–output relationship, 
specifically the structure–property relationship, and predict the objectives accurately. Yet, achieving precise predictions relies on 
utilising a sufficiently large dataset, ideally sourced from cheap-to-evaluate functions. Nonetheless, capturing the realistic behaviour 
of architected structures under loads requires implementing complex material models (plasticity, fracture, etc.), consequently 
increasing the cost of evaluation.

To address such challenges, the increased computational cost of data generation can be alleviated by utilising Bayesian 
optimisation (BO) in the design process. BO minimises the number of points needed for sampling, which is particularly beneficial 
when dealing with costly-to-evaluate functions [64–68]. An additional benefit lies in its ability to construct a computationally 
efficient surrogate model by combining the probabilistic nature of BO with Gaussian Processes, as well as providing an efficient 
means to balance exploration of unknown regions within design space and exploitation of current information. This integration 
allows designers to evaluate optimal designs economically even with additional constraints [69]. The first open-source data-
driven framework [70,71] introduced a modular approach where (1) design of experiments, (2) data generation, (3) machine 
learning and (4) optimisation modules are synchronised to discover new materials and structures. If the data generation step 
is time consuming, the design problem can be reduced to a parametric shape optimisation problem, and data scarce machine 
learning models such as Gaussian processes can be used as surrogate models that are then robustly optimised by gradient-based or 
gradient-free optimisers [57,67]. Furthermore, the machine learning and optimisation modules can be combined by using Bayesian 
optimisation [72], including multiple objectives [73], and even in the presence of multi-fidelity data [74].

Building on these advantages, multi-objective Bayesian Optimisation (MOBO) extends the capabilities of BO to handle multiple 
conflicting objectives. The current advancements in MOBO focus on improving scalability and efficiency in high-dimensional spaces 
by enhancing sampling strategies [75]. These include leveraging deep Gaussian Processes (DGPs), which stack multiple Gaussian 
Processes to better capture complex dependencies in the data [76], and combining Bayesian statistics with neural networks to form 
Bayesian Neural Networks (BNNs), which provide scalable and flexible surrogate models [77]. Furthermore, enhanced acquisition 
functions, such as Expected Hypervolume Improvement (EHI) and Predictive Entropy Search for Multi-Objective Optimisation 
(PESMO), along with their advanced extensions [78–80], have significantly improved the ability to balance exploration of the search 
space and exploitation of known promising regions, thereby accelerating convergence to the Pareto front and enabling efficient 
design space exploration.

However, many real-world problems involve non-linear, non-convex constraints, including manufacturing limitations or safety 
criteria. Existing MOBO frameworks often struggle to effectively incorporate or optimise under these constraints. To address this, 
our research introduces a gradient-based filtering approach within the MOBO process to identify and remove structures prone to 
densification. By dynamically filtering out infeasible solutions early, the framework ensures convergence to robust, manufacturable 
designs while reducing computational cost. Building on this, the proposed framework leverages MOBO to design spinodoid topologies 
that incorporate elastic–plastic material behaviours. Data is generated using finite element method (FEM) simulations, which predict 
post-yield performance metrics such as PF, and EA. This enables a comprehensive evaluation of the structural response and facilitates 
the optimisation of design parameters to enhance EA while reducing PF.

The novelty of this study lies in three key advancements, offering a comprehensive solution for optimising energy-absorbing 
structures: (1) The proposed optimisation framework significantly enhances MOBO by efficiently handling multiple conflicting 
objectives, enabling comprehensive exploration of the design space and balancing trade-offs that traditional methods often struggle 
to address. Leveraging pre-existing data reduces computational costs, requiring fewer simulations and achieving faster convergence. 
Additionally, the framework incorporates real-world constraints, such as manufacturing tolerances and fabrication defects by 
integrating complex material constitutive behaviours into FEM simulations, leading to robust and reliable designs. The introduction 
of a gradient-based filtering mechanism to identify and exclude parameter sets that result in structures that undergo densification 
which may degrade the performance of designs. (2) This study applies MOBO to optimise structures exhibiting highly non-linear 
crush behaviours, a challenging domain that has not been extensively explored. By using FEM simulations to evaluate elastic–
plastic material responses, the framework optimises critical performance metrics, such as PF and EA. (3) The study pioneers the 
application of spinodoid topologies for crush energy absorption, demonstrating their tunability of anisotropy and energy absorption. 
This novel use of spinodoids leverages their unique structural characteristics to enhance energy-absorbing capabilities, making them 
particularly suitable for crashworthiness applications. The strategy opens up new possibilities for utilising spinodoid designs in 
diverse engineering disciplines.
3 
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The outline of this paper is as follows: (i) Design parameters used to generate the spinodoid cellular topologies have been 
introduced. (ii) ABAQUS is utilised to construct FEM model for assessing the mechanical performance of spinodoid cellular 
topologies. In addition, the influence of design parameters on the objectives has been demonstrated. (iii) Lastly, the MOBO 
framework with various methods and analysis of the Pareto fronts obtained through different approaches, namely, scalarisation 
and hypervolume-based MOBO methods as well as a traditional MOO method, namely, NSGA-II has been introduced.

2. Methodology

2.1. Design parameters of spinodoid cellular structures

The design of spinodal topologies is inspired by the process of phase separation in polymer blends, known as spinodal 
decomposition [46,81] which can be modelled by the Cahn-Hill equation, as follows 

𝜕𝑐
𝜕𝑥

= 𝐷∇2(𝑐3 − 𝑐 − 𝜔∇2𝑐) (1)

where, 𝑐 is the concentration of the two phases indicated by 𝑐 = ±1 along spatial position 𝑥, 𝐷 is a diffusion coefficient, and 
𝜔 is related to the transition region between phases [82]. However, simulating the phase separation process using Eq. (1) can be 
expensive, thus a means to generate smooth spinodal-like topologies is utilised that modified Cahn’s GRF-based approach. A Gaussian 
random field of the form 

𝜑(𝒙) =
√

2
𝑁

𝑁≫1
∑

𝑖=1
cos(𝜆𝐧𝑖 ⋅ 𝒙 + 𝛾𝑖), (2)

can be used to approximate spinodal phase decomposition. Where 𝜑(𝒙) represents the changes in concentration of one of the 
phases at a given multidimensional position 𝒙, within a domain 𝛺. In addition, 𝐧𝑖 ∼  (𝑆2), and 𝛾𝑖 ∼  ([0, 2𝜋)) are the directions 
and the angles of the 𝑖th wave vector, respectively, sampled from uniform probability distributions with zero mean. Furthermore, 
𝑆2 = {𝐤 ∈ R3 ∶ ‖𝐤‖ = 1}, represents the unit sphere in three dimensions, and 𝑁 is the number of waves, with 𝜆 > 0 being the 
wave number. It is important to emphasise that the variable 𝜆 directly influences the microstructure, hence serving as an additional 
control parameter used to generate the topology.

Assuming the principal directions of mobility are aligned with the Cartesian basis {𝐞̂1, ̂𝐞2, ̂𝐞3}, the resulting anisotropic topologies 
of spinodal structures, 𝐧𝑖 in Eq. (2) can be approximated by using a non-uniform orientation distribution function, parameterised 
by the following equation, as first introduced in [83]. This formulation provides an anisotropic extension to Cahn’s GRF solution. 

𝐧𝑖 ∼ 𝑢({𝐤 ∈ 𝑆2 ∶ (|𝐤 ⋅ 𝐞̂1| > cos 𝜃1)⊕ (|𝐤 ⋅ 𝐞̂2| > cos 𝜃2)⊕ (|𝐤 ⋅ 𝐞̂3| > cos 𝜃3)}) (3)

Therefore the wave vectors are constrained to conical angles {𝜃1, 𝜃2, 𝜃3}. Furthermore, to distinguish the two phases (solid and void), 
a level set 𝜑0 can be applied to the phase field [84], 

𝜓(𝐱) =
{

1 if 𝜑(𝐱) ≤ 𝜑0

0 if 𝜑(𝐱) > 𝜑0
(4)

whereby a value of 0 or 1 represents the presence of void or solid, respectively. The level set is defined as 𝜑0 =
√

2erf−1(2𝜌−1). The 
variable 𝜌 represents the relative density of the solid phase. Combining all the parameters, the design space can be characterised 
𝛩 = {𝜌, 𝜆, 𝜃1, 𝜃2, 𝜃3}, such that 𝜌 ∈ [0.3, 0.6], here the range of relative density has been constricted to avoid generating structures 
that are discontinuous and close to a solid cube, the cone angles 𝜃𝑖=1,2,3𝑖 ∈ [0, 𝜋∕2] and ¬(𝜃1 = 0◦ ∧ 𝜃2 = 0◦ ∧ 𝜃3 = 0◦), and 𝜆 being a 
non-zero parameter.

To demonstrate the effects of varying the design parameters, several topologies have been generated. Fig.  1 illustrates the impact 
of adjusting the relative density and the wave number, showcased through two linearly graded spinodoid structures. Progression 
from left to right, these structures indicate an increase in the respective parametric values. However, it is worth noting that these 
graded structures are not indicative of the structures generated during the optimisation, rather, they serve as visualisation aids. 
Nonetheless, Fig.  1(a), shows the significance of relative density, which quantifies the level of porosity present within the structure 
normalised against an equivalent-sized solid structure (with 𝜌 = 1), consequently, an increase in the relative density results in 
topologies resembling a solid cube. Furthermore, Fig.  1(b) serves as a tool to ensure the separation of scales from microscale to 
macroscale, facilitating the homogenisation of structural properties [85].

To illustrate the influence of the three cone angles 𝜃𝑖=1,2,3𝑖 , four distinct structures were created, each showcasing a unique 
combination of these angles. This approach demonstrates the extensive parametric design space offered by spinodoid topologies, 
with these structures being depicted in Fig.  2. The design space is capable of producing anisotropic structures, as exemplified by 
Fig.  2(a) and (d). These structures are generated as a result of imposing small cone angle values, with at least one angle being 
set to zero. These configurations exhibit stiffness favouring at least one of the principal directions. For instance, the ‘Columnar’ 
structure in Fig.  2(a) arises from a choice of two small, non-zero angle values, which results in a network of interconnected pillar-like 
structures. Another form of anisotropic structure, termed ‘Lamellar’, is demonstrated by Fig.  2(d), where one non-zero cone angle 
value produces a structure featuring several interconnected layers, with the layer count being proportional to the wave number. 
Demonstration of controlling the anisotropy of structures through a choice of cone angles can be found in Appendix  A.1, which also 
highlights the symmetry in the design space, where the selected values of 𝜃 merely alter the orientation of the topology. Conversely, 
Fig.  2(c) showcases the formation of a ‘Cubic’ topology through the use of three non-zero cone angles of equivalent magnitude, 
which produces a structure with identical stiffnesses in all principal directions. Meanwhile, ‘Isotropic’ structure, as shown in Fig. 
2(b), emerge from any combination of angles featuring sufficiently large values of cone angles.
4 
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Fig. 1. Visualisation of changes in two design parameters using graded spinodoids. Both structures were produced with 𝜃1 = 90◦ , 𝜃2 = 0◦ , 𝜃3 = 0◦. (a) A linearly 
graded spinodoid generated with an increasing relative density from left to right. The left side has the lowest relative density, starting at 0.3, the middle portion 
has a relative density of 0.45, and the right side reaches a relative density of 0.6. (b) A structure illustrating an increase in the wave number from left to right. 
The left side has the lowest wave number of 4𝜋, the right has the highest at 20𝜋, and the middle portion has an intermediate value of 12𝜋. It should be noted 
that these structures serve as a visualisation tool and do not represent the structures being optimised.

2.2. FEM setup and material characterisation

The spinodoid topologies with dimensions 𝐿 × 𝐿 × 𝐿 (where 𝐿 = 40 mm) were generated using MATLAB, and FEM simulations 
were performed using the ABAQUS Explicit solver. Tetrahedral elements were used for meshing, and the structures were compressed 
along the 𝑥3 direction. Due to the symmetry of design parameters, 𝜃, compression in a single direction was sufficient to represent 
the behaviour across the entire design space, as illustrated in Appendix  A.1. The simulation setup included two rigid plates: one 
acting as the loader, which moved until a maximum strain of 50% was achieved, and the other serving as a stationary anvil. In 
addition, general contact was defined to simulate interactions between the plates and the structure as well as self-contact, enabling 
densification and preventing self-intersection during deformation.

Since the spinodoid topologies were fabricated using additive manufacturing, directional dependencies were inherently intro-
duced. These dependencies arose due to the layer-by-layer printing process, which affects the mechanical response depending on 
the orientation of the layers relative to the loading direction. Capturing this anisotropy in the simulation required an accurate 
representation of the material properties. This effect was taken into account by utilising engineering constants to describe the 
linear elasticity in orthotropic materials. This involved calculating three moduli in each principal direction 𝐸1, 𝐸2, 𝐸3; Poisson’s 
ratio 𝜈12, 𝜈13, 𝜈23; and the shear moduli 𝐺12, 𝐺13, 𝐺23. These constants are then used to construct the elastic compliance, which is as 
follows
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Fig. 2. Four unique topologies generated through a choice of unique 𝜃, serving as benchmarks for FEM validation and showcasing the robustness of the design 
space. The topologies were generated assuming 𝜌 = 0.3, and 𝜆 = 15𝜋. (a) The anisotropic ‘Columnar’ topology features uniformly distributed, interconnected 
column-like structures oriented along the direction of loading. (b) The ‘Isotropic’ topology is produced with relatively high conical angles. (c) The ‘Cubic’ structure 
arises from prescribing relatively small conical angles of equal magnitude. (d) The ‘Lamellar’ structure exhibits anisotropy in the direction perpendicular to the 
loading direction.

In addition, Hill anisotropic plastic model was used to describe the anisotropic plastic deformations, exhibited as a result of 
printing direction during manufacturing. The quadratic Hill yield model [86] is as follows: 

√

𝐹 (𝜎22 − 𝜎33)2 + 𝐺(𝜎33 − 𝜎11)2 +𝐻(𝜎11 − 𝜎22)2 + 2𝐿𝜎223 + 2𝑀𝜎231 + 2𝑁𝜎212 = 𝑓 (𝝈) (5)

𝐹 = 1
2

[

1
𝑅2
22

+ 1
𝑅2
33

− 1
𝑅2
11

]

𝐿 = 3
2𝑅2

23

(6)

𝐺 = 1
2

[

1
𝑅2
33

+ 1
𝑅2
11

− 1
𝑅2
22

]

𝑀 = 3
2𝑅2

13

𝐻 = 1
2

[

1
𝑅2
11

+ 1
𝑅2
22

− 1
𝑅2
33

]

𝑁 = 3
2𝑅2

12

where 𝑅11 =
𝜎𝑦11
𝜎0
, 𝑅22 =

𝜎𝑦22
𝜎0
, 𝑅33 =

𝜎𝑦33
𝜎0
, 𝑅12 =

𝜎𝑦12
𝜏0
, 𝑅13 =

𝜎𝑦13
𝜏0
, 𝑅23 =

𝜎𝑦23
𝜏0
, with 𝜏0 = 𝜎0

√

3
. 𝑅𝑖𝑗 represents the anisotropic yield stress ratios, 

with 𝜎𝑦𝑖𝑗 being the yield stress values when only 𝜎𝑖𝑗 has been applied. Here, 𝜎0 is a user-defined yield stress reference.
To account for these effects, material properties were obtained through material characterisation tests conducted in three 

directions: along the printed layers, orthogonal to it, and at a 45◦ angle in the same plane to obtain the shear behaviour. Tensile 
and compressive tests were performed on sample type 5A of the ISO-527 standards and 20 × 20 × 20 mm3 cubes, respectively, 
with the smaller cube size selected to avoid requiring a high-capacity load cell for compression tests. Both quasi-static compression 
and tensile tests were conducted at a strain rate of 0.1 s−1 using an INSTRON-5967 machine. Test specimens were fabricated via 
fused deposition modelling on an UltiMaker S5, printed at three orientations: 0◦, 45◦, and 90◦, representing the directions along 
the loading axis to obtain material properties. The results of these tests have been graphed in Fig.  3.
6 
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Fig. 3. Results of material characterisation tests for Polyethylene terephthalate glycol (PET-G) under compression and tension are presented. Negative values 
indicate compression, while positive values indicate tension. The solid red line, dashed blue line, and dash-dotted green line represent specimens printed at 0◦, 
45◦, and 90◦, respectively. The subfigures in the top left illustrate the general printing directions used for manufacturing the test samples, with black arrows 
indicating the printing angle from the horizontal and blue arrows showing the loading directions.  (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.)

Material properties were extracted from the experimental data to define the constitutive model for the simulations. The 
parameters for the Hill anisotropic plasticity model were determined based on stress–strain data obtained from the material 
characterisation tests. The Young’s modulus values were assigned as 𝐸1 = 𝐸0◦ , reflecting the behaviour in the plane parallel to the 
build plate, but perpendicular to the loading direction, while 𝐸2 = 𝐸3 = 𝐸90◦  corresponds to the plane orthogonal to the printing 
direction, but parallel to the loading direction. Shear moduli were approximated using the relation 𝐺12 = 𝐺13 = 𝐺23 = 𝐸45◦∕2(1+ 𝜈), 
where 𝐸45◦  is the modulus obtained from the 45◦ sample, with the assumption of uniform Poisson’s ratio across orientations at a value 
of 0.3. Yield strengths were extracted using the 0.2% offset method: 𝜎𝑦11 = 𝜎𝑦0◦  were obtained for in-plane direction, 𝜎

𝑦
22 = 𝜎𝑦33 = 𝜎𝑦90◦

for out of plane direction, and 𝜎𝑦12 = 𝜎𝑦45◦  was inferred from the 45◦ orientation for the shear strength to represent shear strength 
was based on its alignment with the principal material directions in the Hill model. In addition, the reference yield stress to obtain 
the yield stress ratio was set to be 𝜎0 = 𝜎𝑦11. The selection of directions for applying these material properties was based on the 
orientation of the spinodoid geometry slices used for 3D printing the structure, in this case, the geometries were sliced along the 
𝑥1 − 𝑥2 plane i.e., printed perpendicular to the direction of loading.

After determining the material parameters required to construct the Hill anisotropic model using the characterisation tests, the 
accuracy of the fitted parameters was evaluated through an initial validation test. Specifically, FEM simulation was compared with 
experimental results from one of the material characterisation tests to ensure the validity and robustness of the model. A 90◦ cube 
under compression was selected as the benchmark due to its printing orientation, which closely aligned with the fabricated spinodoid 
topologies, ensuring a representative comparison. Furthermore, the cube geometry was particularly suitable for this validation 
because the primary performance assessment of the spinodoid topologies in this study is under compressive loading conditions. 
The use of this setup allowed a direct and meaningful comparison between simulation and experiment, providing confidence in 
the accuracy of the material model. While the 90◦ cube is not isotropic, its geometry and orientation were specifically chosen to 
reflect the intended application of the material. This ensures the validation is representative of real-world conditions, particularly 
the compressive behaviour of spinodoid topologies. The detailed results of this validation test are presented in Appendix  A.2.

2.3. Experimental validation

To validate the FEM model, the four spinodoid structures described in Fig.  2 were employed. Similar to the testing samples, 
the spinodoid structures of dimensions 20 × 20 × 20 mm3 were sliced using UltiMaker Cura, and ultimately additively manufactured 
using UltiMaker S5. These prototypes were printed using PET-G, with PVA as the support material, which was later removed by 
immersing the printed samples in water for an extended duration.

Furthermore, the tests were conducted on samples with a relative density of 0.3 and a wave number of 24𝜋. A smaller dimension 
of spinodoid structures was chosen, along with low relative density to offset the densification, and by extension, not require a higher 
capacity load cell. Compressive testing was conducted using a quasi-static strain rate of 0.1 s−1. This strain rate was carefully chosen 
to closely match the conditions of the material characterisation test, minimising the influence of strain-rate variations on the results. 
To ensure the separation of scales, a larger wave number was utilised as a result of using a smaller-sized structure, wave numbers 
larger than 24𝜋 would result in geometries with features that cannot be resolved by the 3D printer, even with layer height set to a 
minimal.

Fig.  4 shows the results of the compressive testing of the spinodoid structures. The compressive tests were conducted on three 
samples for each type of topology to ensure repeatability as well as to consider the variation in crushing behaviour resulting from 
manufacturing defects. In the figure, the black lines show the experimental results, while the red lines show the results extracted 
7 
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from the FEM simulations. The material constants used to build the constitutive material model were derived from compressive 
testing data. This choice was made because the spinodoid prototypes were primarily subjected to compressive loading during their 
intended applications, ensuring that the mechanical behaviour of PET-G aligns more closely with the working conditions.

However, directly using the material constants obtained from the material characterisation tests caused an overprescription of 
stiffness within the structures, resulting in a mismatch between experimental and simulation results. This was remedied by reducing 
the material constants to values that were 20% of the original (i.e. 0.2 ⋅𝐸, where 𝐸 is the value of the originally calculated material 
modulus, with a similar penalty being applied to the material’s yield strength). Introducing this artificial reduction in the stiffness 
constants accounts for any structural defects and artefacts created during the manufacturing of the prototypes, which may weaken 
the structural integrity of the structures as a result of improper bonding between adjacent layers.

For ‘Lamellar’-type structures, a unique stiffness penalty was applied to account for their distinctive geometry. These structures, 
defined by layers oriented perpendicular to the loading direction, required a reduction to 60% of the initially calculated material 
constants (i.e., 0.6 ⋅ E). This adjustment specifically targeted topologies where 0 ≤ 𝜃1,2 ≤ 5 and 0 ≤ 𝜃3 ≤ 45, as they exhibited similar 
layer-like characteristics. Again, an equivalent penalty was applied to the yield strength for that particular orientation.

The variation in stiffness correction factors across different topologies highlights differences in defect levels caused by the printing 
orientation. Geometries with their primary features aligned parallel to the print bed generally display fewer defects, as the larger 
surface area allows subsequent layers to form stronger bonds. In contrast, structures with smaller features are more prone to defects. 
Additionally, the printing orientation significantly influences the mechanical behaviour of the structures highlighted by the need 
to use anisotropic material model in FEM simulations. For instance, ‘Columnar’-type structures with columns aligned parallel to 
the print bed require less reduction in material parameters compared to those with columns oriented perpendicular to the bed. 
This disparity stems from the printer’s inability to resolve small features, which significantly affects the structural integrity of the 
spinodoid prototypes unless a nozzle with a very small diameter is utilised. As a result, applying varying stiffness correction factors 
based on geometry enables the consideration of real-life printing defects.

Nonetheless, the difference between the experiment and the FEM simulations can be a result of a number factors. Firstly, this 
could be a result of fracture being a pervasive mode of failure, which is not considered in the current material model, where only 
elasticity and anisotropic plasticity are considered. This is especially apparent in the case of ‘Columnar’-type structure. Additionally, 
the difference can be caused by the inherent assumptions made when calculating the material parameters for the anisotropic Hill 
model. This difference can be clearly seen in Appendix  A.2, whereby the initial elastic strain with elastic constants being directly 
calculated from the particular stress–strain response can lead to a lower stiffness than initially prescribed, which could be a result of 
the initial FEM configuration. This could be one of the reasons why there is a small difference in the initial elastic response between 
the experiment and FEM simulations for the spinodoid structures. Nonetheless, a mixture of mass scaling and time scaling were 
also utilised to reduce computation time, which can also contribute to the initial non-linear response in the stress–strain response 
obtained from FEM simulation at small strains, which has been demonstrated in Appendix  A.6. On the other hand, the disparity 
in large strain scale (i.e. 𝜀 > 0.4) for some structures could be a result of reduced porosity in the 3D-printed spinodoid prototypes 
as a result of manufacturing defects such as stringing, prohibiting water from permeating the structure, allowing the PVA support 
material to dissolve, resulting in faster densification to occur at high strain values especially in the case of ‘Cubic’ structure due to 
its unique geometry. Furthermore, the discrepancy between experimental results and FEM simulations can also be attributed to the 
fact that material parameters were derived solely from compression tests. Given that PET-G exhibits significantly different behaviour 
under tension and compression, addressing this disparity would require the implementation of advanced material models, such as 
those defined through User-Defined Material Models (UMAT/VUMAT).

2.4. Effect of design parameters on performance indicators

EA and PF are two common performance indicators employed to assess the crashworthiness of structures. Following Fig.  5, the 
EA is calculated by integrating the F–D curve. The PF, denoted by 𝑃𝑚𝑎𝑥, is identified at the end of the linear elastic region, but at 
the beginning of the progressive crushing zone. Mathematically, the following equations can be used to extract the values of EA 
and PF, 

EA = ∫

𝛿𝑚𝑎𝑥

0
𝑃𝑑𝛿 PF = max

0≤𝛿≤0.2
(𝑃 (𝛿)) (7)

where the EA is obtained by integrating the Force, 𝑃 , and, Displacement, 𝛿, curve, between the interval [0, 𝛿𝑚𝑎𝑥], where 𝛿𝑚𝑎𝑥 is 
the maximum displacement the structure has been crushed. Additionally, the PF is extracted by finding the maximum value of 
𝑃 , between the displacement intervals 0 ≤ 𝛿 ≤ 0.2𝐿. This range has been chosen after studying the most common area at which 
the highest value of force is found for several structures. For better comparability, the performance indices have been normalised 
using the EA and PF values obtained from simulating the behaviour of a solid cube block of the same dimensions and material under 
compressive load. Mathematically, this is expressed as EA = EA∕EA𝑠 and PF = PF∕PF𝑠, where EA𝑠 and PF𝑠 are the energy absorption 
and peak force values, respectively, of the solid cube.

Using the FEM simulations, performance indicators were extracted for a series of Design of Experiments (DoEs), wherein input 
design parameters were generated by quasi-random sampling of the Sobol’ Sequence [70]. This methodology ensures that any set 
of DoEs effectively cover the span of the available design space. Here, a mesh resolution of 30 and a wave number of 𝜆 = 15𝜋 have 
been chosen (See Appendices  A.3, A.4, and A.5 for the choice of those specific values). The results of the one-at-a-time analysis 
have been presented in Fig.  6(a), which shows how individual parameters affect the performance indicators, assuming only one 
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Fig. 4. Comparison of stress–strain behaviour of structures generated using the conical angles described in Fig.  2, undergoing crushing with a relative density 
of 𝜌 = 0.3 and a higher wave number of 𝜆 = 24𝜋. The results were obtained from both experiments and FEM analysis. The three different black lines represent 
results from each repeated experiment, while the solid red line represents data from FEM analysis. The subfigures above each plot show a visual comparison 
between the 3D-printed structures (left) and the contour plots from FEM analysis (right).  (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.)

Fig. 5. The Force–Displacement (F–D) diagram illustrates the typical behaviour of cellular structures under compressive loading, which can be divided into 
three stages: (i) The pre-crushing stage involves linear elastic deformation occurring until peak force has been attained, followed by (ii) the force plateauing as 
a result of a combination of plastic deformation, and fracture, this is called the progressive crushing zone, (iii) the final phase involves the structure undergoing 
densification signified by an exponential increase in the crushing load required for further deformation.

parameter is being varied at a time, with initial design being 𝜌 = 0.3 and 𝜃1 = 𝜃2 = 𝜃3 = 15◦. An increase in relative density leads 
to a rise in both EA and PF, as expected due to the greater volume of solid material. However, the relationship between 𝜃 and the 
performance indices is complex. For instance, an increase in the performance indicators is observed for 𝜃1 and 𝜃2 until a value of 
45◦ has been reached, with a drop in performance indicators for an increase in cone angles beyond 45◦. In contrast, an increase in 
performance indices is observed for 𝜃3 values exceeding 60◦, whereas similar values of EA and PF are obtained for values below 
60◦. When plotting all cone angles together, as shown in Fig.  6(b), 𝜃  and 𝜃  exhibit similar behaviour, whereas 𝜃  shows distinct 
1 2 3
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Fig. 6. (a) Visualisation of the one-at-a-time analysis, demonstrating how varying each individual design parameter affects the performance indicators. The 
initial design parameters were set at 𝜌 = 0.3 and 𝜃1 = 𝜃2 = 𝜃3 = 15◦. Starting from the top-left and moving clockwise, the results show the effect of varying 
only the relative density, whilst keeping 𝜃1 = 𝜃2 = 𝜃3 = 15◦, with 𝜌 values ranging from 0.3 to 0.6. For 𝜃1, the relative density was held constant at 𝜌 = 0.3 and 
𝜃2 = 𝜃3 = 15◦. The same approach was applied for 𝜃2 and 𝜃3. Each subplot includes the topologies generated for specific design parameters. (b) The subplots 
display the impact on the performance indicators – EA on the left and PF on the right – when varying the different conical angles individually. It should be 
noted that these structures were also crushed along the 𝑥3 direction.

variations. At a cone angle of 90, EA and PF converge to similar values, which can be attributed to isotropic structures generated 
at high cone angles.

The plots in Fig.  6(a) were created by varying one design parameter while keeping the other three fixed at arbitrary values. This 
method provides insight into the behaviour of structures for those particular parameter settings but does not capture the full range 
of possibilities across the entire design space, where different values could be assigned to the fixed parameters. For a comprehensive 
understanding of the structure–property relationship, it is vital to consider not just the variation of individual parameters but also 
their interactions, This is where global sensitivity measures can be utilised. The key purpose of employing global sensitivity analysis 
is to identify influential model parameters that drive the model output by quantifying their influence. This is used primarily to 
simplify complex models by way of reducing the dimensions, and by extension, an efficient allocation of resources [87]. This study 
employs the variance-based sensitivity index also known as Sobol’ sensitivity analysis [88,89], using the open-source Python libraries 
SALib [90] integrated in f3dasm [70,71]. Sobol’ sensitivity analysis quantifies the influence of each parameter and their interactions 
on the output by decomposing its variance and measuring each parameter’s contribution to the total variance. The sensitivity indices 
10 



H. Kansara et al. Computer Methods in Applied Mechanics and Engineering 440 (2025) 117890 
Table 1
Cross-sampling example: Two points from a 4D 
Sobol’ sequence (𝜌, 𝜃1 , 𝜃2 , 𝜃3) are combined by 
mixing dimensions from each point, generating 
a set of mixed points. The first (red) and 
last (blue) rows are the original points, while 
intermediate rows mix elements of both. These 
points are evaluated to compute sensitivity 
indices.

𝜌 𝜃1 𝜃2 𝜃3
 0.327  52.3  36.697  89.159
 0.587  52.3  36.697  89.159
 0.327  57.096  36.697  89.159
 0.327  52.3  48.099  89.159
 0.327  52.3  36.697  16.343
 0.587  57.096  48.099  16.343

used to define these contributions numerically include the first-order index (S1), which is a measure of the contribution of a single 
standalone parameter input to the output variance; the second-order index (S2) measures the contribution of the interaction between 
two parameter inputs on the output variance; and the total-order index (ST) measures the output variance caused by a parameter 
input, which includes the first-order effects and higher-order interactions [88]. Computing the sensitivity indices involves calculating 
the variances using analytical integrals, but it may not be possible to solve these integrals. Alternative methods involve using Monte 
Carlo (MC) approximations of the integrals. These approximations are produced by sampling a set of input parameters with 𝑛
number of samples, with approximation accuracy improving with higher values of 𝑛. Two matrices (𝐀 and 𝐁) of dimensions 𝑛 × 𝑝-
matrices are created by sampling the Sobol’ sequence with 𝑝 input dimensions. Cross-sampling values from the two matrices result 
in requiring a total of 𝑛 ⋅ (𝑝 + 2) evaluations of the objective function [91]. As an example, consider two points sampled using the 
Sobol’ sequence within the spinodoid design space with four input parameters (𝜌, 𝜃1, 𝜃2, 𝜃3), the resulting combinations are shown 
in Table  1. Subsequently, these points are utilised by MC estimators to approximate the variance.

In this study, two independent sensitivity analyses were conducted for each objective. Fig.  7 shows the results of applying Sobol’ 
sensitivity analysis to the spinodoid design space that is composed of four input parameters (𝜌, 𝜃1, 𝜃2, 𝜃3). Consequently, each pair of 
Sobol’ sequence points sampled necessitates the evaluation of six different points, as exemplified in Table  1. A total of 474 function 
evaluations were required to achieve converged sensitivity indices. The progression of these indices with the number of evaluations 
is depicted in Fig.  A.7.1 with four design parameters, although further increasing the number of evaluations introduces numerical 
instabilities. The bar charts in Fig.  7 indicate a significant relationship between relative density and the performance indicators, 
with both EA and PF increasing as relative density increases. This is evidenced by the sensitivity indices S1, and ST, which are 
approximately one for relative density, while the indices for the remaining design parameters are close to zero. These results indicate 
that relative density is the most influential parameter on the performance indicators, while the other input parameters contribute 
very little. However, this does not imply that the different input parameters should be disregarded, as they play a critical role in 
influencing the anisotropy of structure, which is a key determinant of the performance of topologies under compression.

To gain a deeper understanding of the behaviour of conical angles and their influence on performance indicators, an additional 
Sobol’ sensitivity analysis was conducted with three input parameters (𝜃1, 𝜃2, 𝜃3), while keeping the relative density constant at 
𝜌 = 0.3. Reducing the number of input variables decreases the number of evaluations required for each pair of sampled Sobol’ 
sequence points. Instead of the six total cross-sampled points shown in Table  1, using three input parameters results in a combination 
of five points.

A total of 1500 points were used to evaluate the Sobol’ sensitivity indices, increasing in increments of 5 points. The evolution of 
the sensitivity indices as the number of Sobol’ sequence samples increases is illustrated in Fig.  A.7.2. Converged values of S1 and ST 
were obtained at approximately 1200 evaluations, beyond which additional data had minimal effect on the indices. However, the 
sensitivity indices, along with their confidence bounds, are shown in Fig.  8 with a total of 1500 evaluations. Unlike the previous 
sensitivity analysis, markedly different behaviour is observed. Focusing on the first-order sensitivity index, it is evident that all 
three inputs directly influence the performance indicators, with approximately 20% of the output variance being explained by the 
variance in a single input alone.

On the other hand, ST indices indicate an output variance of 70% of the output variance is attributed to most of the input 
parameters for both objectives. It should be noted that the total-order index is a metric that combines both the direct effects and 
the interaction effects among inputs. Consequently, the difference between ST and S1 represents the output variance explained 
through input interactions. This means that approximately 50% of the output variance is contributed by interactions for most inputs. 
Intuitively, this suggests that a maximal change in the objectives would be observed if a combination of 𝜃 were varied. Therefore, 
it is essential to utilise all conical angles, as this would allow for a broader design space to be explored with greater variability in 
performance indicators.

3. Multi-Objective Bayesian Optimisation (MOBO)

Bayesian optimisation (BO) is a sequential global optimisation strategy used to tackle expensive-to-evaluate black-box functions. 
This optimisation strategy is based on Bayes’ theorem, which provides a way to update probabilities of a hypothesis (or model), H, 
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Fig. 7. Bar charts illustrating the results of two independent Sobol’ sensitivity analyses for two performance indicators, EA and PF. These analyses were conducted 
using four inputs (𝜌, 𝜃1 , 𝜃2 , 𝜃3) with 474 model evaluations and the results are represented as sensitivity indices: S1 (First-order) and ST (Total-order), along with 
their confidence bounds. The results reveal that 𝜌 exhibits extremely high sensitivity, while the 𝜃 inputs show nearly negligible sensitivity.

given evidence (data, or observations), E, is proportional to the likelihood of E given H, multiplied by the prior probability of H. 
Mathematically, 

P(H|E) = P(E|H)P(H)
P(E) (8)

In the context of BO, the prior represents the initial assumptions (such as smoothness, noise in observations, etc.) about the 
objective function, 𝑓 . The likelihood here quantifies how likely the observed data is, given the prior, whereby the observed values 
are sampled data points of the true objective function. The combination of the prior with the evidence allows us to obtain the 
posterior distribution.

In MOBO, the task involves concurrently optimising multiple objective functions. Mathematically, this can be expressed as 

max(𝑓1(𝐱̂), 𝑓2(𝐱̂),… , 𝑓𝑝(𝐱̂)) 𝐱̂ ∈ R𝑞 (9)

where 𝑝 is the number of objective functions, 𝑓𝑖(𝑖 = 1,… , 𝑝) are the objective functions, and 𝐱̂ are the independent design parameters 
in 𝑞 dimensions. This assumes that the problem requires the maximisation of the objectives. Conversely, the problem can be 
transformed into a minimisation problem by negating the objective functions. In reality, these objectives may be conflicting, leading 
to a situation where it is improbable to maximise all objectives simultaneously, giving rise to the concept of Pareto optimality. A 
solution is considered Pareto optimal if no other solution would make any objective function better without compromising at least 
one other objective. By considering Pareto optimality, the trade-offs between conflicting objectives can be navigated, ultimately 
identifying a set of Pareto-optimal solutions. In the context of MOBO, Pareto-optimal solutions can also be referred to as non-
dominated solutions within the solution space. Conversely, a solution is considered dominated if there exists another solution 
that surpasses it in at least one objective without worsening any other objective. The approaches to solve MOBO problems can 
be classified depending on whether weights are assigned to the objectives beforehand (known as scalarisation methods) or not 
(known as hypervolume (HV) methods). Regardless of the methods used, in MOBO, each objective function is approximated by an 
independent GP, which is used to represent the posterior distribution.
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Fig. 8. Bar charts depicting the outcomes of two separate Sobol’ sensitivity analyses for the performance indicators EA and PF. These analyses were performed 
using three inputs (𝜃1 , 𝜃2 , 𝜃3) across 1500 model evaluations while keeping the 𝜌 constant at 𝜌 = 0.3. The results, presented as sensitivity indices – S1 and ST – 
include corresponding confidence bounds, showing an even distribution of sensitivities among the inputs 𝜃.

3.1. Gaussian processes (gp)

A GP defines a probability distribution over functions, such that for any set of inputs in a continuous domain, the corresponding 
output values can be modelled as a joint Gaussian distribution [92]. They are characterised by a mean function 𝑚(𝐱), and a covariance 
function 𝑘(𝐱, 𝐱̄), defined in terms of input vectors x, and 𝐱̄. For simplicity, the mean function can identically be zero, without losing 
generality [93]. 

𝑓 (𝐱) ∼ (𝑚(𝐱), 𝑘(𝐱, 𝐱∗)) (10)

GPs can be trained using a given set of observations, 𝑂 =
{

𝐱𝑖, y𝑖
}𝑁
𝑖=1, where 𝐱𝑖 ∈ R𝑞 , given 𝑁 number of observations, and in 

a 𝑞 dimensional space.  In addition, assuming noisy observations, y𝑖 = 𝑓 (𝐱𝑖) + 𝜖𝑖 ∈ R, where the noise, 𝜖 ∼  (0, 𝜎2𝑛 ), is modelled 
as mean-zero Gaussian noise with fixed variance 𝜎2𝑛 . This approach simplifies the noise modelling by treating the results from the 
FEM simulations as the ‘ground truth’. However, in practice, the noise term may not have a mean of zero (𝜇 ≠ 0), as it encompasses 
two types of uncertainty: aleatoric (data) uncertainty and epistemic (model) uncertainty. Aleatoric uncertainty arises from random 
variations in observations, such as sensor noise or experimental imperfections, and is inherently irreducible. Epistemic uncertainty, 
on the other hand, stems from limitations or approximations in the computational models or objective function calculations, which 
may not fully capture real-world conditions due to idealised assumptions or incomplete knowledge of the system. As a result, this 
work focuses on aleatoric uncertainty and models the noise as mean-zero Gaussian noise (𝜖 ∼  (0, 𝜎2𝑛 )) for simplicity. To better 
address epistemic uncertainty, the noise model could be refined using prior knowledge, such as FEM validation results (e.g., Fig. 
4), to determine the noise parameters (mean and variance) more accurately.

Consequently, the Gaussian distribution can then be obtained using 

𝐲 ∼  (𝜇,𝐊𝑖𝑗 ) (11)

where 𝜇𝑖 = 𝑚(𝐱𝑖), 𝑖 = 1,… , 𝑛, and 𝐊𝑖𝑗 = 𝑘(𝐱𝑖, 𝐱𝑗 ), 𝑖, 𝑗 = 1,… , 𝑛, forming the prior distribution. This distribution is independent of 
the training data but assumes a smooth objective function. Next, updating the prior requires the joint Gaussian distribution to be 
13 
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formed, assuming 𝐲 =
{

y𝑖
}𝑁
𝑖=1 is the observed output of the training dataset, let 𝐲∗ =

{

y∗𝑖
}𝑁
𝑖=1 be the outputs from the test set, with 

𝐗 being the input for the training set, and 𝑋∗ being the input for the test set. 
[

𝐲
𝐲∗

]

∼ 
(

𝟎,
[

𝐾𝑋 = 𝑘(𝐗,𝐗) + 𝜎2𝑛𝐈 𝑘(𝐗, 𝑋∗)
𝑘(𝐗, 𝑋∗)𝑇 𝑘(𝑋∗, 𝑋∗)

])

(12)

The predictive distribution over the test points is then given by 
𝐲∗|𝐲 ∼  (𝑘(𝐗, 𝑋∗)𝑇𝐾𝑋𝐲, 𝑘(𝑋∗, 𝑋∗) − 𝑘(𝐗, 𝑋∗)𝑇𝐾−1

𝑋 𝑘(𝐗, 𝑋∗)) (13)

The mean and variance at a given input location 𝐱∗, with a training set 𝑋 can then be obtained using
𝜇(𝐱∗) = 𝑘(𝑋, 𝐱∗)𝑇 (𝐾−1

𝑋 𝐲) (14)

𝜎2(𝐱∗) = 𝑘(𝐱∗, 𝐱∗) − 𝑘(𝑋, 𝐱∗)𝑇 (𝐾−1
𝑋 𝑘(𝑋, 𝐱∗)) (15)

It is essential to choose a covariance function that is representative of the objective function, as it directly influences the output. 
One such function is the radial basis function (RBF), also known as the squared exponential 

𝑘(𝐱′, 𝐱′′) = 𝜃20 ⋅ exp
(

−
‖𝐱′ − 𝐱′′‖2

2𝓁2

)

(16)

𝓁 is the length scale, which controls the smoothness of the kernel function. The hyperparameter 𝜃0 controls the amplitude of 
the kernel function, whereby it determines the amount of variation introduced by the function being modelled. These are kernel 
parameters that are optimised by the GP model by maximising the likelihood over the observed dataset, which requires the use of 
gradient-based optimisers such as L-BFGS-B or Adam. The numerator, ‖𝐱′ − 𝐱′′‖2, represents the Euclidean distance between the 
input points 𝐱′ and 𝐱′′. Other kernel functions include the Exponential, Matern kernel functions, etc.

To be able to guide the sequential optimisation, acquisition functions play a pivotal role in effectively navigating the design 
space and finding the global optimum of the objective function. One example of such a function is the probability of improvement 
(PI), whereby a point is selected based on the highest probability of improvement over the current maximum [94]. Assuming that 
the function to be maximised is 𝑓 (𝐱) and the current maximum is 𝑓 (𝐱+), thus the ‘improvement’ can be defined as 

PI(𝐱) = P(𝑓 (𝐱) > 𝑓 (𝐱+)) = 𝛷
(

𝜇(𝐱) − 𝑓 (𝐱+)
𝜎̄(𝐱)

)

(17)

where 𝛷 is the cumulative distribution function of the standard normal distribution, and 𝜎̄ is the standard deviation. By maximising 
the value of the acquisition function, the best samples can be found that optimise the objective values and reduce the uncertainty. 
This is an iterative process, allowing the objective space to be efficiently explored by considering the accumulated data.

3.2. Scalarisation methods

With the increased computational effort as a result of an increasing number of objectives, scalarisation methods provide an 
effective alternative. These methods attempt to convert multiple objectives into a single objective function effectively. Some of 
the scalarisation techniques include using the weighted sum method [95], the weighted norm method, used in multi-objective 
Evolutionary Algorithm based on Decomposition (MOEA/D) [96], using the Chebyshev function and its extension the Augmented 
Chebyshev function that is normally used in efficient global optimisation algorithms (ParEGO) [97]. This paper focuses on utilising 
the ParEGO method to obtain a set of Pareto optimal solutions.

ParEGO assigns weights randomly with a uniform distribution, in our case, sampling a uniform simplex. The ParEGO method 
works by applying the augmented Chebyshev scalarisation, which is given by: 

𝑔(𝐲) = max
𝑖
[𝑤𝑖|𝑓𝑖 − 𝑧∗𝑖 |] + 𝛼

𝑘
∑

𝑖=1
|𝑓𝑖 − 𝑧∗𝑖 | (18)

where 𝑤𝑖 are weights that are randomly assigned to the 𝑖th objective, 𝑧∗𝑖  is an ideal/utopian objective vector that is unattainable. 
As the objectives are normalised to values between [0, 1], 𝑧∗𝑖  becomes a vector of zeros, and 𝛼 = 0.05. In a bi-objective optimisation 
problem, 𝑘 = 2. The scaled function 𝑔(𝐲) is then minimised, with GPs being used to approximate the scaled function.

An alternative method is the weighted sum, whereby random weights are assigned to the objectives and combined to form a 
singular objective function. Mathematically, this can expressed as 

𝑔(𝐲) =
𝑘
∑

𝑖=1
𝑤𝑖𝑓𝑖 (19)

which is similar to the formulation of the Chebyshev scalarisation, but this method also considers the magnitude of all objectives.
Subsequently, both scalarisation techniques are used with a singular GP as a surrogate and an acquisition function such as 

the Expected Improvement (EI). EI is a widely used acquisition function and one of the earliest methods developed for efficient 
global optimisation tasks [98,99]. However, in this work, an extended version of the EI function is employed to address the issue 
of vanishing gradients that can arise when optimising improvement-based acquisition functions [100]. It is important to note that 
the choice of acquisition function is largely heuristic, serving as a strategy to navigate the design space and map it onto a belief 
space. This choice offers a practical and efficient approach to navigating the design space, particularly in cases like this, where the 
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influence of design variables on the objective functions (energy absorption and peak force) varies significantly. In this study, the 
log-EI function has been utilised, which is an extension of the EI function, expressed as 

logEI(𝐱) = log(E(max(𝑓 (𝐱) − 𝑓 (𝐱+), 0))) (20)

This is derived from the probability of improvement acquisition function. Finding the expectation of the results (i.e. multiplying 
by the probability of the outcomes) in the formulation of the expected improvement acquisition function. The logarithm function 
ensures numerical stability, which is especially important in automatic differentiation.

3.3. Hypervolume methods

However, for MOBO, more complex acquisition functions are required to traverse the design space. While the computation 
of these MOBO acquisition functions is expensive, it allows effective exploration across the Pareto front. In the hypervolume 
approaches, the Hypervolume Indicator (HV) is utilised, which is used to evaluate the quality of a Pareto front approximation 
set,  . This approach measures the size of the dominated space bounded from below by a reference point r [101]. This reference 
point is generally chosen by the user, in a manner that satisfies the condition that it is dominated by all objectives, i.e. a nadir point. 
Mathematically, the HV of a set  , where  = {𝐲(1),… , 𝐲(𝑖)} ⊂ R𝑑 , is defined as the 𝑑-dimensional Lebesgue measure, 𝜆𝑑 , where 𝑑
corresponds to the number of objectives, and 𝑖 corresponds to the number of Pareto optimal points, here a bi-objective problem is 
being solved, hence 𝑑 = 2, consequently, 𝐲 = {𝑓1, 𝑓2} with 𝑓1 and 𝑓2 being two objectives in question: 

HV() = 𝜆2(∪𝐲∈ [𝐫, 𝐲𝑖]) (21)

where r and 𝐲𝑖 represent the vertices of a rectangle. By extension, the Hypervolume Improvement (HVI) can be calculated, which 
considers the improvement in the HV for a new observation, 𝐲∗: 

HVI( , 𝐲, 𝐫) = HV( ∪ 𝐲∗, 𝐫) −HV( , 𝐫) (22)

Fig.  9(a) shows the improvement in the hypervolume as a result of observing a new value in the objective space. However, to consider 
the magnitude of the improvement, the expectation of HVI must be calculated, allowing the Expected Hypervolume Improvement 
(EHVI) to be calculated. This is defined as: 

EHVI(𝝁,𝝈, , 𝐫) = ∫R2
HVI( , 𝐲, 𝐫) ⋅ 𝜙𝜇,𝜎̄ (𝐲)𝑑𝐲 (23)

where 𝜙𝜇,𝜎̄ represents the probability density function for a multivariate normal distribution with mean values of 𝜇 ∈ R𝑑 and 
standard deviation of 𝜎̄ ∈ R𝑑+, as shown by Yang et al. [102]. However, the analytical calculation for the HVI can be computationally 
expensive. To remedy this, a fast partitioning method can be used, which partitions the non-dominated space into 𝑛 + 1 disjointed 
rectangles 𝑆𝑘 (in 2D), in tandem with piece-wise integration [103]. Each disjoint rectangle is defined by a pair of upper and lower 
vertices, u𝑖, and l𝑖, respectively, as shown in Fig.  9(b). By adding two additional points: 𝐲0 = (r1,∞)𝑇 , and 𝐲𝑛+1 = (∞, r2)𝑇 , where 
𝐫 = (𝑟1, 𝑟2), then the disjoint rectangles can be defined as 

𝑆𝑖 =
((

(𝑓 (𝑖)
2 ,−∞)𝑇 , (𝑓 (𝑖−1)

1 ,−𝑓 (𝑖)
2 )𝑇

))

𝑖 = 1,… , 𝑛 + 1 (24)

Defining a function 𝛥, which denotes the subset of objective vectors 𝐲 ∈ R2, 𝛥(𝐲, , 𝐫) are dominated by a vector 𝐲 but are not 
dominated by  , but dominate the reference point 𝑟, as shown by the grey region in Fig.  9, the HVI in 2-D is then given by: 

HVI( , 𝐲, 𝐫) =
𝑛+1
∑

𝑖=1
𝜆2[𝑆𝑖 ∩ 𝛥(𝐲, , 𝐫)] (25)

Eqs. (23) and (25) can then be combined for the efficient computation of EHVI acquisition function: 

EHVI(𝝁,𝝈, , 𝐫) = ∫

∞

𝑓1=−∞
∫

∞

𝑓2=−∞

𝑛+1
∑

𝑖=1
𝜆2[𝑆𝑖 ∩ 𝛥(𝐲, , 𝐫)] ⋅ 𝜙𝜇,𝜎̄ (𝐲)𝑑𝐲 (26)

Further simplifications can be found in [102].

4. MOBO framework

The MOBO framework comprises two key components: a Python wrapper that leverages the BoTorch package to perform BO with 
pre-built functions [104], and a MATLAB-ABAQUS interface designed for generating and meshing spinodoid topologies, followed 
by FEM analysis. Within this framework, multiple MOBO-based methods have been implemented, each addressing the objectives in 
distinct ways: the hypervolume-based EHVI method, two scalarisation-based approaches – ParEGO and the weighted-sum method 
– and a comparison with random sampling using the Sobol’ sequence.
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Fig. 9. (a) Illustration of Hypervolume Improvement (HVI) in a two-dimensional objective space with objectives 𝑓1, and 𝑓2. The Pareto front (Red line)  consists 
of a set of evaluated points {y1 , y2 , y3}, which are the non-dominated solutions. The dominated solutions, represented by {y4 , y5}, lie within the dominated solutions 
region. The yellow region indicates the HVI resulting from evaluating a new point y∗. (b) Visualisation of fast partitioning of the non-dominated space for efficient 
Expected Hypervolume Improvement (EHVI) computation in 2-D using box decomposition. Each disjointed rectangle is labelled 𝑆𝑖, and is defined by its upper 
and lower vertices 𝑢𝑖 and 𝑙𝑖. Finally, 𝐫 refers to the reference point from which the hypervolume indicator is calculated.  (For interpretation of the references 
to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. A schematic of the multi-objective Bayesian optimisation (MOBO) process for optimising the spinodoid cellular structure design space involves four 
steps of the data-driven process [70,72]. (1) Initial Dataset Creation: Sampling 50 points from the design space using the Sobol’ sequence and evaluate them 
with FEM simulations to build the initial dataset. (2) Surrogate Model Update: Updating the Gaussian Process model based on the dataset to predict structural 
properties. (3) Identifying samples to evaluate: Using an acquisition function to identify and evaluate the most promising design points. (4) FEM Simulations: 
Performing FEM analysis on generated structures and extracting objectives to then update the dataset.
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4.1. BO setup

Fig.  10 illustrates the various steps involved in the MOBO framework to generate solutions for the given problem. Initially, 
independent GPs are configured for each objective using the GPyTorch package, in combination with the multi-output GP function
ModelListGP, to establish the prior distribution. The prior is then updated using an initial dataset to form the posterior, thereby 
creating an initial surrogate model. However, to balance the exploration and exploitation by guiding the optimisation process, 
acquisition functions are used to obtain input points from the design points to evaluate next.

BoTorch allows the use of two extensions of the EHVI and logEI (used for scalarisation methods) acquisition functions, specifically 
qNEHVI and qlogNEI. The qlogNEI acquisition function, which is an extension of the acquisition function as described by Eq. (20), 
is designed to account for noise in observations. In scenarios where functions are not deterministic, a single best value cannot 
be determined, qlogNEI integrates over all possible values to identify the next best point for sampling [105]. Similarly, qNEHVI 
assumes that the points observed on the Pareto front represent noisy realisations of the true Pareto front. Consequently, qNEHVI 
and qlogNEI require integration over the uncertainty of the in-sample (observed) data introduced. In addition, the two extensions 
support parallel evaluation of q-batch candidate points. Each candidate is selected considering the joint improvement from multiple 
candidate points. Moreover, asynchronous evaluation is possible, allowing the optimisation process to proceed while awaiting the 
remaining results of the q-batch samples. The acquisition function is conditioned on the pending points when selecting the next 
point to evaluate [78].

Additionally, these acquisition functions utilise MC methods, which improve computational efficiency. Specifically, MC samples 
are drawn from the posterior distribution to approximate the expectation, and subsequently, the acquisition function. It is important 
to note that when observations are noiseless, these acquisition functions behave similarly to conventional acquisition functions.

In higher-dimensional spaces, acquisition functions often become extremely complex, making analytical solutions impractical. 
As a result, direct solutions are generally unattainable, necessitating the use of numerical methods for optimising the acquisition 
function. A commonly used approach is the multi-start LBFGS-B algorithm. This second-order method relies on gradient and Hessian 
matrix calculations to locate the maximum of the acquisition function. A simple heuristic is applied to initialise the optimisation 
process, selecting 10 initial restart locations from a set of 512 randomly generated samples across the search space. Here, a restart 
location refers to the starting point at which the optimisation algorithm begins its search, helping to avoid getting stuck at a local 
optimum. Furthermore, the MC-based acquisition functions were approximated using 256 MC samples, corresponding to the accuracy 
of the posterior approximation, whereby the higher the value is the greater the accuracy at the cost of increased computation time.

As stated in Section 3.3, hypervolume-based methods such as qNEHVI require a reference point to compute the HV (shown by 
the point on the bottom left of Fig.  9). A typical rule of thumb used to prescribe a value for the reference point is choosing a point 
that is slightly worse than the lower bound of the objectives, since the problem that is being solved assumes that objectives are 
required to be maximised. However, many different methods exist that can be applied to select a reference point, especially when 
no knowledge of the solution domain exists, especially the lower bound of the objectives.

To demonstrate the implementation of the MOBO framework, two benchmark test problems were used: (a) the Branin-Currin 
problem with added observation noise for each objective, and (b) the ZDT1 with no additional observational noise. Both are 
maximisation problems. Five methods were tested, including the noiseless qEHVI function, to compare its effectiveness against its 
noisy counterpart qNEHVI. Additionally, a comparison was made between two different kernels – the RBF and Matern kernels – for 
calculating the covariance matrix. Before optimisation, six samples were generated from the design space to form the initial dataset, 
with the maximum number of iterations set at 200. The HV was used to assess the quality of the solutions provided by each method. 
The benchmark studies led to the following conclusions: (1) Regardless of the problem type, the Matern kernel outperformed the 
RBF kernel by capturing more intricate relationships between neighbouring points, allowing most methods to converge faster and 
achieve a total hypervolume closer to the maximum hypervolume. Consequently, the Matern kernel was selected for solving the 
spinodoid structure optimisation problem. (2) In noisy settings, the qNEHVI function outperformed qEHVI as expected. However, in 
the noiseless problem, both qEHVI and qNEHVI performed similarly, suggesting that qNEHVI is generally preferable. Thus, qNEHVI 
was one of the methods employed in the study of spinodoid cellular structures. Further details on the benchmark studies can be 
found in Appendix  A.8.

4.2. Spinodoid problem setup

With the BO framework discussed and tested in Section 4.1, it is crucial to emphasise the second part of the MOBO process, which 
involves integrating the MATLAB-ABAQUS interface to complete the optimisation cycle, as visualised in Fig.  10. The initial dataset 
for the BO process was created by sampling 50 data points using the Sobol’ sequence, which was subsequently evaluated. The pair 
plot in Appendix  A.9 demonstrates the relationships between each design input and objective, highlighting a positive correlation 
between EA and PF.

Whilst the integration streamlines the design exploration process, achieving optimal performance also requires addressing 
critical structural behaviours that could compromise the functionality of the design. One such phenomenon is densification, which 
necessitates implementing filtering techniques to exclude undesirable designs, thereby ensuring that the optimisation process delivers 
practical and reliable solutions.
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Fig. 11. Comparison between 1st order and 2nd order polynomial lines used to fit the F–D curve.  (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.)

4.2.1. Gradient-based filtering to address densification in spinodoid structures
Densification refers to the process where a structure’s density increases under compressive forces, leading to a significant rise 

in stiffness. This increased stiffness reduces the structure’s ability to absorb energy, as it becomes incapable of deforming easily, 
leading to a rapid increase in the force transmitted through the structure. In crashworthiness applications, structures are designed 
to prolong the duration in which the energy is being absorbed. This is primarily done by dissipating energy over a longer distance. 
However, a densified material shortens the duration of energy absorption, resulting in rapid deceleration, which is undesired. As a 
consequence, it is crucial to avoid selecting designs that densify within the working conditions, in this case at strain levels below 
50%. This necessitates the implementation of a process to filter out designs that exhibit such behaviour.

To effectively filter these designs, it is essential to first identify what constitutes densification. In this study, linear regression 
is used to address this issue, with polynomial curve fitting applied within the MATLAB-ABAQUS pipeline using MATLAB’s built-in
polyfit function. This function returns the coefficients for the nth-degree polynomial that best fits the 𝑦 data, thus minimising 
the sum of squares. These coefficients are then used to recreate the fitted lines. Here, data points within the strain interval between 
0.2 and 0.5 are used for curve fitting. Fig.  11 illustrates a comparison between first-order and second-order polynomials fitted to 
these data points, shown by the red dashed line and blue dash-dotted lines, respectively. The fit’s quality is visually assessed by how 
closely these lines match the target behaviour, represented by the solid black line, which shows the typical behaviour of a structure 
undergoing densification. Densification on a Force–Displacement (F–D) curve manifests as an exponential rise in the force required 
to further deform the structure. The rate at which the force rises with an increasing displacement can be quantified using gradients, 
which has been shown in Fig.  12.

The results of applying the first derivative to the first-order polynomial line of best fit are shown in Fig.  12(a)(i). The first 
derivative here reflects the rate of change, which is the stiffness on an F–D curve. However, these values do not indicate or highlight 
significant peaks, which would signal areas of greatest change i.e. maximum stiffness. Additionally, the gradient values are all 
positive due to the elastic–plastic constitutive material model used in the FEM analysis, meaning fractures do not occur, hence 
stiffness cannot be reduced. As a result, the first derivative method is relatively insensitive and ineffective at detecting rapid changes 
in the stiffness.

To remedy this, the second derivative of the second-order polynomial was used, as it measures the rate of change in stiffness. 
For example, a positive second derivative would suggest that a structure is stiffening at an accelerating rate, which is indicative 
of densification. This has been shown in Fig.  12(a)(ii), where certain DoEs display very high second derivative values, which were 
not captured by the first-order polynomial filter. To demonstrate the effectiveness of the second-order polynomial filtering, various 
points were selected based on their second derivative values annotated as A through E, with a solid black reference line representing 
the behaviour of a structure not undergoing densification. The corresponding F–D curves for these points are plotted in Fig.  12(b).

To differentiate between structures undergoing densification and those that are not, a threshold value is necessary. In this case, 
a second derivative value of 350 was used as the cut-off, above which structures were assumed to be undergoing densification. This 
threshold was determined by plotting the annotated points in Fig.  12(b) and comparing them to the reference line. Cases A to D 
exhibit a rapid increase in the force during the latter stages of crushing, in contrast to the reference and case E, which show a more 
gradual increase in force. Nonetheless, a lower threshold, closer to 274, could be chosen if stricter filtering were to be required.

It should be noted that the gradient-based filter was also applied to the initial dataset, with one of the points within the dataset 
deemed to have undergone densification when the filter had been applied.
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Fig. 12. (a) Plots illustrating the application of a gradient-based filter to 631 Design of Experiments (DoEs), with each evaluated point represented. (i) This plot 
displays the first derivative applied to the F–D curve, which is fitted using a first-order polynomial. (ii) This plot presents the second derivative values obtained 
from fitting the F–D curve with a second-order polynomial. The red horizontal line indicates the threshold above which designs are considered to be undergoing 
densification. (b) This subplot showcases select F–D curves from various designs with differing second derivative values, with each curve corresponding to the 
annotations found in (a)(ii).

4.2.2. Scaling objectives
Nevertheless, direct optimisation of EA and PF in their current form is infeasible, as the MOBO framework requires both objectives 

to be maximised. To address this, the following scalings were applied to the normalised objective values, resulting in a convex-shaped 
Pareto front 

EA′ = ln(EA)

PF′ = −PF
(27)

By applying these scalings in Eq. (27), the minimisation problem is effectively converted into a maximisation problem. This 
approach was found to be more effective than directly maximising EA and assuming that the inverse of PF should also be maximised. 
The scalings enhanced the traversal across the Pareto front, optimising the effectiveness of the acquisition function.

4.2.3. MOBO workflow
Given that this study focuses on optimising spinodoid cellular structures for crush energy absorption applications, where the 

goal is to maximise energy absorption while minimising peak force, FEM analysis and problem setup are crucial components of the 
optimisation process. Although EA and PF are the primary objectives, additional objectives could be considered if data is available 
for each structure, such as material weight (by calculating volume or density) or reusability (with a more comprehensive material 
constitutive model that accounts for hysteresis).

The MATLAB-ABAQUS interface facilitates this process by generating a series of input files, including part geometries (topology, 
anvil, and loader), an assembly file detailing the positioning of each part, the material model with its specific coefficients, and 
a settings file defining boundary conditions and history plots. These files are created once the next evaluation point is identified. 
ABAQUS is then executed via the command line on MATLAB to run the FEM simulation. After the simulation is completed, MATLAB 
is employed for post-processing, extracting the F–D data for further analysis.

To ensure the robustness of the optimisation process, several fail-safes were implemented. If a simulation fails due to issues 
in generating the spinodoid structure, a random point from the Sobol’ sequence is sampled as a replacement, and this is repeated 
until a valid output is obtained. Additionally, a constraint was introduced to prevent optimal structures from densifying within the 
50% strain interval. This was achieved by applying a gradient-based filter to the extracted F–D data, classifying designs as either 
undergoing ‘progressive failure’ or ‘densification’. Structures classified as having gone densification are automatically considered 
dominated solutions, with output values for EA and PF set to (−4,−0.2). These values have also been applied when the acquisition 
function recommends a design with all three conical angles being zero, as it is not possible to generate such a structure.

In this study, sequential optimisation was performed with 𝑞 = 1. The stochastic nature of spinodoid topologies, due to GRFs and 
random initialisations, results in varying microstructures and randomness in the measured mechanical properties, introducing noise 
into the observations. This makes acquisition functions that can handle noisy data particularly suitable for this problem. However, 
to ensure repeatability, a seed can be set for the random number generator, in this case, it was set to rng(123) in MATLAB, 
producing consistent structures and eliminating noise. Nevertheless, in this study, the reference point was determined after multiple 
runs with various reference points, eventually settling on 𝐫 = (−10,−3).

The optimisation loop was executed for a maximum of 250 iterations to ensure that a sufficiently populated Pareto front could 
be constructed, which also served as the stopping criterion. The full optimisation history can be found in Appendix  A.10. The 
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Fig. 13. (a) Comparison of the hypervolume achieved by each MOBO method at each iteration of the optimisation process, starting from the dataset used to 
initialise the Gaussian Process surrogate model. The comparison continues until reaching the 250-iteration threshold. The hypervolume values for each method 
include the upper bound, median, and lower bound. The thicker lines depict the median values, while the thinner lines above and below represent the upper 
and lower bounds, respectively. (b) A bar chart comparing the final hypervolume obtained by various MOBO methods and the traditional NSGA-II method after 
250 iterations.

performance of the MOBO methods was evaluated against the NSGA-II algorithm by comparing the final hypervolume encompassed 
by the non-dominated solutions. The NSGA-II algorithm was implemented using the Python-based pymoo package, with the initial 
population derived from the initial dataset. The algorithm was run for 5 generations, resulting in a total of 250 evaluations 
(50 × 5 = 250) [106]. Simulated Binary Crossover (SBX) was used to generate offspring, while Polynomial Mutation was applied 
to introduce small variations in gene values, thus promoting diversity in subsequent generations. It should be noted that NSGA-II 
was used as a black box; further tuning of the crossover and mutation rates may improve the results. Specific hardware information, 
which was used to run the optimisation tasks on the cluster can be found in Appendix  A.11.

5. Results

Following the MOBO framework setup described in Section 4, four MOBO methods were employed to obtain a set of Pareto-
optimal designs, with NSGA-II – a traditional method – serving as a benchmark. Fig.  13(a) presents the hypervolume of the 
non-dominated solutions, calculated at each iteration beyond the initial dataset, for all implemented MOBO methods. The qNEHVI 
method outperforms other MOBO methods, as evidenced by a rapid rise in hypervolume after a few iterations, with a further 
significant increase at around 150 iterations. This suggests qNEHVI discovered optimal designs not found by other methods, resulting 
in a superior Pareto front. The weighted sum method also showed a strong early performance, with a steep increase in hypervolume 
up to 50 iterations, followed by gradual improvements until around 125 iterations, and a slight increase thereafter. Chebyshev 
scalarisation performed similarly to the weighted sum method but lacked the initial rapid improvement, showing a gradual increase 
in hypervolume starting around 80 iterations. As expected, all three methods outperformed the random Sobol’ sequence sampling.

Fig.  13(b) displays the final hypervolume calculated after 250 iterations, including results from NSGA-II. While NSGA-II achieved 
a higher hypervolume than random Sobol’ sequence sampling, the weighted sum, and Chebyshev scalarisation methods, it was 
outperformed by the qNEHVI method. The poorer performance of Chebyshev scalarisation can be attributed to its suitability for 
non-convex Pareto fronts, unlike the convex Pareto front observed in this study. The weighted sum method, being straightforward, 
is better suited to handling convex Pareto fronts but lacks the targeted hypervolume improvement and exploration-exploitation 
balance of qNEHVI. A random combination of weights in the weighted sum and Chebyshev scalarisation methods may lead to 
overexploitation of certain regions, affecting the quality of the surrogate model. In the case of Augmented Chebyshev, the method 
might overly focus on regions near the ideal point, resulting in insufficient exploration. NSGA-II, while competitive, may not explore 
the objective space efficiently if mutation and crossover rates and other hyperparameters are not fine-tuned, and it often requires 
many generations to converge to the true Pareto front, which can be computationally expensive. In contrast, qNEHVI is more effective 
overall, requiring minimal hyperparameter tuning and specifically targeting hypervolume improvement.

Fig.  14(a) illustrates the set of Pareto-optimal solutions derived from the qNEHVI method. The Pareto front includes 78 designs, 
each contributing uniquely to the overall hypervolume, Fig.  14(b) maps the rescaled Pareto-optimal points onto the original 
normalised objective plane, also displaying the initial dataset for comparison. Compared to the initial dataset, the MOBO method 
has identified several optimal designs that exhibit reduced PF while preserving the EA capability. Moreover, qNEHVI has uncovered 
previously undiscovered optimal points at the higher end of the EA range, particularly in the upper-right region of the normalised PF-
EA graph. Six optimal points were selected to demonstrate the robustness of these designs, with Fig.  14(c) showcasing the generated 
topologies, featuring various microstructures with differing relative densities. The F–D behaviour of each selected design under 
compression is plotted in Fig.  14(d), revealing distinct performance characteristics.
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Fig. 14. The pareto-optimal solutions obtained using the hypervolume-based qNEHVI method are visualised alongside selected example points, indicated by the 
coloured markers. Subplot (a) illustrates the scaled objectives, adjusted according to Eq. (27), while subplot (b) presents the unscaled results in the normalised 
objective plane with points in red showing the initial dataset. Subplot (c) shows the topologies corresponding to the respective objective values, represented by 
the differently coloured markers in (a) and (b). Finally, subplot (d) depicts the F–D curves of the chosen structures undergoing compression.  (For interpretation 
of the references to colour in this figure legend, the reader is referred to the web version of this article.)

For instance, the reduction in normalised PF for the optimal points, such as the purple diamond (optimal point 4), corresponds 
to a decrease from 0.19 to 0.17, which translates to an approximate reduction in peak force of 1610 N when normalised by the peak 
force of 80,476 N from compressing a cube of size 40 × 40 × 40 mm3. Even small reductions in normalised PF can have meaningful 
implications, particularly in applications where performance or safety is sensitive to force thresholds. For example, in structural 
or collision scenarios, lower PF values can reduce material stress, enhance energy dissipation, and improve durability or safety. 
While the magnitude of the reduction may seem modest, such improvements often contribute to achieving more optimal designs or 
meeting stringent performance criteria. This highlights the value of even incremental advancements achieved through optimisation.

The absence of high PF values in the optimal solutions highlights the effectiveness of the optimisation process in balancing com-
peting objectives. The optimal designs predominantly feature geometries with mixed values of 𝜃, which lack distinct characteristics 
or a clear correlation with conical angles. This outcome reflects the inherent flexibility of the MOBO approach, which identifies a 
diverse set of Pareto-optimal solutions by varying design variables to achieve desired trade-offs between EA and PF. As a result, the 
optimisation process systematically navigates the Pareto frontier, favouring designs that maximise energy absorption while keeping 
peak forces within acceptable limits.

These are examples of bending-dominated structures, where loads are primarily resisted through bending and flexural mecha-
nisms. While these structures tend to have lower stiffness and strength due to localised deformations that can lead to early failure 
through buckling or yielding, the bending mechanisms enable stress distribution across the structure. This allows the load to be 
spread over a larger area as the structure deforms more easily, effectively delaying catastrophic failure, which results in such 
structures having higher EA. It should also be noted that these solutions were deemed to not have undergone densification, which 
is also evident in the F–D curves of the selected cases.

Further design constraints can be imposed on the Pareto-optimal solutions to provide greater flexibility depending on the 
application. The impact of applying such constraints is shown in Fig.  15. For instance, if the application requires the structure to be 
as lightweight as possible, designs with low relative density may be preferred. Conversely, if maximising EA is the priority, previous 
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Fig. 15. Illustration of subplots showcasing a set of solutions generated by applying various design constraints to the Pareto-optimal solutions obtained using 
the qNEHVI method. (a) Displays solutions with (i) low relative density, 𝜌 = 0.3, (ii) high relative density, 𝜌 = 0.6. Additional constraints are also applied to 
achieve different anisotropies by limiting one of the cone angles, 0 ≤ 𝜃 ≤ 15: (b) Conical angle 𝜃1, (c) Conical angle 𝜃2, and (d) Conical angle 𝜃3.

insights into the structure–property relationship indicate that EA scales with relative density, with the highest EA achievable at the 
upper bound of relative density, specifically at 𝜌 = 0.6. Additionally, suppose varying degrees of anisotropy are required. In that case, 
the conical angles can be constrained to smaller values, such as 0 ≤ 𝜃 ≤ 15, which influences anisotropy as described in Appendix 
A.1. Imposing these constraints produces a subset of optimal designs that exhibit different relationships between the objectives EA 
and PF. However, a notable scarcity of solutions is observed for 𝜃3 compared to the other cases. This is because structures with 
anisotropy aligned parallel to the loading direction tend to be stretching-dominated, leading to high stiffness and consequently high 
PF. These characteristics make such structures less ideal, leading to their exclusion from the Pareto-optimal solutions, i.e. these are 
part of the dominated solutions that do not contribute to the total hypervolume. The few solutions that do emerge are associated with 
higher values for conical angles 𝜃1 and 𝜃2, which enhance interconnectivity between individual structural elements, transforming 
the design into bending-dominated structures that are more suitable for EA applications. Subsequently, the choice would be left to 
the user based on their requirements, depending on the application.

6. Optimisation with three variables

The primary approach to obtaining Pareto-optimal solutions in the spinodoid design space involves optimising all four 
design variables simultaneously. This ensures globally optimal results without introducing any prior assumptions, allowing for a 
comprehensive exploration of the design space. Such an approach also captures complex interactions between variables, leading to 
a more diverse and well-populated Pareto front.

However, scenarios exist where efficiency gains can be achieved by leveraging insights from the sensitivity analysis highlighted 
in Section 2.4. Specifically, the highly sensitive parameter, 𝜌, can be fixed prior to the optimisation based on performance criteria. 
For example, to obtain a set of Pareto-optimal solutions targetting the lowest weight, 𝜌 = 0.3 could be set before generating the 
initial dataset. This strategy reduces computational cost in two ways. First, this strategy reduces the dimensionality of the problem, 
allowing the optimisation process to focus on the remaining, less sensitive variables, 𝜃’s allowing convergence to occur faster. 
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Second, the main contributor to the increased optimisation time is incurred when evaluating the next point recommended by the 
acquisition function. As the computation time for simulations scales with the relative density, a low value for 𝜌 would speed up the 
computation time to complete a single iteration i.e. time taken to conduct FE analysis on a single point, thus significantly reducing 
the time to complete the optimisation task. However, the opposite is also true, if a large value of 𝜌 is chosen, the computation time 
will significantly increase due to a greater number of elements required to mesh the geometry as well as the difference in mechanical 
behaviour.

Following the successful implementation of the qNEHVI method with four variables, a three-variable optimisation was conducted 
with the relative density fixed at 𝜌 = 0.3 prior to the optimisation. The Sobol’ sequence was again used to generate an initial dataset 
of 50 points, and the optimisation process was run for 250 iterations. Detailed optimisation history is provided in Appendix  A.12. 
The evolution of the hypervolume difference across the 250 iterations is shown in Fig.  16(a). This figure compares the hypervolume 
of the three-variable optimisation (𝜌 = 0.3 fixed) with that of the four-variable optimisation, isolating all Pareto-optimal solutions 
with 𝜌 = 0.3 i.e. HV(3var) − HV(4var[𝜌 = 0.3]), where HV(3var) is the hypervolume of Pareto-optimal solutions obtained from 
three-variable optimisation, with 𝜌 = 0.3 fixed prior to the optimisation and HV(4var[𝜌 = 0.3]) is the hypervolume of Pareto-optimal 
solutions obtained from the four-variable optimisation, but filtered a posteriori to include only those solutions satisfying 𝜌 = 0.3
(Illustrated in Fig.  15(a)(i)). The positive difference observed in the initial iterations indicates that the three-variable optimisation 
outperforms the conditional solutions from the four-variable optimisation from the very first iteration. By focusing on the less 
sensitive parameters, the three-variable approach exploits correlations between the 𝜃’s and the objectives more effectively, leading 
to better hypervolume performance from early on. Furthermore, the three-variable method continues to demonstrate improvements 
as the optimisation progresses, highlighting its ability to efficiently refine the design space.

The scaled Pareto-optimal solutions obtained from the three-variable optimisation are shown in Fig.  16(b), with 26 points forming 
the Pareto-front. Similar to the four-variable optimisation, six optimal points on the Pareto front are marked with different coloured 
symbols. Unlike the Pareto front in Fig.  14(a), the three-variable solutions occupy a smaller portion of the objective space due to 
the lower relative density, with PF′ ranging from −0.08 to approximately 0, and EA′ ranging from −9 to −2. Despite the reduced 
objective space, the three-variable optimisation discovers new solutions by varying the 𝜃’s, achieving improved EA values while 
maintaining similar PF levels, which four-variable optimisation found by varying the 𝜌 that improves the EA. In some cases, however, 
the four-variable optimisation yields solutions that outperform those from the three-variable optimisation.

Fig.  16(c) presents the unscaled Pareto-optimal points in the normalised PF-EA plane alongside the initial dataset. The initial 
Sobol’ sampling caused the evaluated objectives to cluster in the top-right region of the objective space, making it densely populated 
and reducing uncertainty in the Gaussian process regression (GPR) model in that region. In contrast, the sparsely explored bottom-
left region exhibited higher uncertainty, which the acquisition function identified as an opportunity to improve the hypervolume. 
This led to a focused exploration in the bottom-left region of the PF-EA plane, while the optimisation process effectively leveraged 
the initially sampled points in the top-right, incorporating them into the Pareto-optimal solutions, as indicated by the overlapping 
initial data and Pareto optimal solution markers. Illustration of topologies that result in objective values shown by the coloured 
markers have been shown in Fig.  16(d). Similar to the optimal design parameters obtained from four-variable optimisation, the 
structures generated here are also bending-dominated. These optimal solutions feature geometries with mixed values of 𝜃, leading 
to configurations that inherently facilitate rotational movement or the generation of bending moments under axial loading. This 
behaviour contrasts sharply with stretching-dominated structures, such as the ‘Columnar’ topology, which rely on direct axial 
force transfer. The bending-dominated designs resemble isotropic, bone-like structures, characterised by interconnected, irregular 
patterns that distribute loads over multiple pathways, enabling higher flexibility and energy absorption. Such geometries reflect 
nature-inspired design principles, where complex structural arrangements optimise mechanical performance by balancing strength, 
stiffness, and ductility. In conclusion, by predefining the relative density, the optimisation process more effectively maps the 
structure–property relationship between the cone angles and the objectives. This contrasts with the four-variable optimisation, where 
improvements in the Pareto front were primarily driven by initially adjusting the density to increase or decrease the objectives. The 
predefined density approach enables a more detailed and precise mapping between 𝜃’s and the objectives, as well as reducing the 
overall computation time from an average of 10–14 days as reported for the four-variable case down to approximately two days to 
complete optimisation up to 250 iterations, primarily driven by the lower cost of evaluating each recommended sample point.

It should also be noted that due to the heavy influence of 𝜌 in four-variable optimisation, the acquisition function tends to 
prioritise 𝜌 and recommend values at the extremes of its design space, while the 𝜃’s are sampled in a more stochastic manner without 
specifically targetting the extreme ends of their ranges. This behaviour reflects the sensitivity disparity between 𝜌 and 𝜃’s, where 𝜌
drives most of the changes in the objectives, leading to less focused exploration of the 𝜃’s. To address this imbalance, standardisation 
was applied to approximately normalise the variables based on their order of magnitude, ensuring that they are of comparable 
scale. While the exact bounds of the variables are not fully known in the context of optimisation, this scaling helps mitigate the 
disparity in sensitivity and encourages more balanced exploration across all variables. The evolution of the recommended sample 
points over the course of the three-variable and four-variable optimisation can be found in Appendix  A.13. Consequently, the four-
variable optimisation process may require additional iterations to thoroughly explore and optimise the less sensitive variables, 
further contributing to the increased computational cost.

7. Discussion

This work successfully demonstrates the application of the MOBO framework for crush energy absorption, highlighting its ability 
to balance multiple objectives and generate Pareto-optimal solutions, ultimately accelerating the selection of optimal structures. 
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Fig. 16. Pareto-optimal solutions obtained from optimisation with three variables, 𝜃’s, conducted with a fixed relative density of 𝜌 = 0.3 using the qNEHVI method. 
Subplot (a) represents the difference in hypervolume between the Pareto-optimal solutions filtered post-optimisation to include only those with 𝜌 = 0.3, derived 
from a four-variable optimisation (as shown in Fig.  15(a)(i)), and the Pareto-optimal solutions obtained from a three-variable optimisation. The hypervolume 
difference is quantified as HV(3var)−HV(4var[𝜌 = 0.3]). This comparison is evaluated over 250 iterations, with the solid central line representing the median and 
the thinner lines at the top and bottom indicating the 25th and 75th percentiles, respectively. Subplot (b) presents Pareto-optimal points scaled using Eq. (27) 
obtained from three-variable and four-variable optimisation, with example geometries highlighted by markers of different colours shown in the insert. Subplot 
(c) displays the unscaled, normalised objectives, where black cross markers denote Pareto-optimal points, and red circular markers highlight the initial dataset. 
Subplot (d) visualises the topologies corresponding to specific objective values, as indicated by their respective markers. The values shown beneath each image 
represent the 𝜃’s required to generate the structures at 𝜌 = 0.3. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
web version of this article.)

This versatile framework has the potential to be adapted for various other fields. For example, in aerospace engineering, where 
weight reduction, stiffness, and energy absorption are critical, it could be used to design lightweight structures tailored to specific 
mission profiles. Similarly, in biomedical engineering, the framework could optimise implants to maximise mechanical comparability 
with bone tissue while minimising material usage. In architectural design, it could assist in balancing structural integrity material 
efficiency, and aesthetics based on user preferences.

Despite its successes, there are several opportunities for improving the MOBO framework. Enhancements could be made to 
both the FEM simulation and the optimisation process. For instance, the FEM analysis could be refined by incorporating damage 
initiation criteria and damage evolution to better capture fracture and progressive failure, Additionally, implementing the Hill 
yield model could allow for the use of material constitutive models based on short-fibre composite filaments, which are often 
employed in applications requiring high stiffness-to-weight ratios. Since car crashes are dynamic events and involve varying speeds, 
strain rate dependency could be modelled using approaches such as the Johnson-cook plasticity model, thereby increasing the 
model’s complexity and improving the representation of topologies under load. Furthermore, the framework could be expanded 
to include additional objectives, such as manufacturing constraints or multi-material considerations, enabling more nuanced and 
application-specific designs.

On the optimisation side, the MOBO framework can be significantly enhanced by incorporating a more efficient sampling 
strategy that explicitly accounts for uncertainties observed in the experimental and FEM simulations. By acknowledging the inherent 
uncertainties in regions with large errors or inconsistent results (such as Columnar or Lamellar structures), these areas can be 
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targetted with denser sampling. This approach would allow for more accurate predictions of key metrics – such as energy absorption 
and peak force – where the uncertainty is higher, while reducing the computational cost in regions where the model already performs 
well (e.g., Isotropic structures). This strategy aligns with the broader concept of uncertainty-aware optimisation, where sampling 
density is adaptively adjusted based on the observed uncertainty in the predictions. By focusing computational resources on regions 
with higher uncertainty, the optimisation process becomes more robust and efficient, potentially leading to more precise solutions 
in fewer iterations.

Furthermore, the optimisation process can be further accelerated by implementing parallel evaluation of multiple q-batch 
recommendations using array jobs on an HPC cluster. This would leverage the parallelism of acquisition functions, which can manage 
several evaluations simultaneously. By running multiple simulations or experiments in parallel, different regions of the design space 
can be explored at the same time, drastically reducing the time required to converge to optimal solutions. This parallelisation would 
not only accelerate the overall optimisation but also allows for more comprehensive exploration of the design space, especially when 
combined with the targeted sampling of uncertain regions. The combination of efficient sampling based on uncertainty and parallel 
evaluation of batch recommendations would lead to a much faster and more accurate optimisation process. Additionally, integrating 
these improvements within a multi-fidelity optimisation framework – which uses both experimental data and FEM simulations 
of varying accuracy levels – could further increase the robustness and efficiency of the process. Lower-fidelity simulations could 
be used in combination with high-fidelity experiments to guide the search for optimal solutions, balancing the trade-off between 
computational cost and model accuracy.

Future research could explore applying MOBO-based optimisation to macro-scale structures, such as large-scale models generated 
using spinodoid microstructures, where the reduced number of required evaluations may make this approach feasible. Additionally, 
leveraging BO to develop surrogate models for microscale structures could facilitate their integration into a concurrent modelling 
framework, where acquisition functions are tuned to explore regions of high uncertainty, rather than focusing solely on exploiting 
areas for more accurate surrogates.

8. Conclusion

This study developed a multi-objective Bayesian optimisation framework to optimise the spinodoid design space for crush energy 
absorption applications. This framework enables the identification of designs that achieve a balance between competing parameters, 
specifically focusing on energy absorption and peak force. The process involved several key steps: First, spinodoid topologies were 
generated using MATLAB, with ABAQUS employed for FEM analysis. Material characterisation tests were conducted on 3D-printed 
PET-G samples to determine the coefficients for the anisotropic Hill material constitutive model. Various spinodoid structures were 
fabricated and tested to validate the FEM model.

To evaluate the impact of design parameters on the objectives, two studies were conducted a one-at-a-time analysis, which 
measured the effect of each parameter on energy absorption and peak force, and a global Sobol’ sensitivity analysis with input 
parameters (𝜌, 𝜃1, 𝜃2, 𝜃3). The results showed that all parameters significantly influenced the objectives, with a trivial relationship 
between relative density, 𝜌, and the objectives observed. The conical angles had less impact individually, but were more influential 
when varied in combination.

Additionally, various MOBO-based methods were applied to solve the multi-objective problem, and the results were compared 
with those from the traditional NSGA-II method. After 250 iterations, the hypervolume-based qNEHVI method was found to 
outperform the others. The Pareto-optimal designs generally exhibited a lower peak force while maintaining energy absorption 
capacity, while avoiding densification through a gradient-based filter. The study demonstrated that combining FEM analysis with 
Bayesian optimisation is a powerful approach for solving multi-objective problems for crush energy absorption while minimising 
the need for costly function evaluations.
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Fig. A.1.1. Demonstration of how the anisotropy of spinodoid structures can be altered by adjusting the cone angles for (a) ‘Columnar’, and (b) ‘Lamellar’ 
topologies.
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Appendix

A.1. Controlling the anisotropy of topologies

The anisotropy of these structures can be adjusted, as demonstrated in Fig.  A.1.1, whereby altering the non-zero angles results 
in the varying direction of anisotropy. This is clearly illustrated in Fig.  A.1.1. For instance, the anisotropy of ‘Columnar’ structure 
can be changed by choosing the cone angles that do not lie along the direction of interest to be non-zero. In contrast, the ‘Lamellar’ 
structure follows a different principle, where the direction of anisotropy is determined by aligning the desired anisotropic direction 
with the single non-zero cone angle.

A.2. Comparison of material model with material characterisation test

To compare the FEM simulations with the material characterisation tests, three material models were utilised shown in Fig. 
A.2.1. The simplest was the isotropic elasticity model, which considered only linear elastic behaviour. Simulations were also 
conducted using an isotropic elastic–plastic model, incorporating plastic strain to simulate the post-yield behaviour of the cube under 
compression. Finally, the Hill anisotropic model was tested against these conventional models. This model accounts for anisotropy 
arising from the fabrication process while also capturing the post-yield behaviour. The same FE analysis setup was used for both 
the initial validation test and the one used to model the behaviour of spinodoids under compressive loading.

The comparison between the results from the FEM analyses with various material models and the experimental data revealed 
slight differences in the initial elastic region of the stress–strain curve. However, in the plastic deformation region, the Hill 
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Fig. A.2.1. Comparison of the mechanical response between the compressive testing conducted on a 3D printed cube of dimensions 20 × 20 × 20 mm3, which 
was fabricated at 90◦ orientation to the loading direction (shown by solid black line), and an equivalent FE model, which was setup with various constitutive 
material models (shown by various red coloured lines). (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.)

anisotropic model closely followed the experimental data, outperforming the isotropic elastic–plastic model. As the majority of 
energy absorption occurs within this plastic region, it is crucial to construct a FEM model that accurately replicates this behaviour.

The observed discrepancies between the Hill model and the experimental results can be attributed to multiple factors. First, 
the simplicity in calculating the coefficients for Hill’s anisotropic yield criterion might have contributed to the mismatch. These 
coefficients were derived from limited experimental data, which may not fully capture the complex anisotropic properties of the 
material. Additionally, the assumptions made during the formulation of the yield stress ratios-such as uniform anisotropy or idealised 
deformation modes-might not align perfectly with the actual material behaviour. Variability introduced during the fabrication 
process, such as microstructural heterogeneities, residual stresses, or variations in layer bonding during additive manufacturing, 
can also lead to deviations.

To reduce these discrepancies, more sophisticated calibration techniques, such as inverse modelling or optimisation-based fitting, 
could be employed to refine the Hill model parameters. Incorporating additional experimental tests, such as biaxial or shear tests, 
would also provide a more complete representation of the material’s anisotropic behaviour. Finally, accounting for fabrication-
induced effects in the FEM model, such as layer-specific anisotropy or residual stress distributions, could improve agreement between 
the simulation and experiment. . 

A.3. Effect of wave number on performance indicators

A.3.1. Energy absorption
Fig.  A.3.1 shows a convergence in observed in the value of EA with an increase in the wave number due to homogenisation of 

the structure. The majority of the structures show a plateau beyond a wave number of, 𝜆 = 12𝜋 apart from the case of ‘Lamellar’ 
structure. However, the magnitude of EA is minuscule in comparison to the rest of the test cases due to the nature of the structure, 
whereby a plateau in the EA may not be observed until extreme values of wave number or a higher relative density are utilised. 
As a result, a value of 𝜆 = 15𝜋 was chosen given the dimensions of the structures being optimised, whilst taking into account the 
equivalence in length scales in experiments and simulations. Nonetheless, in a scenario where the sole objective is to maximise EA, 
regardless of artefacts and discontinuities being generated in the structures, a low wave number should be chosen. Overall, the wave 
number is a homogenisation parameter, hence it should be considered as a constant within the context of the optimisation.

A.3.2. Peak force
Fig.  A.3.2 shows a very little correlation between the wave number and the resulting PF calculated, independent of the mesh 

resolution used to generate the structure. This may have occurred due to a combination of the methods used to calculate the PF, 
and the structures being generated, which may offset the location at which the greatest force is achieved. The wave number was 
chosen based solely on the values of EA, while the displacement interval in between which the PF was calculated was based on the 
wave number selected. This is another factor which may have resulted in high variation in the values of PF.
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Fig. A.3.1. A demonstration of the effect of varying the wave number on the EA using four test structures generated with the cone angles is shown in Fig.  2. 
The structures have dimensions of 40 × 40 × 40 mm3 and were tested using different mesh resolutions, ranging from a coarse mesh resolution of 20 to a fine 
mesh resolution of 60. A combination of different line styles and markers is used to distinguish between the various mesh resolutions.

Table A.4.1
This example shows how the resolution changes the number of linear tetrahedral elements of 
type C3D4 for a structure with parameters 𝛩 = (0.3, 15𝜋, 15, 15, 0), with the average element size 
shown through the equivalent length found by dividing the element volume by its area.
 Resolution Number of elements Average element size (mm) 
 20 18728 0.4398  
 30 84284 0.2731  
 40 253485 0.2002  
 50 526626 0.1583  
 60 932918 0.1316  

A.4. Effect of mesh resolution on the number of elements

Table  A.4.1 illustrates the effect of mesh resolution on the number of tetrahedral elements used to discretise a structure with the 
parameters 𝛩 = (0.3, 15𝜋, 15, 15, 0). While the number of elements presented corresponds specifically to this structure, it is important 
to note that the element count will vary depending on the resolution and the geometry of the structure.

A.5. Effect of mesh resolution on stress–strain behaviour of spinodoid structures

A mesh convergence study assessed the impact of resolution on the stress–strain behaviour of the four tested spinodoid cases. The 
mesh quality was controlled by varying the mesh resolution, which consequently altered the number of tetrahedral elements used to 
create the cellular structures. An increase in mesh resolution corresponds to a higher number of elements. Fig.  A.5.1 illustrates the 
stress–strain curves for various structures generated at different mesh resolutions, ranging from 20 to 60. Resolutions below 20 result 
in inadequately generated structures, while resolutions above 60 lead to excessively long simulation times. While the stress–strain 
behaviours of the structures are generally similar across this range, a resolution of 20 exhibited the most pronounced difference 
compared to higher resolutions. Beyond a resolution of 30, the variations in behaviour were negligible. Therefore, a resolution of 
30 was chosen for the optimisation study as it provides a balance between computational efficiency and accuracy.
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Fig. A.3.2. Similar to Fig.  A.3.1, the figure illustrates the effect of varying the wave number on the PF using the same structures.

A.6. Effect of time scaling and mass scaling on stress–strain behaviour

To reduce the solution time for ABAQUS dynamic Explicit simulations, there exists two common methods: Time scaling, and 
mass scaling. ABAQUS Explicit requires stable time increment 𝛥𝑡 = 𝐿𝑒∕𝐶𝑑 to obtain a stable solution, where 𝐿𝑒 is the characteristic 
element length defined by the smallest element used to mesh the geometry, and 𝐶𝑑 =

√

𝐸∕𝜌 is the wave propagation speed, with 
𝐸 being the Young’s modulus and density of the material, respectively. For quasi-static speed at which the spinodoids were tested, 
the stable time dictates the number of increments required to solve the problem. Time scaling allows a reduction of the number of 
increments required as number of increments = 𝑡∕𝛥𝑡, where 𝑡 is the total time period. In this case, the computation time reduces as 
much as the time was reduced by artificially increasing the velocity. In contrast, the stable time increment can also be increased, 
which is called mass scaling, whereby the density is artificially increased. This decreases the computation time by the square root 
of the density.

A.6.1. Effect of time scaling
The mechanical response of spinodoid structures was evaluated at three different total time periods: 0.001, 0.002, and 0.005 s. 

The analysis was conducted using the geometries described in Fig.  2 and compared with the corresponding experimental results, as 
shown in Fig.  A.6.1. For the ‘Columnar’ structure, increasing the total time period led to a rapid reduction in initial stiffness, and a 
decrease in random fluctuations in stress values. Additionally, the time required for stress values to increase after contact between 
the structure and the loader measured by the stationary anvil was reduced, resulting in a better match of the small-strain response 
with experimental data, particularly at higher total time periods.

In the case of the ‘Isotropic’ structure, the stress–strain behaviour showed minimal variation with changes in the total time 
period. However, the initial stiffness became more consistent with experimental results as the total time period increased. Similar 
trends were observed for the ‘Cubic’ and ‘Lamellar’ structures. For the ‘Cubic’ structure, stress values at large strains began to deviate 
from experimental results at longer time periods. In contrast, for the ‘Lamellar’ structure, the stress–strain response at high strain 
values aligned more closely with experimental data as the total time period increased. Based on these observations, it was essential to 
balance simulation accuracy and computational efficiency. At shorter total time periods, the higher loading velocity increases kinetic 
energy, making inertia effects more prominent. This introduces unintended strain dependency, leading to a non-linear small-strain 
response. However, shorter time periods also significantly reduce computation time. To achieve an optimal balance, a total time 
period of 0.002 s was selected.
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Fig. A.5.1. The subplots highlight the effect of mesh resolution on the stress–strain behaviour of four spinodoid test cases generated with angles described in 
Fig.  2, measured at a wave number of 16𝜋. The structures were generated at various mesh resolutions, ranging from a coarse mesh resolution of 20 to a fine 
mesh resolution of 60.

A.6.2. Effect of mass scaling
A structure generated using the parameters 𝛩 = (0.6, 15𝜋, 15, 15, 0) was used to test the effects of mass scaling. Three different 

fixed mass scaling (FMS) values were tested, showing minimal differences in the force–displacement curves, indicating no significant 
loss of accuracy as illustrated in Fig.  A.6.2. Increasing the FMS value led to a reduction in total simulation time, with an increase of 
0.5 resulting in a 14% reduction in computation time. However, it also slightly reduced the energy absorption calculated from the 
force–displacement curve. Further increases in the FMS value continued to reduce simulation time, from 981 s at an FMS value of 1 
to 636 s at a value of 2. Despite these performance gains, the energy absorption values showed only a partial reduction. However, 
artificially increasing the density (a consequence of mass scaling) reduced the wave speed, delaying the reaction force’s propagation 
through the structure. This delay caused an initial lag in the force–displacement curve before stress values began to rise. Ultimately, 
an FMS value of 2 was selected, as it provided a balance between reduced simulation time and acceptable accuracy. Further increases 
in FMS resulted in diminished the accuracy of the mechanical response, making higher values unsuitable.

A.7. Effect of number of samples on the Sobol’ sensitivity indices

A.7.1. Sensitivity analysis with four input variables
The sensitivity indices were calculated at increments increasing by multiples of six, up to a maximum of 474 samples. This limit 

was set because adding six more samples would cause numerical instabilities, with the sensitivity indices S1 and ST approaching 1 
for 𝜌, and 0 for the three conical angles, which has been plotted in Fig.  A.7.1. This underscores the significant impact of relative 
density on the performance indicators.

A.7.2. Sensitivity analysis with three input variables
The sensitivity indices were computed in increments increasing by multiples of five, up to a maximum of 1500 samples. This 

analysis was based on the assumption that the relative density remained constant at 𝜌 = 0.3. This evolution has been plotted in Fig. 
A.7.2.
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Fig. A.6.1. Plot showing the effect of time scaling for each test geometry described in Fig.  2 on the stress–strain response of each structure obtained from FEM 
simulations. The behaviour of each structure was tested under three different total time periods shown by the green, red, and blue lines indicating time periods 
of 0.001, 0.002, and 0.005 s, respectively, while the different black lines show the results from experiment. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.)

Fig. A.6.2. Plots showing the effect of applying mass scaling to geometry with parameters 𝛩 = (0.6, 15𝜋, 15, 15, 0). The plot on the left shows the effect of three 
different levels of mass scaling on the mechanical response using force–displacement graph, while the plot on the right shows its effect on the simulation time 
and the calculated energy absorption value.
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Fig. A.7.1. Illustration showing the convergence of sensitivity indices S1 and ST as the number of samples used to calculate the Sobol’ sensitivity indices 
increases, with a maximum of 474 evaluations. The analysis is demonstrated for the performance indicators EA and PF. The Sobol’ sensitivity analysis was 
conducted assuming four input parameters (𝜌, 𝜃1 , 𝜃2 , 𝜃3).

A.8. Benchmarks

A.8.1. Benchmark optimisation history
Fig.  A.8.1 shows the optimisation histories for two benchmark problems which were solved using five methods: Random Sobol 

sampling, qEHVI, qNEHVI, weighted sum, and Chebyshev scalarisation. For the Branin-Currin problem with artificial observation 
noise with noise standard deviation of 15.19, and 0.63 for each objective, respectively, the covariance matrix was calculated using 
Fig.  A.8.1(a) the RBF kernel and Fig.  A.8.1(b) the Matern kernel. Additionally, subplots Fig.  A.8.1(c) and Fig.  A.8.1(d) illustrate 
the solution of the ZDT1 problem with zero additional noise, where the covariance matrix was computed using RBF and Matern 
kernels, respectively. The red solid line represents the analytical solution for the ZDT1 problem. The colour gradients indicate at 
which each specific point was obtained.

A.8.2. Benchmark cumulative hypervolume
The subplots in Fig.  A.8.2 present the hypervolume history over 200, and 50 iterations for two benchmark problems: Branin-

Currin, and ZDT1, respectively. The solid lines represent the median hypervolume, while the shaded regions above and below 
indicate the upper and lower bound of the hypervolumes, respectively. Subplot Fig.  A.8.2(a) displays the difference in hypervolumes 
obtained using MOBO methods compared to the NSGA-II method for the Branin-Currin problem, with the RBF kernel used for the 
covariance matrix. Subplot Fig.  A.8.2(b) shows the hypervolume difference for the Branin-Currin problem, using the Matern kernel 
for the covariance matrix. Fig.  A.8.2(c) An illustration of the hypervolume obtained from various MOBO methods for ZDT1 problem 
using the RBF kernel function, while Fig.  A.8.2(d) shows the corresponding increase in hypervolume for the ZDT1 problem using 
the Matern kernel. Both Fig.  A.8.2(c), and Fig.  A.8.2(d) shows the result for the first 50 iterations as beyond this the hypervolume 
values do not change. The reference point for the Branin-Currin, and the ZDT1 were (18, 6), and (11, 11), respectively.
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Fig. A.7.2. Similar to Fig.  A.7.1, an additional Sobol’ sensitivity study was conducted with three input parameters (𝜃1 , 𝜃2 , 𝜃3), with a total number of samples 
used in calculations reaching 1500. This study assumes a constant relative density of 𝜌 = 0.3.

A.9. Pair plot of initial dataset

Fig.  A.9.1 shows the pair plot created with 50 initial data points sampled using Sobol’ sequence, used to initialise the GP prior 
to optimisation.

A.10. Optimisation history with four variables

Fig.  A.10.1 shows the optimisation history for all methods proposed in the optimisation framework, which is composed of 250 
iterations and initial 50 datapoints used to initialise the GP model with four input parameters (𝜌, 𝜃1, 𝜃2, 𝜃3).

A.11. HPC hardware specifications

Jobs were run on the Apocrita cluster of Queen Mary, University of London, where each node consists of two 24-core Intel Xeon 
Platinum 8268 processors and 384 GB of RAM. Each job utilised 6 CPUs, with 5 GB of RAM requested per CPU and the time taken 
to complete a full optimisation task ranged from 10 to 14 days for all five of the methods tested.
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Fig. A.8.1. Optimisation histories for Branin-Currin and ZDT1 synthetic functions over 200 iterations with two different kernels. The red line in ZDT1 shows 
the analytical Pareto front.  (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

A.12. Optimisation history with three variables

Fig.  A.12.1 presents the optimisation history of optimisation task conducted with three variables, 𝜃’s, with fixed relative density 
at 𝜌 = 0.3, showing the results of full 250 iterations with 50 initial data points, conducted using the qNEHVI method.

A.13. Evolution of recommended design parameters

Fig.  A.13.1 shows how the recommended design parameters to evaluate next evolves when utilising three variables compared 
to optimising with four variables.
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Fig. A.8.2. Hypervolume change over 200 iterations shown for Branin-Currin and a hypervolume evolution over 50 iterations shown for ZDT1 synthetic 
benchmark functions with two different kernel functions.
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Fig. A.9.1. Visualisation of the initial dataset containing 50 data points used to initialise the GP using a pair plot.
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Fig. A.10.1. The left column shows the scaled outputs, whereas the right column shows the unscaled outputs, with the scaling being done according to Eq. (27). 
The colour bar on the right of each subplot shows the iteration at which the particular output was obtained.  (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.)

Fig. A.12.1. The figure on the left shows the optimisation history with normalised objectives scaled according to Eq. (27), while the figure on the right shows 
the history with the normalised objectives. While the colour bar shows the iteration at which the output was obtained. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. A.13.1. Left column shows the evolution of recommended design parameters for three-variable optimisation with a fixed relative density at 𝜌 = 0.3, whereas 
the right column shows the evolution for four-variable optimisation with 𝜌 varying between 0.3 and 0.6. The first 50 points shown in each row shows the initial 
data, while the rest show the design parameters required to be evaluated throughout the optimisation.

Data availability

The data and codes needed to reproduce and evaluate the work of this paper are available in the GitHub repository.
(https://github.com/MCM-QMUL/MOBO).
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