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HODGE-AWARE CONTRASTIVE LEARNING

Alexander Möllers∗, Alexander Immer† , Vincent Fortuin‡§, Elvin Isufi∗

ABSTRACT

Simplicial complexes prove effective in modeling data with multi-
way dependencies, such as data defined along the edges of networks
or within other higher-order structures. Their spectrum can be
decomposed into three interpretable subspaces via the Hodge de-
composition, resulting foundational in numerous applications. We
leverage this decomposition to develop a contrastive self-supervised
learning approach for processing simplicial data and generating em-
beddings that encapsulate specific spectral information. Specifically,
we encode the pertinent data invariances through simplicial neural
networks and devise augmentations that yield positive contrastive
examples with suitable spectral properties for downstream tasks.
Additionally, we reweight the significance of negative examples in
the contrastive loss, considering the similarity of their Hodge com-
ponents to the anchor. By encouraging a stronger separation among
less similar instances, we obtain an embedding space that reflects
the spectral properties of the data. The numerical results on two
standard edge flow classification tasks show a superior performance
even when compared to supervised learning techniques. Our find-
ings underscore the importance of adopting a spectral perspective
for contrastive learning with higher-order data.

Index Terms— Hodge Laplacian, simplicial filter, contrastive
learning.

1. INTRODUCTION
The difficulty to represent many biological, social, and technologi-
cal networks arises from the complexity of their inherent relational
structures and the nuanced definitions of the associated data. Im-
portantly, the data in such networks is often defined on higher-order
components like edges and triangles, thus demanding an approach
that incorporates interactions beyond the pairwise paradigm [1].
Simplicial complexes (SCs) have been proposed to model such de-
pendencies in higher-order networks [2, 3]. Amongst others, SCs
have shown particular efficacy in edge flow applications (e.g., mass,
energy, information, or trajectories) for which traditional graph-
based techniques do not induce a good inductive bias [4,5]. Notably,
they have been leveraged to alleviate the curse of dimensionality in
autoregressive flow prediction for water networks [6] and to remove
arbitrage opportunities in currency exchange markets [7].

An important property of SCs is that they enjoy an algebraic
representation via the Hodge Laplacian matrices, ultimately allow-
ing for spectral analysis. The latter is achieved through the Hodge
decomposition of the spectrum and has been used to develop Hodge-
aware signal processing and learning techniques for edge flows and
other simplicial data [5, 8, 9]. Recent advances include developing a
simplicial Fourier transform [4], convolutional filters [7], and neural
networks that are trained in a (semi-)supervised manner. [10–13].
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Zürich. Code: https://github.com/injurise/hodge_simpcl.
Correspondence to alexander.j.moellers@gmail.com.

While these supervised learning (SL) methods for simplicial
data have their merits, they also come with limitations such as a
over-reliance on labeled examples and suboptimal performance in
data-scarce scenarios. SL methods are also mainly designed for a
specific task and the resulting output is generally not reusable in
different applications. Therefore, we propose a contrastive learn-
ing (CL) approach for simplicial data that addresses these issues.
To this end, we employ a simplicial convolutional neural network
(SCNN) to produce embeddings and optimise it in a self-supervised
manner using the InfoNCE loss [14]. The resulting CL approach
can use both labeled and unlabeled examples to create robust and
reusable representations for simplicial data. These representations
can subsequently be employed in various downstream tasks, offering
improved accuracy especially in label-scarce scenarios.

To further enhance our method, we propose stochastic augmen-
tations and introduce information about the Hodge Decomposition
into the embeddings by i) optimizing the parameters of the augmen-
tations so that they generate positive examples that respect the spec-
tral properties of the data; and ii) weighting the negative samples
in the InfoNCE loss by a Hodge-aware distance to the anchor (true
datum). This approach results in a spectrally organized embedding
space and facilitates downstream learning. We corroborate the latter
in two edge flow classification settings and show superior perfor-
mance compared with a fully-supervised model. Related to this, our
contribution is threefold:

C1) we propose simplicial contrastive learning (SCL), design re-
lated augmentations and experimentally validate all our ap-
proaches;

C2) we show how augmentations in the simplicial domain can be
optimized with respect to the Hodge decomposition;

C3) we introduce a reweighing of the negative examples based
on the similarity of their Hodge components to encourage a
spectrally organized embedding space.

2. DATA PROCESSING ON SIMPLICIAL COMPLEXES
In this section, we introduce the fundamental concepts behind sim-
plicial data structures and related data processing techniques.

2.1. Simplicial Data and Structures

Let V = {1, . . . , N} be a set of vertices. A k−simplex Sk is a sub-
set of V that contains k + 1 distinct elements. A simplicial complex
XK of order K is a collection of simplices such that it contains at
least one K− simplex and if Sk ∈ XK we have that all subsets of
Sk are also elements of XK . From a geometric representation per-
spective, in a SC of order K = 2, nodes are 0-simplices, edges are
1-simplices and (filled) triangles are 2-simplices [2, 3].

Neighborhood relations in an SC can be represented via the in-
cidence matrices and Hodge Laplacians. Specifically, the incidence
matrix Bk ∈ RNk−1×Nk captures the adjacencies between (k−1)−
and k−simplices. Consequently, B1 represents the node-to-edge in-
cidence matrix and B2 the edge-to-triangle incidence matrix. For an
SC of order two, X 2, the related Hodge Laplacians are defined as:

9746979-8-3503-4485-1/24/$31.00 ©2024 IEEE ICASSP 2024

IC
A

SS
P 

20
24

 - 
20

24
 IE

EE
 In

te
rn

at
io

na
l C

on
fe

re
nc

e 
on

 A
co

us
tic

s, 
Sp

ee
ch

 a
nd

 S
ig

na
l P

ro
ce

ss
in

g 
(I

C
A

SS
P)

 | 
97

9-
8-

35
03

-4
48

5-
1/

24
/$

31
.0

0 
©

20
24

 IE
EE

 | 
D

O
I: 

10
.1

10
9/

IC
A

SS
P4

84
85

.2
02

4.
10

44
70

15

Authorized licensed use limited to: TU Delft Library. Downloaded on May 14,2025 at 10:41:29 UTC from IEEE Xplore.  Restrictions apply. 



L0 = B1B
⊤
1 ,

L1 = L1,ℓ + L1,u := B⊤
1 B1 +B2B

⊤
2 ,

L2 = B⊤
2 B2

(2)

where L0, L1, L2 represent the neighborhood relationships between
nodes, edges, and triangles, respectively. Moreover, L0 coincides
with the standard graph Laplacian [3]. The lower-Laplacian L1,ℓ =
B⊤

1 B1 and upper-Laplacian L1,u = B2B
⊤
2 split the edge adjacen-

cies into relations that are due to common vertices and common tri-
angles, respectively.

A k−simplicial signal xk is a mapping from a k−simplex to the
set of real numbers that formalizes the simplicial data. We collect all
k− signals in vector xk = [xk

1 , . . . , x
k
Nk

]⊤, where xk
i is the signal

on the ith simplex and Nk is the total number of k−simplices. For
instance, we denote an edge flow as x1 = [x1

1, . . . , x
1
N1

]⊤ with x1
e

being the flow on the edge e = (m,n) in S1. In the sequel, we
focus on edge flows to ease exposition and because of their wider
applicability; thus we drop the superscript and denote them as x.

2.2. The Hodge Decomposition
SCs allow for a spectral processing of simplicial signals via the
Hodge decomposition, which decomposes the space RNk as:

RNk = im(B⊤
k )⊕ im(Bk+1)⊕ ker(Lk) (1)

where im(·) and ker(·) are the image and kernels spaces of a matrix
and ⊕ is the direct sum of vector spaces [4, 7]. Accordingly, we can
decompose any edge flow x, into three parts x = xG + xC + xH

each living in an orthogonal subspace known as the gradient space
xG ∈ im(B⊤

1 ), the curl space xC ∈ im(B2), and the harmonic
space xH ∈ ker(L1). In turn, the 1-Hodge Laplacian can be eigen-
decomposed as L1 = UΛU⊤ with eigenvectors U and eigenval-
ues Λ. By grouping the eigenvectors as U = [UG,UC,UH] and
projecting the edge flow onto them gives rise to the embeddings
x̃G = U⊤

Gx, x̃C = U⊤
Cx, x̃H = U⊤

Hx. These embeddings encode
different interpretable properties of the data, which we will exploit
in Sec. 4 to design augmentations. Refer to [4] for more detail on
the role of the Hodge decomposition on processing simplicial data.

2.3. Simplicial Convolutional Neural Networks
Simplicial convolutional filters are linear parametric mappings that
can process simplicial signals [7]. For an input edge flow x, the
filtered signal is y = H(L1)x with simplicial filtering matrix:

H(L1) :=

(
ϵI+

L1∑
l1=0

αl1L
l1
1,ℓ +

L2∑
l2=0

βl2L
l2
1,u

)
. (2)

Here, {ϵ, αl1 , βl2} are filter coefficients and L1,ℓ, L1,u propa-
gate the edge signal via their respective neighbourhood relations.
The filter is local in the sense that it moves information by at
most L = max{L1, L2} hops across the simplicial structure.
Moreover, by exploiting the recursions Ll1

1,ℓx = L1,ℓ(L
l1−1
1,ℓ x),

Ll2
1,ux

k = Lku(L
l2−1
1,u x) and since the Laplacian matrices are

sparse, we can obtain the output with a cost of order O(LN1). The
filter part related to the lower Laplacian acts on the signal gradient
embedding, whereas that related to the upper Laplacian acts on the
curl embedding. All the parameters contribute to processing the
signal harmonic embedding. Refer to [7, Sec. IV] for the specific
relation of filter (2) and decomposition (1).

The constant number of parameters and the linear computational
complexity in the number of edges, make the filter (2) an appealing
solution to learn representations from edge flows. To also learn non-
linear mappings, simplicial convolutional neural networks (SCNNs)

h1

z1

x1

h2

x2

z2

x

InfoNCE

gH(·) gH(·)

fH(·) fH(·)

T1(·) T2(·)

Fig. 1: InfoNCE learning with augmentations. The data point (an-
chor) x submits two transformations T1\2(·) to generate positive
augmented examples. The latter are first passed through the SCNN
fH(·) to generate the simplicial embeddings h (cf. (3)) and then to a
parametric map gH(·) to obtain the final representation z. These rep-
resentations are contrasted in loss (4) to train both fH(·) and gH(·).

have been developed as layered structures interleaving filters with
pointwise non-linearities [13]. Specifically, given the SCNN input
x0 := x, the propagation rule at each layer t is:

xt = σ
(
Ht(L1)xt−1

)
(3)

where σ(·) is a pointwise nonlinearity (e.g. rectified linear unit). The
final layer constitutes the SCNN output which provides its embed-
ding. Compactly, we will denote the SCNN input-output relation as
h := fH(x), where h is referred to as the SCNN embedding and set
H := {ϵt, {αℓ1,t}, {βℓ2,t}}t collects the parameters of all layers.
Furthermore, depending on the setting, a readout function is applied
to h to transform it for the task at hand (e.g., binary classification).

3. PROBLEM STATEMENT

Learning representations via the SCNN is typically done in a super-
vised manner, but we often have just a few labeled examples or we
are missing labels at all. To tackle this challenge, we resort to con-
trastive learning and propose a self-supervised learning approach for
simplicial complexes. Our problem statement reads as:

Given a set of unlabeled edge flows, we want to train a simplicial
convolutional neural network in a self-supervised manner to gener-
ate embeddings that reflect the Hodge-properties of the data and that
can be used in a downstream task.

We approach this problem by training the network with the con-
trastive InfoNCE loss and by designing augmentations that preserve
the desired spectral properties. We also reweight the negative sam-
ples in the loss to push apart spectrally-different embeddings.

4. SIMPLICIAL CONTRASTIVE LEARNING

To train an SCNN in a self-supervised manner, we resort to the
contrastive learning framework [15, 16]. In the simplicial setting,
this principle suggests that for each edge flow datum x we cre-
ate both positive and negative examples and train the SCNN (a.k.a.
the encoder) to map the positive embeddings close to each other
and the negative ones further apart. Specifically, we consider an
edge flow datum x with its final representation z = gH(h) =
gH(fH(x)), where fH(·) is the SCNN [cf. (3)] and gH(·) is a para-
metric map (typically a fully connected layer). Then, we create a
positive pair for x via two topological augmentations x′

i = T1(x)
and x′

j = T2(x) with respective representations z′i = gH(fH(x′
i))

and z′j = gH(fH(x′
j)). The negative examples w.r.t. to x consists of
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other edge flows from the dataset xm ̸= x and their augmentations.
With reference to Fig. 1, the overall network is trained to minimize
the so-called temperature-scaled InfoNCE objective:

LinfoNCE = −
∑

(x′
i,x

′
j)∈P

log

(
esim(z

′
i,z

′
j)/τ∑M

m=1 e
sim(z′i,zm)/τ

)
(4)

where P is the set of all positive pairs in the data, sim(u,v) =
u⊤v/∥u∥2∥v∥2 is the cosine similarity, τ is a temperature parame-
ter, and M is the number of negative examples xm with representa-
tions zm. The numerator encourages the network to map the positive
embeddings close to each other, while the denominator repulses the
negative embedding zm from the positive one z′i.

The InfoNCE optimizes a lower bound on the mutual informa-
tion between the representations of the positive pairs [14]. Hence,
augmentations should only preserve the information necessary to
perform well on a downstream task [17]. Consequently, the irrele-
vant information is destroyed and the mutual information encoded in
the representations is optimized for the task at hand. Common aug-
mentations in contrastive learning are stochastic and include mask-
ing part of the data (pixels, vertices, edges, node features, etc.),
which expresses the belief that the most important parts of the data
are preserved when a few connections or feature values are removed
[16,18]. While this preserves, in probability, crucial information and
works well empirically, the most relevant parts of a data point may
not always remain intact. To mitigate this, the dropout probabilities
are often chosen such that the most important properties of the data
are conserved more often (e.g., in graphs nodes with a high central-
ity) instead of randomly removing information [19–22]. With this in
place, we propose the following augmentation method.

Edge flow masking. This method masks edge flows with probabili-
ties p to generate a positive example. That is, x′ = T (x) := x ◦ e
where e is a random Bernoulli vector with entry ei ∼ Ber(pi) and
◦ is the elementwise product. The standard approach is to pick the
same masking probability for all edges.

Such an augmentation is more effective in settings with binary
flow types {−, 1, 1} or when a zero value is not indicative. This is
because the masked flow attains a zero value and the augmentation
effectively drops parts of the flow. Next, we show how to optimize
the masking probabilities w.r.t. flow Hodge-related information.

4.1. Hodge-Aware Spectral Augmentations
Simplicial data often have particular properties in one of the three
Hodge embeddings [3, 23], which may be wrongly affected by
augmentations if ignored. Hence, following the InfoMin principle
simplicial augmentations should destroy information on irrelevant
Hodge embeddings and preserve it on the others. To account for
the latter, we cast the dropout probabilities as a stochastic opti-
mization problem, considering the expected value of the differ-
ence of the generated Hodge embeddings to the embeddings of the
anchor. Specifically, consider the embeddings of an augmented
example x̃′

G = U⊤
Gx

′, x̃′
C = U⊤

Cx
′, x̃′

H = U⊤
Hx

′. Then the ex-
pressions LG(p) = E[∥x̃G − x̃′

G∥
2
2], LC(p) = E[∥x̃C − x̃′

C∥
2
2],

LH(p) = E[∥x̃H − x̃′
H∥

2
2] quantify the expected quadratic differ-

ences between the original and the augmented hodge embeddings. 1

1To see that these indeed depend on p use the equality Tr
(
XX⊤)

=

∥X∥22 and recall E [x ◦ e] = x ◦ p. Then E[
∥∥x̃G − x̃′

G

∥∥2
2
] = ∥x̃G∥22 −

Tr
(
UGx(x ◦ p)⊤U⊤

G

)
− Tr

(
UG(x ◦ p)x⊤U⊤

G

)
+ Tr

(
UGPU⊤

G

)
,

where P is a matrix with entries Pi,j = xixjpipj for i ̸= j and
Pi,j = (xi)

2pi for i = j.

We use these distances to optimize the probabilities based on prior
knowledge such that one or more of the augmented embeddings are
similar while the remaining ones differ. For example, when the curl
and harmonic embeddings are important, such as in the trajectory
prediction task that we will touch in the experiments (Sec. 5), we
could design p by solving:

min
p

− LG(p) + LC(p) + LH(p) (5a)

subject to p ∈ Gp :=
{
p | p ∈ [0, 1]N1 , ∥p∥1 ≤ ϵp

}
, (5b)

where set Gp puts a maximum budget ϵp on the allocated drop prob-
abilities in a sparse manner (i.e., the ℓ1−norm ∥ · ∥1 imposes sparse
probabilities on a few flows). The budget ϵp is tuned as a hyper-
parameter. 2 By solving (5), we find the dropout probabilities p
that generate examples with similar curl and harmonic components
to the original data point but with a different gradient component.
We solve this optimization problem with projected gradient descent,
projecting p onto the constraint set Gp after every step.

4.2. Hodge-Aware Debiasing
Problem (5) influences the embedding space by acting on the aug-
mentation functions T1\2(·) to generate better positive examples. To
further improve the organization of the embedding space, we shall
also act on the negative samples. This is known as a debiasing tech-
nique and consists of reweighting the negative samples in the In-
foNCE loss [24–26]. I.e., by optimizing w.r.t. the loss:

Lweighted = −
∑

(x′
i,x

′
j)∈P

log

(
esim(z

′
i,z

′
j)/τ∑M

m=1 w(xi,xm) esim(z
′
i,zm)/τ

)
(6)

where w(xi,xm) is the weighting term between the anchor xi and
the negative example xm. For Hodge-aware learning, this weight
should reflect the spectral properties of the data; thus, we would like
to push spectrally different samples further away from the anchor.

We first consider a weighted embedding similarity between two
data points:

S(x̃i, x̃m) = γH CD(x̃H,i, x̃H,m) + γG CD(x̃G,i, x̃G,m)

+ γC CD(x̃C,i, x̃C,m)
(7)

CD(x̃i, x̃m) = 1 − x̃⊤
i x̃m

∥x̃i∥2∥x̃m∥2
is the cosine distance and weights

γH, γG, γC ≥ 0 are picked based on prior knowledge about the task
or tuned as hyperparameters. Choosing the cosine distance leads
to higher negative values for spectrally more dissimilar examples.
Then, we compute the weight as the normalized similarity over the
M negative samples:

w(xi,xm) =
S(x̃i, x̃m)∑M

m=1 S(x̃i, x̃m)
(8)

which means that the weights for each datum sum to one and ensures
that the loss terms for different data points are comparable. Summa-
rizing the above, substituting (7) into (8) and the latter into (6) leads
to an overall contrastive loss that pushes spectrally different samples
away from the anchor based on this dissimilarity score. This encour-
ages an embedding space that is organized with respect to the Hodge
decomposition.

2In (5a), we could also weight the contributions of the different compo-
nents (e.g., αCLC(p) + αHLH(p) with scalars αC, αH > 0 when the
signals have some contribution in each of them.
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Fig. 2: Embedding distance for augmentations sampled with uni-
form probabilities (blue) and with the proposed spectrally optimized
ones (orange). In the harmonic embedding, for the distribution as-
sociated with the spectral edge drop more probability mass lies over
smaller differences and we are thus more likely to generate sam-
ples with more similar harmonic components than with the standard
method. The dashed lines represent the three quartiles of the data,
with the middle one being the median.

5. NUMERICAL RESULTS
We corroborate the proposed approach and compare it with super-
vised alternatives on two edge flow classification tasks that are com-
mon in the literature: i) a synthetic task considering trajectories on
a simulated Simplicial Complex ; and ii) a real-data case that con-
tains ocean drifters moving around the Madagascar island [27]. In
i), the downstream learner has to differentiate between trajectories
that pass through the bottom-right or top-left corner of the SC and
in ii) it has to distinguish between clockwise and anti-clockwise
moving drifters. Because of holes in the SC representations, the
harmonic embedding captures important information for solving the
tasks. Due to the limited space, we refer the reader to [28, Section 5
] for more details about both datasets.

Setup. For the trajectory dataset, we generate 200 training, 100 val-
idation, and 100 test data points while there are 160 training and 40
test data points for the ocean drifter. We train the unsupervised sim-
plicial contrastive learner (SCL) on all available unlabled data points
and fit a linear support vector machine (SVM) on the obtained em-
beddings. For the ocean drifters, we use a 10-fold cross-validation
on the training set to estimate the penalty parameter for the SVM.
We report the average accuracy over 16 data splits. We optimize the
network with stochastic gradient descent and grid search the learn-
ing rate and weight decay in the interval [10−5, 1] in decimal steps.
Furthermore, we select the edge flow drop probabilities p and per-
turbation budged ϵp from [0.1, 0.7]. All models are trained for 200
epochs with a batch size of 100. For the encoder we follow the set-
ting in [12] (which is supervised in there) and use a Tanh-activation
and a hidden-layer of size 64. We tune the number of layers and the
convolutional orders L1 = L2 in [1, 2, 3]. We compare the proposed
approach with a fully-supervised SCNN.

Results. Table 1 depicts the overall performance on the downstream
tasks. The spectral simplicial contrastive learner (SSCLSpec) trained
with reweighted negative samples and spectrally optimized probabil-
ities achieves the best downstream accuracy on both datasets. This
shows the ability of the proposed approach to effectively encode
more relevant Hodge-related information into the embeddings, fa-
cilitating the subsequent linear learner. Fig. 2 further reinforces this
aspect by showing the embedding distance between the anchor and
two different augmentation techniques (random edge drop and pro-
posed). The proposed approach generates more similar harmonic
embeddings, which is key to the obtained results for the task. In

1 0.9 0.8 0.7 0.6 0.5 0.4
% edge flows kept

0.86

0.88

0.90

0.92

0.94

0.96

0.98

1.00

Ac
cu

ra
cy

SSCL
SCL

Fig. 3: Performance comparison between a model trained with the
standard loss (SCL) (cf. (4)) vs. a model trained with a spectrally
reweighted loss (SSCL) (cf. (6)) for an edge drop augmentation. The
SSCL outperforms the SCL irrespective of the augmentation quality.

Table 1: Test Accuracies for the Trajectory and Ocean Drifter
datasets. SCL denotes models trained with the standard InfoNCE
loss (cf. (4)), while SSCL models are trained with spectrally
reweighted negatives (cf. (6)). The subscript Spec denotes that the
augmentation probabilities are spectrally optimized.

Model Trajectory Task Ocean Drifters

SSCLSpec (ours) 97.9± 0.3 90.3± 1.4
SCNN (supervised) 95.2± 0.5 78.5± 1.1

SSCL 96.8± 0.4 89.1± 1.0
SCLSpec 98.2± 0.4 83.1± 1.1
SCL 96.1± 0.6 81.6± 1.6
SCLlow 91.0± 0.2 77.1± 1.2

Fig. 3, we show the proposed approach consistently achieves a supe-
rior performance independent of the augmentation quality.

Notably, even for models trained without a reweighted loss, the
incorporation of spectrally optimized augmentations (SCLSpec) im-
proves the accuracy over uniform probabilities (SCL). This substan-
tiates the importance of the spectral augmentations as a standalone
feature. Furthermore, to evaluate the impact of the encoder, we
tested a learner that uses only lower Laplacian encoding (SCLlow),
omitting triangle relationships. Compared to its simplicial counter-
part SCL under identical conditions, SCLlow, manifests a noticeable
decrease in performance. This demonstrates that the structural ad-
vantages of simplicial networks to process flow data transfer to the
contrastive learning setting.

6. CONCLUSION
We showed that a simplicial contrastive framework is effective for
generating representations for edge flow data that contain hodge-
related information. Related to this, we demonstrated that positive
examples with specific spectral properties can be generated by cast-
ing the task as an optimization problem on the underlying probabil-
ities of a dropout augmentation. Once these probabilities are opti-
mized, they can be used to generate examples with desired spectral
characteristics. We also introduce Hodge-related information into
the problem by reweighting the negative examples in the loss based
on their spectral difference to the anchor. This pushes spectrally
different examples further apart and results in an embedding space
that takes the relevant hodge information into account. Empirical
results demonstrate that these optimized embeddings can be used to
significantly outperform a fully-supervised model on two edge flow
classification tasks. For future work, exploring other types of data
augmentation methods and conducting experiments with simplicial
complexes of varying dimensions remain as key areas.
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